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A B S T R A C T

We formulate and analyze a general diffusive host-pathogen model with an incubation period and nonlocal infections in a spatially heterogeneous environment. The model system is partially degenerate and the solution map is not compact. We first prove that the solutions of the model exist globally and are ultimately bounded. Next, we define the basic reproduction number \( R_0 \) as the spectral radius of the sum of two next generation operators corresponding to direct and indirect infection modes, and prove that \( R_0 \) is decreasing with respect to the incubation period and the diffusion coefficient of infectious hosts under some conditions. Finally, we demonstrate that the model system possesses a global attractor, and explore the global dynamics of the system. Especially, we show that the infection-free steady state is globally asymptotically stable if \( R_0 \leq 1 \). On the other hand, if \( R_0 > 1 \), then the infection will persist and the model system admits at least one positive steady state. For spatial homogeneous system, global asymptotic stability of the positive steady state is proved via Lyapunov functional technique. Numerical simulation is conducted to explore singular perturbation phenomenon when the diffusion coefficients approach zero. We observe that the diffusion will not only spread the infection to the low-risk region, but it may also increase the infection level in the high-risk region.
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1. Introduction

To understand the dynamics of the host-pathogen interaction, Anderson and May [2] proposed and investigated a nonlinear system of ordinary differential equations, where a class representing the population of infectious pathogen particles was introduced. This model system was then revised by Dwyer [8] to include density dependent mortality and spatial diffusion of the host population. Moreover, the consumption of the
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pathogen by the hosts was ignored for simplicity. Dwyer’s work was further generalized in [35] to incorporate with spatial heterogeneity in model parameters such as the carrying capacity for the host, the transmission rate, and the shedding rate. It is also noted that in Dwyer’s model the habitat was assumed to be unbounded in a one-dimensional space, while the domain in the model of [35] was bounded in a finite dimensional space.

Only one transmission path was assumed in the aforementioned models. However, it is more biologically realistic to incorporate both direct and indirect transmission mechanisms in the model. For instance, the *Vibrio cholerae* bacteria can spread Cholera through direct human-to-human infection via faecal-oral route and indirect environment-to-human transmission from polluted aquatic reservoir [21,22]. The direct transmission is rare and can be ignored in the areas where good hygiene is maintained. But in many developing countries such as Rwanda, Zimbabwe, and Haiti, where Cholera outbreaks occurred and caused serious public health crisis [7,12,18], the direct human-to-human infection contributed a significant number of cases. It is thus important to consider transmissions of pathogens both between the hosts and through the environment [23]. As we shall see later in our analysis, ignoring one of the two infection routes will cause the problem of underestimating the basic reproduction number of infection and the seriousness of the pathogen transmission.

Recently, some spatial homogeneous models were proposed and developed to consider both direct and indirect transmission routes; see, for instance, [3,9,14,16,22,23,32,33]. To better understand the spatial pattern of host-pathogen dynamics, one should also introduce spatial heterogeneity into the model. It has been shown in [22,34] that the (local) basic reproduction numbers are different in 10 different regions in Zimbabwe and Haiti. Reaction-diffusion equations were used to investigate traveling waves, asymptotic spreading speed, spatiotemporal dynamics, and bifurcation dynamics of host-pathogen models [6,8,35,37].

Many pathogens undergo a latent/incubation period within the host before becoming infectious [2]. To incorporate the incubation period in our model, we shall make use of the stage structure of the infected host. Let \( i(x,t,a) \) be the density of infected hosts at location \( x \) time \( t \) with infection age \( a \). We consider the following age-structure equation,

\[
\frac{\partial}{\partial t} + \frac{\partial}{\partial a} i(x,t,a) = -\mu(x,a)i(x,t,a) + \nabla \cdot (d(x,a)\nabla i(x,t,a)),
\]

for \( x \in \Omega, \ t > 0, \ a > 0 \), where \( \Omega \subset \mathbb{R}^n \) is a bounded spatial habitat with a smooth boundary \( \partial \Omega \), \( \nabla \cdot (d(x,a)\nabla i(x,t,a)) \) describes the divergence of \( d(x,a)\nabla i(x,t,a) \) with \( d(x,a) \) being the diffusion rate of infected hosts with infection age \( a \), and \( \mu(x,a) \) is the death rate of infected hosts with infection age \( a \). Let \( \tau \) be a cutoff age for the incubation period of the infected hosts, and denote by \( u_{2,1}(x,t) \) and \( u_2(x,t), \) respectively, the densities of inactively and actively infected hosts; namely,

\[
u_{2,1}(x,t) = \int_0^\tau i(x,t,a)da, \quad u_2(x,t) = \int_\tau^\infty i(x,t,a)da.
\]

Denote \( u_1(x,t) \) and \( u_3(x,t) \) as the density of susceptible hosts and pathogen particles at location \( x \) time \( t \), respectively. We assume they satisfy the following differential equations.

\[
\frac{\partial u_1}{\partial t} = \nabla \cdot (d_1(x)\nabla u_1) + n(x,u_1) - f(x,u_1,u_2) - g(x,u_1,u_3),
\]

\[
\frac{\partial u_3}{\partial t} = k(x)u_2 - \mu_3(x)u_3,
\]

for \( x \in \Omega, \ t > 0, \) where \( \nabla \cdot (d_1(x)\nabla u_1) \) represents the divergence of \( d_1(x)\nabla u_1 \) with \( d_1(x) \) being the diffusion rate of susceptible hosts, \( n(x,u_1) \) is the intrinsic growth function of susceptible hosts, which couples the recruitment (or influx) and the natural death, \( f(x,u_1(x,t),u_2(x,t)) \) and \( g(x,u_1(x,t),u_3(x,t)) \) are the direct
and indirect nonlinear transmission functions, respectively, \( k(x) \) and \( \mu_3(x) \) are the reproduction rate by actively infected hosts and the death rate of the pathogen particles, respectively. The inflow of infected hosts comes from the nonlinear transmissions:

\[
i(x, t, 0) = f(x, u_1(x, t), u_2(x, t)) + g(x, u_1(x, t), u_3(x, t)).
\]

It is natural to assume that \( i(x, 0, \infty) = 0 \). Now, we assume that the diffusion rate and mortality rate are piecewisely defined as

\[
d(x, a) = \begin{cases} 
  d_{2, 1}(x), & x \in \Omega, \ a \leq \tau, \\
  d_2(x), & x \in \Omega, \ a > \tau,
\end{cases}
\]

\[
\mu(x, a) = \begin{cases} 
  \mu_{2, 1}(x), & x \in \Omega, \ a \leq \tau, \\
  \mu_2(x), & x \in \Omega, \ a > \tau.
\end{cases}
\]

An integration along the characteristic lines leads to the following equation for the actively infected hosts.

\[
\frac{\partial u_2(x, t)}{\partial t} = \nabla \cdot (d_2(x)\nabla u_2(x, t)) - \mu_2(x)u_2(x, t) + \int_{\Omega} K(x, y, \tau) \left( \beta_1(y)u_1(y, t-\tau)u_3(y, t-\tau) + \beta_2(y)u_1(y, t-\tau)u_2(y, t-\tau) \right) dy,
\]

where \( K(x, y, t) \) is the kernel function for the solution operator (i.e., \( C_0 \) semigroups) \( T_{2,1}(t) \) generated by the differential operator \( \nabla \cdot (d_{2,1} \nabla) - \mu_{2,1} \) with no-flux boundary condition on \( \Omega \). To consider a more general kernel function \( K(x, y, \tau) \), we make the following assumptions:

\[\text{(H}_1)\text{ For any } \tau \geq 0, \int_{\Omega} K(x, y, \tau)dy \text{ is continuous in } x \in \bar{\Omega}, \int_{\Omega} K(x, y, \tau)dx \text{ is continuous in } y \in \bar{\Omega}, \text{ and } \int_{\Omega} K(x, y, \tau)\psi(y)dy > 0 \text{ for any } x \in \Omega \text{ and } \psi \in C(\Omega, \mathbb{R}_+) \text{ with } \psi \neq 0. \text{ Moreover, there exists } \alpha(\tau) > 0 \text{ such that}
\]

\[
\int_{\bar{\Omega}} v(x) \left( \int_{\Omega} K(x, y, \tau)w(y)dy \right) dx \leq \alpha(\tau) \int_{\bar{\Omega}} \left[ v^2(x) + w^2(x) \right] dx \text{ for any } v, w \in C(\bar{\Omega}).
\]

It is obvious that both the heat kernel and the delta kernel satisfy this condition. For convenience, we introduce the following operator: for \( x \in \Omega \) and \( t > 0 \),

\[(\chi(\tau)\psi)(x) = \int_{\Omega} K(x, y, \tau)\psi(y)dy \text{ for any } \psi \in C(\bar{\Omega}).\]

For simplicity, we denote \( u_{i, \tau}(x, t) = u_i(x, t-\tau) \) for \( i = 1, 2, 3 \). Motivated by the above derivation, we propose a general diffusive host-pathogen model with an incubation period and two nonlocal infection modes in a spatially heterogeneous environment:

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= \nabla \cdot (d_1(x)\nabla u_1) + n(x, u_1) - f(x, u_1, u_2) - g(x, u_1, u_3), \\
\frac{\partial u_2}{\partial t} &= \nabla \cdot (d_2(x)\nabla u_2) + \chi(\tau)f(\cdot, u_{1, \tau}, u_{2, \tau}) + \chi(\tau)g(\cdot, u_{1, \tau}, u_{3, \tau}) - \mu_2(x)u_2, \\
\frac{\partial u_3}{\partial t} &= k(x)u_2 - \mu_3(x)u_3,
\end{align*}
\]

for \( x \in \Omega, t > 0 \), with nonnegative initial conditions and homogeneous Neumann boundary conditions.
\[ \nabla u_i \cdot \nu = 0, \quad i = 1, 2, \quad x \in \partial \Omega, \quad t > 0, \]

where \( \nu \) is the unit outward normal to \( \partial \Omega \). Throughout this paper, we assume that \( d_1(x), d_2(x), k(x), \mu_2(x), \mu_3(x) \) are positive and continuous functions on \( \Omega \). We further make the following biologically motivated assumptions:

1. **(H_2)** \( n(x, u_1) \in C^{0,1}(\bar{\Omega} \times \mathbb{R}_+) \) and \( \partial u_1 n(x, u_1) \leq 0 \) for all \( x \in \Omega \) and \( u_1 \geq 0 \); for each \( x \in \bar{\Omega} \), there exists a unique \( \bar{u}_1(x) > 0 \) in \( C(\bar{\Omega}, \mathbb{R}) \) such that \( n(x, \bar{u}_1(x)) = 0 \).

2. **(H_3)** \( f(x, u_1, u_2), g(x, u_1, u_3) \in C^{0,1,2}(\bar{\Omega} \times \mathbb{R}_+ \times \mathbb{R}_+) \), which are strictly increasing with respect to \( u_i \) and concave down with respect to the third variable for all \( x \in \Omega \) and \( u_i \geq 0 \) (\( i = 1, 2, 3 \)): \( f(x, v, w) = 0 \) (resp. \( g(x, v, w) = 0 \)) if and only if \( \nu w = 0 \).

Throughout this paper, we assume that \( (H_1), (H_2) \) and \( (H_3) \) are satisfied. The motivation of this paper is to investigate the joint impacts of nonlocal infections, incubation period and spatial heterogeneity on the dynamics of diffusive host-pathogen models. As we shall see, the global dynamics is determined by a threshold parameter called the basic reproduction number, which is defined as the spectral radius of the sum of two next generation operators corresponding to direct and indirect infection modes. Under certain conditions, we will also prove that this threshold parameter is decreasing with respect to the incubation period and the diffusion coefficient of infectious hosts. We will further conduct numerical simulation to explore singular perturbation phenomenon when the diffusion coefficients approach zero. Moreover, we will show that the diffusion will not only spread the infection to the low-risk region, but it may also increase the infection level in the high-risk region.

The rest of this paper is organized as follows. In Section 2, we obtain some preliminary results on the well-posedness of our model system, including uniqueness, global existence, and ultimately uniform boundedness of the solution. In Section 3, we define the basic reproduction number \( R_0 \) by using the next generation operator, and explore its properties as the dispersal rate varies from zero to infinity. In Sections 4, we prove a dichotomy result that the infection-free steady state is globally stable when \( R_0 \leq 1 \) while the model is uniformly persistent and possesses a positive steady state when \( R_0 > 1 \). In Section 5, we consider the special case when the system is spatial homogeneous and prove that the positive steady state is unique, homogeneous, and globally asymptotically stable. In Sections 6, we conduct numerical simulations to verify the theoretical results on monotonicity of basic reproduction number and to illustrate the singular perturbation phenomenon of steady state solutions when the diffusion rates approach zero. In Section 7, a brief summary is provided to conclude the paper.

### 2. Well-posedness and basic dynamics

Denote by \( X := C(\bar{\Omega}, \mathbb{R}^3) \) the Banach space of continuous functions on \( \bar{\Omega} \) with the supremum norm \( \| \cdot \|_X \). For \( \tau \geq 0 \), let \( C_{\tau} := C([-\tau, 0], X) \) be the Banach space of continuous maps from \( [-\tau, 0] \) to \( X \) with the norm \( \| \phi \| := \max_{\theta \in [-\tau, 0]} \| \phi(\theta) \|_X \) for any \( \phi \in C_{\tau} \). The nonnegative cones of \( X \) and \( C_{\tau} \) are denoted by \( X^+ = C(\bar{\Omega}, \mathbb{R}_+^3) \) and \( C_{\tau}^+ := C([-\tau, 0], X^+) \), respectively. It is obvious that \( (X, X^+) \) and \( (C_{\tau}, C_{\tau}^+) \) are strongly ordered spaces [29]. Given a continuous function \( u(x, t) : \Omega \times [-\tau, \infty) \rightarrow X \), we define \( u_\theta \in C_{\tau} \) as \( u_\theta(t) = u(\cdot, t + \theta) \) for any \( \theta \in [-\tau, 0] \). Let \( T_1(t) \) and \( T_2(t) \) be the \( C_0 \) semigroups generated by the second-order differential operators \( \nabla \cdot (d_1 \nabla) \) and \( \nabla \cdot (d_2 \nabla) - \mu_2(\cdot) \), respectively, with homogeneous Neumann boundary conditions. It then follows from [29, Corollary 7.2.3] that \( T_i(t) \) is compact and strongly positive for all \( t > 0 \) and \( i = 1, 2 \). Moreover, \( T(t) := (T_1(t), T_2(t), T_3(t)) \) is a \( C_0 \) semigroup on \( X \) with an infinitesimal generator \( A \) [26], where \( T_3(t) \varphi_3 = e^{-\mu_3(t)} \varphi_3 \). We define \( \tilde{u}(t) = u(\cdot, t + \cdot) \in C_+^\tau \) for \( t \geq 0 \). Then system (1.1) can be written as an abstract differential equation.
For Theorem which is established in [20, Corollary 4] or [29, Theorem 7.3.1], we establish the existence of a unique solution to system (1.1). Since the nonlinear operator $F = (F_1, F_2, F_3)$ is mixed quasimonotone [25], the nonnegativity of solutions can be easily obtained by using the comparison principle. To summarize, we obtain the following lemma on the existence, uniqueness, and nonnegativity of solutions to system (1.1).

**Lemma 2.1.** For every initial condition $\varphi \in \mathcal{C}_r^+$, system (1.1) with homogeneous Neumann boundary conditions has a unique solution $u(\cdot, t, \varphi) = (u_1(\cdot, t, \varphi), u_2(\cdot, t, \varphi), u_3(\cdot, t, \varphi))$ on a maximal interval of existence $[0, t_{\text{max}})$ for $u(\cdot, 0, \varphi) = \varphi$, and if $t_{\text{max}} < \infty$, then $\limsup_{t \to t_{\text{max}}} \|u(\cdot, t)\|_X = \infty$. Moreover, $u(x, t) \geq 0$ for all $t \in [-\tau, t_{\text{max}})$.

We are now in the position to address that $t_{\text{max}} = \infty$ by proving the boundedness of solutions for system (1.1). First, we recall the following lemma in [28].

**Lemma 2.2.** Let $n(x, u_1)$ satisfy $(H_2)$. For any positive and continuous diffusion coefficient $d_1(x)$, the reaction-diffusion equation

$$
\frac{\partial w(x, t)}{\partial t} = \nabla \cdot (d_1(x) \nabla w(x, t)) + n(x, w(x, t)), \quad x \in \Omega, \ t > 0
$$

with the homogeneous Neumann boundary condition admits a unique and strictly positive steady state $w^*(x)$, which is globally asymptotically stable in $C(\Omega, \mathbb{R}_+)$. Moreover, if $d(x) = d$ and $n(x, w) = n(w)$ are independent of $x$, then $\bar{u}_1(x) = \bar{u}_1$ is also independent of $x$ and $w^*(x) \equiv \bar{w}_1$, where $\bar{u}_1$ is defined in $(H_2)$.

**Theorem 2.3.** For every initial condition $\varphi \in \mathcal{C}_r^+$, system (1.1) has a unique global solution $u(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t)) \geq 0$ for $t \geq 0$, and all solutions are ultimately bounded in $\mathcal{C}_r^+$ with the ultimate bound independent of initial conditions.

**Proof.** For any initial condition $\varphi \in \mathcal{C}_r^+$, the first equation of (1.1) yields $\frac{\partial u_1(x, t)}{\partial t} \leq \nabla \cdot (d_1(x) \nabla u_1) + n(x, u_1(x, t))$. It follows from the comparison principle and Lemma 2.2 that $u_1(x, t) \leq w(x, t)$ for all $t \in [0, t_{\text{max}})$, where $w(x, t)$ is the solution of (2.1) with initial condition $w(x, 0) = \varphi_1(x, 0)$. Since $w(x, t) \to w^*(x)$ as $t \to \infty$, we have

$$
\limsup_{t \to \infty} u_1(x, t) \leq w^*(x) \text{ uniformly for } x \in \bar{\Omega}.
$$

Thus, by using [20, Corollary 4] or [29, Theorem 7.3.1], we establish the existence of a unique solution to system (1.1).
Recalling the definitions of \( T_i(t) (i = 2, 3) \) from the beginning of Section 2 for the last two equations of (1.1), we have

\[
\begin{align*}
\quad u_2(x, t) & = T_2(t) \phi_2(\cdot, 0) + \int_0^t T_2(t - s) \chi(\tau)[f(\cdot, u_1, u_2) + g(\cdot, u_1, u_2)] ds \\
& = T_2(t) \phi_2(\cdot, 0) + \int_{-\tau}^{t-\tau} T_2(t - \tau - s) \chi(\tau)[f(\cdot, u_1(s), u_2(s)) + g(\cdot, u_1(s), u_2(s))] ds, \\
\quad u_3(x, t) & = T_3(t) \phi_3(\cdot, 0) + \int_0^t T_3(t - s) ku_2(\cdot, s) ds.
\end{align*}
\]

Let \(-\lambda_2 < 0\) be the principal eigenvalue of \( \nabla \cdot (d_2 \nabla) - \mu_2 \) with the homogeneous Neumann boundary condition, and denote \( \lambda_3 = \min \{ \min_{x \in \Omega} \mu_3(x), \lambda_2 / 2 \} > 0 \). We obtain \( \| T_2(t) \| \leq e^{\lambda_2 t} \) and \( \| T_3(t) \| \leq e^{\lambda_3 t} \). By (H_1) and continuity of \( [\chi(\tau)](x) = \int_\Omega K(x, y, \tau) dy \) in \( \bar{\Omega} \), there exists \( m_1 > 0 \) such that

\[
\chi(\tau) (f(\cdot, u_1(\cdot), u_2(\cdot)) + g(\cdot, u_1(\cdot), u_2(\cdot))) \leq m_1 (\| u_2(\cdot) \| + \| u_3(\cdot, s) \|)
\]

for all \( s \in [-\tau, t_{max}) \). Consequently,

\[
\begin{align*}
\quad & \quad \| u_2(\cdot, t) \| \leq e^{-\lambda_2 t} \| \phi_2 \| + m_1 \int_0^{t-\tau} e^{-\lambda_2 (t-s)} (\| u_2(\cdot, s) \| + \| u_3(\cdot, s) \|) ds, \\
& \quad \| u_3(\cdot, t) \| \leq e^{-\lambda_3 t} \| \phi_3 \| + \bar{k} \int_0^t e^{-\lambda_3 (t-s)} \| u_2(\cdot, s) \| ds,
\end{align*}
\]

where \( \bar{k} = \max_{x \in \Omega} k(x) \). Substituting the second inequality into the first one gives

\[
\| u_2(\cdot, t) \| \leq C_1 + C_2 \int_0^{t-\tau} \| u_2(\cdot, s) \| ds \leq C_1 + C_2 \int_0^t \| u_2(\cdot, s) \| ds \quad \text{for any } t \in (0, t_{max}).
\]

Thus, Gronwall’s inequality implies that \( \| u_2(\cdot, t) \| \leq C_1 e^{C_2 t} \) for \( t \in [0, t_{max}) \). This together with the second inequality in (2.3) yields

\[
\| u_3(\cdot, t) \| \leq \| \phi_3 \| + \frac{\bar{k}C_1}{C_2} e^{C_2 t} \quad \text{for } t \in [0, t_{max}).
\]

By Lemma 2.1, \( t_{max} = \infty \) and the solution \( u(x, t) \) exists globally.

Next, we will prove that the solution is ultimately bounded by a constant independent of the initial condition. From the above argument, we have \( \limsup_{t \to \infty} u_1(x, t) \leq w^*(x) \). Especially, there exist \( t_1 > 0 \) and \( M_1 > 0 \) such that \( u_1(x, t) \leq M_1 \) for all \( x \in \Omega \) and \( t \geq t_1 \). By (H_3), there exists \( m_2 > 0 \) such that

\[
f(x, u_1, u_2) + g(x, u_1, u_3) \leq m_2 (u_2 + u_3), \quad x \in \Omega, \quad t \geq t_1.
\]

(2.4)
To find the ultimate bound of \( \|u_2(\cdot,t)\|_1 \) and \( \|u_3(\cdot,t)\|_1 \), we denote \( c_1 = \max_{y \in \bar{\Omega}} \int_{\bar{\Omega}} K(x,y,\tau)dx \) and \( \mu_2 = \min_{x \in \bar{\Omega}} \mu_2(x) > 0 \). Here, \( c_1 \) is finite because \( \int_{\bar{\Omega}} K(x,y,\tau)dx \) is continuous for \( y \in \bar{\Omega} \). By integrating the reaction-diffusion equations for \( u_1 \) and \( u_2 \), we obtain

\[
\frac{\partial}{\partial t} \int_{\Omega} u_1 dx = \int_{\Omega} n(x,u_1(x,t))dx - \int_{\Omega} [f(x,u_1(x,t),u_2(x,t)) + g(x,u_1(x,t),u_3(x,t))]dx,
\]

\[
\frac{\partial}{\partial t} \int_{\Omega} u_2 dx \leq c_1 \int_{\Omega} [f(x,u_1(x,t-\tau),u_2(x,t-\tau)) \]

\[+ g(x,u_1(x,t-\tau),u_3(x,t-\tau))]dx - \mu_2 \int_{\Omega} u_2 dx.
\]

It then follows from \( u_1(t-\tau) \leq M_1 \) and monotonicity of \( n \) in the second variable that

\[
c_1 \frac{\partial}{\partial t} \int_{\Omega} u_1(x,t-\tau)dx + \frac{\partial}{\partial t} \int_{\Omega} u_2(x,t)dx \leq c_2 - \mu_2[c_1 \int_{\Omega} u_1(x,t-\tau)dx + \int_{\Omega} u_2(x,t)dx],
\]

where \( c_2 = \mu_2 c_1 M_1 |\Omega| + c_1 \int_{\Omega} n(x,0)dx \). By comparison principle, \( \limsup_{t \to \infty} \int_{\Omega} u_2(x,t)dx \leq c_2/\mu_2 \). Especially, there exist \( t_2 > t_1 \) and \( M_2 > 0 \) such that \( \|u_2(\cdot,t)\|_1 \leq M_2 \) for \( t \geq t_2 \). Similarly, we denote \( \mu_3 = \min_{x \in \Omega} \mu_3(x) > 0 \) and obtain

\[
\frac{\partial}{\partial t} \int_{\Omega} u_3 dx \leq \bar{k} M_2 - \frac{\mu_3}{\mu_3} \int_{\Omega} u_3 dx \text{ for } t \geq t_2.
\]

By comparison principle, there exist \( t_3 > t_2 \) and \( M_3 > 0 \) such that \( \|u_3(\cdot,t)\|_1 \leq M_3 \) for \( t \geq t_3 \).

For \( t > t_3 \), we shall estimate \( \|u_2(\cdot,t)\|_2 \) and \( \|u_3(\cdot,t)\|_2 \). First, we multiply the equation for \( u_2 \) (resp. \( u_3 \)) by \( u_2 \) (resp. \( u_3 \)) and integrate on \( \Omega \). It follows from (2.4) and (H_3) that

\[
\frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega} u_2^2 dx \leq -d_2 \int_{\Omega} |\nabla u_2|^2 dx + m_2 \alpha(\tau) \int_{\Omega} (2u_2^3(x,t) + u_2^2(x,t-\tau) + u_3^2(x,t-\tau))dx,
\]

\[
\frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega} u_3^2 dx \leq \bar{k} \int_{\Omega} u_2 u_3 dx - \mu_3 \int_{\Omega} u_3^2 dx,
\]

where \( d_2 = \min_{x \in \Omega} d_2(x) > 0 \). Adding the above two inequalities, and applying Young’s inequality:

\[
u_2 u_3 \leq \frac{\mu_3}{4\bar{k}} u_3^2 + \frac{\bar{k}}{\mu_3} u_2^2,
\]

we have

\[
\frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega} (u_2^2 + u_3^2) dx \leq -d_2 \int_{\Omega} |\nabla u_2|^2 dx + \frac{2m_2 \alpha(\tau)}{\mu_3} \int_{\Omega} u_2^2 dx
\]

\[+ m_2 \alpha(\tau) \int_{\Omega} (u_2^3(x,t-\tau) + u_3^2(x,t-\tau))dx] - \frac{3}{4} \mu_3 \int_{\Omega} u_3^2 dx.
\]
The Gagliardo-Nirenberg interpolation inequality guarantees the existence of $c > 0$ such that

$$
\|w\|_2^2 \leq \varepsilon \|\nabla w\|_2^2 + c\varepsilon^{-n/2}\|w\|_1^2
$$

for any $w \in W^{1,2}(\Omega)$ and small $\varepsilon > 0$. Consequently, we obtain

$$
\frac{1}{2} \frac{\partial}{\partial t} \int_{\Omega} (u_2^2 + u_3^2) dx \leq C_1 + C_2 \int_{\Omega} (u_2^2(x, t - \tau) + u_3^2(x, t - \tau)) dx
$$

$$(C_2 + C_3) \int_{\Omega} (u_2^2(x, t) + u_3^2(x, t)) dx,
$$

for some generic positive constants $C_1, C_2, C_3$. A simple application of comparison principle gives

$$
\limsup_{t \to \infty} \int_{\Omega} (u_2^2(x, t) + u_3^2(x, t)) dx \leq C_1/C_3.
$$

Especially, there exist $t_4 > t_0$ and $M_4 > 0$ such that

$$
\|u_2(\cdot, t)\|_2^2 + \|u_3(\cdot, t)\|_2^2 \leq M_4 \text{ for all } t \geq t_4.
$$

Denote $L_p = \limsup_{t \to \infty} (\|u_2(\cdot, t)\|_p^2 + \|u_3(\cdot, t)\|_p^2)$. By using a similar argument as in the estimation of $L_2$, we obtain $L_{2p} \leq C p^{n/2}(L_p + 1)^2$, where $C$ is a constant independent of $p$ and initial condition $\varphi$. By a simple induction and limiting argument, we have $\limsup_{t \to \infty} u_i(x, t) \leq M$ for all $x \in \Omega$ and $i = 1, 2, 3$, where $M$ is a constant independent of the initial condition. This completes the proof. \(\square\)

We now state the positivity of solutions of (1.1) and the persistence of $u_1(x, t)$.

**Proposition 2.4.** Let $u(x, t) = (u_1(x, t), u_2(x, t), u_3(x, t))$ be the solution of system (1.1) with initial condition $\phi \in C^+_\Omega$.

(i) We have $u_1(x, t) > 0$ for all $t > 0$ and $x \in \Omega$. Moreover, there exists a positive constant $m_0$ independent of $\phi$ such that $\liminf_{t \to \infty} u_1(x, t) \geq m_0$ uniformly for $x \in \Omega$.

(ii) If there exists some $t_0 \geq 0$ such that either $u_2(\cdot, t_0) \not\equiv 0$ or $u_3(\cdot, t_0) \not\equiv 0$, then $u_i(x, t) > 0$ for all $i = 2, 3$, $t \geq t_0 + \tau$ and $x \in \Omega$.

**Proof.**

(i) From the first equation of (1.1), it is easily seen that $u_1(x, t) > 0$ for $t > 0$ and $x \in \Omega$ by using the strong maximum principle [27]. From Theorem 2.3, it follows that there exist $t_1 > 0$ and $M > 0$ such that $u_i(x, t) < M$ for all $t > t_1$, $i = 1, 2, 3$ and $x \in \Omega$. Then the first equation of (1.1) and (H3) imply that, there exists some constant $c_0 > 0$ such that

$$
\frac{\partial u_1(x, t)}{\partial t} \geq \nabla \cdot (d_1(x) \nabla u_1(x, t)) + n(x, u_1(x, t)) - c_0 u_1(x, t)
$$

for all $t \geq t_1$. By Lemma 2.2 and comparison principle it follows that $u_1(x, t)$ is ultimately bounded below by the unique and strictly positive steady state $\bar{w}_*^\ast(x)$ of (2.1). Denote $m_0 = \min_{x \in \Omega} \bar{w}_*^\ast(x) > 0$. Then

$$
\limsup_{t \to \infty} u_1(x, t) \geq m_0 \text{ for all } x \in \Omega.
$$

(ii) From the third equation of (1.1), we have

$$
u_3(x, t) = e^{-\mu_3(x)(t-t_0)} u_3(x, t_0) + \int_{t_0}^{t} e^{-\mu_3(x)(t-s)} k(x) u_2(x, s) ds,
$$

which, together with the assumptions that $u_2(\cdot, t_0) \not\equiv 0$ or $u_3(\cdot, t_0) \not\equiv 0$, implies that $u_3(\cdot, t) \not\equiv 0$ for any $t > t_0$ and sufficiently close to $t_0$. Then the strong maximum principle implies that $u_3(x, t) > 0$ for all $t > t_0$.
and \( x \in \Omega \). Similarly, we apply strong maximum principle to the equation for \( u_2 \) and obtain \( u_2(x, t) > 0 \) for all \( t > t_0 + \tau \) and \( x \in \Omega \). □

3. Basic reproduction number

Note from Lemma 2.2 that (2.1) has a unique and strictly positive steady state \( w^*(x) \). Thus, system (1.1) has a unique infection-free steady state \( (w^*(x), 0, 0) \). For simplicity, we denote

\[
\begin{aligned}
\beta_d(x) &= \frac{\partial f(x, w^*(x), 0)}{\partial u_2}, \\
\beta_i(x) &= \frac{\partial g(x, w^*(x), 0)}{\partial u_3},
\end{aligned}
\]

where \( \beta_d(x) \) and \( \beta_i(x) \) are the direct and indirect transmission rates. Linearizing system (1.1) at \( (w^*(x), 0, 0) \) gives a single equation for \( u_1(x, t) \) and the following cooperative system for \( (u_2(x, t), u_3(x, t)) \):

\[
\begin{aligned}
\frac{\partial u_2}{\partial t} &= \nabla \cdot (d_2(x) \nabla u_2) + \chi(\tau) \beta_d(x) u_2, \\
\frac{\partial u_3}{\partial t} &= k(x) u_2 - \mu_3(x) u_3,
\end{aligned}
\]

for \( x \in \Omega \) and \( t > 0 \), with the homogeneous Neumann boundary conditions. Now, we introduce two linear operators:

\[
F = \begin{pmatrix}
\chi(\tau) \circ \beta_d(\cdot) & \chi(\tau) \circ \beta_i(\cdot)
\end{pmatrix}, \\
B = \begin{pmatrix}
\nabla \cdot (d_2 \nabla) - \mu_2(\cdot) & 0 \\
k(x) & -\mu_3(\cdot)
\end{pmatrix},
\]

and define the basic reproduction number \( R_0 \) as the spectral radius of \(-FB^{-1}\); namely, \( R_0 = r(-FB^{-1}) \). Since \( B \) is resolvent-positive with \( s(B) < 0 \), where \( s(B) = \sup\{\text{Re} \lambda, \lambda \in \sigma(B)\} \) is the spectral bound of \( B \), \( F \) is positive and \( F + B \) is also resolvent-positive. It follows from [31, Theorem 3.5] that \( R_0 - 1 \) has the same sign as \( s(F + B) \).

Let \( \hat{T}(t) \) be the solution semigroup of the linear system (3.2) with the infinitesimal generator denoted by \( \hat{A} \). Let \( \omega(\hat{A}) := \ln r(\hat{T}(t))/t \) be the growth bound of \( \hat{T} \). It is well known (see [10, Chapter IV]) that \( \omega(\hat{A}) = \max\{s(\hat{A}), \omega_e(\hat{T})\} \), where \( \omega_e(\hat{T}) = (\ln r_e(\hat{T}(t))/t \) is the essential growth bound and \( r_e \) denotes the essential spectral radius. According to [17, Section 4], \( s(\hat{A}) \) has the same sign as \( s(F + B) \), which has the same sign as \( R_0 - 1 \). We have the following results.

**Theorem 3.1.** (i) If \( R_0 \geq 1 \), then \( s(\hat{A}) \geq 0 \) is the principal eigenvalue of \( \hat{A} \) with a strongly positive eigenfunction.

(ii) If \( R_0 \leq 1 \), then there exists a constant \( M_a > 0 \) such that \( \|\hat{T}(t)\| \leq M_a \).

(iii) If \( R_0 < 1 \), then \( \omega(\hat{T}) < 0 \).

**Proof.** We decompose \( \hat{T}(t) = \hat{T}_2(t) + \hat{T}_3(t) \), where

\[
\hat{T}_2(t)\hat{\phi} = \left( u_2(\cdot, t, \hat{\phi}), \int_0^t e^{-\mu_3(s)} k(\cdot) u_2(\cdot, s, \hat{\phi}) ds \right)
\]

and \( \hat{T}_3(t)\hat{\phi} = (0, e^{-\mu_3 t} \phi_3) \), for any continuous and nonnegative initial value \( \hat{\phi} := (\phi_2, \phi_3) \). Since \( \hat{T}_2(t) \) is compact, we have

\[
r_e(\hat{T}(t)) = r_e(\hat{T}_2(t) + \hat{T}_3(t)) = r_e(\hat{T}_3(t)) \leq e^{-\mu_3 t},
\]

which implies that the essential growth bound \( \omega_e(\hat{T}) \leq -\mu_3 < 0 \).
(i) If $R_0 \geq 1$, then $s(\hat{A}) \geq 0$ and the spectral radius $r(\hat{T}(t)) = e^{s(\hat{A})t} \geq r_e(\hat{T}(t))$. By generalized Krein-Rutman Theorem [24], $e^{s(\hat{A})t}$ is the principal eigenvalue of $\hat{T}(t)$ with a positive eigenfunction. Consequently, $s(\hat{A})$ is the principal eigenvalue of $\hat{A}$ with the same eigenfunction.

(ii) If $R_0 \leq 1$, then $s(\hat{A}) \leq 0$ and $\omega(\hat{T}) \leq 0$. Especially, there exists a constant $M_a > 0$ such that $\|\hat{T}(t)\| \leq M_a$.

(iii) If $R_0 < 1$, then $s(\hat{A}) < 0$ and $\omega(\hat{T}) < 0$. □

To derive an equivalent formula and biologically relevant expression of $R_0$, we first calculate that

$$-B^{-1} = \begin{pmatrix} (\mu_2 - \nabla \cdot (d_2 \nabla))^{-1} & 0 \\ \mu_3^{-1}k(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1} & \mu_3^{-1} \end{pmatrix}.$$ 

Consequently, we have

$$-FB^{-1} = \begin{pmatrix} \chi(\tau) \circ \beta_d(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1} + \chi(\tau) \circ \beta_i \mu_3^{-1}k(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1} & \chi(\tau) \circ \beta_i \mu_3^{-1} \\ 0 & 0 \end{pmatrix},$$

which implies

$$R_0 = r(-FB^{-1}) = r(A_d + A_i), \quad (3.3)$$

where

$$A_d = \chi(\tau) \circ \beta_d(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1}, \quad A_i = \chi(\tau) \circ \beta_i \mu_3^{-1}k(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1}$$

are the next generation operators for direct and indirect transmission, respectively.

If the kernel function $K(x, y, \tau)$ is a constant multiplication of delta function such that $(\chi(\tau) \circ \psi)(x) = \rho(\tau)\psi(x)$, we have a variational formula for the basic reproduction number

$$R_0 = r(A_d + A_i) = \sup_{\psi \in H^1(\Omega), \psi \neq 0} \frac{\int_{\Omega} \rho(\tau) (\beta_d(x) + \beta_i(x)\mu_3^{-1}(x)k(x)) \psi^2(x) dx}{\int_{\Omega} (d_2(x)|\nabla \psi(x)|^2 + \mu_2(x)\psi^2(x)) dx}. \quad (3.4)$$

Note that the basic reproduction number for the direct transmission without indirect transmission is

$$R_0^d = r(A_d) = \sup_{\psi \in H^1(\Omega), \psi \neq 0} \frac{\int_{\Omega} \rho(\tau)\beta_d(x)\psi^2(x) dx}{\int_{\Omega} (d_2(x)|\nabla \psi(x)|^2 + \mu_2(x)\psi^2(x)) dx}. $$

On the other hand, in the absence of direct transmission, the basic reproduction number for indirect transmission is given by

$$R_0^i = r(A_i) = \sup_{\psi \in H^1(\Omega), \psi \neq 0} \frac{\int_{\Omega} \rho(\tau)\beta_i(x)\mu_3^{-1}(x)k(x)\psi^2(x) dx}{\int_{\Omega} (d_2(x)|\nabla \psi(x)|^2 + \mu_2(x)\psi^2(x)) dx}. $$

Clearly, $R_0 \leq R_0^d + R_0^i$. To analyze the property of the basic reproduction number $R_0$, we further assume that $d_2$ is a constant function on $\Omega$. By Krein-Rutman theorem, $R_0$ is the principal eigenvalue of $A_d + A_i$ with a positive eigenfunction, denoted by $\xi(x)$; namely,

$$\rho(\tau)\beta_d(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1}\xi + \rho(\tau)\beta_i(x)\mu_3^{-1}k(x)(\mu_2 - \nabla \cdot (d_2 \nabla))^{-1}\xi = R_0\xi, \quad x \in \Omega,$n

$$\nabla \xi(x) \cdot \nu = 0, \quad x \in \partial \Omega,$$
which can be rewritten as
\[
d_2 \Delta \xi - \mu_2 \xi + \frac{\rho(\tau) \beta_d(x) + \rho(\tau) \beta_i(x) \mu_3^{-1} k}{R_0} \xi = 0, \quad x \in \Omega,
\]
\[
\nabla \xi(x) \cdot \nu = 0, \quad x \in \partial \Omega.
\]

We obtain the following result.

**Theorem 3.2.** Assume that \((\chi(\tau) \circ \psi)(x) = \rho(\tau) \psi(x)\) and \(d_2\) is independent of \(x\). Then \(R_0\) is a monotone decreasing function of \(d_2\) and \(\tau\). Moreover, we have
\[
R_0 \to \overline{R}_0 := \max_{x \in \Omega} \left\{ \frac{\rho(\tau) \beta_d(x)}{\mu_2(x)} + \frac{\rho(\tau) \beta_i(x) k(x)}{\mu_2(x) \mu_3(x)} \right\} \quad \text{as } d_2 \to 0,
\]
\[
R_0 \to \underline{R}_0 := \frac{\int_{\Omega} (\rho(\tau) \beta_d(x) + \rho(\tau) \beta_i(x) \mu_3^{-1}(x) k(x)) \, dx}{\int_{\Omega} \mu_2(x) \, dx} \quad \text{as } d_2 \to \infty.
\]

**Proof.** (i) We observe that \(R_0\) is a decreasing function of \(d_2\) and \(\tau\). We claim that \(R_0 \leq \overline{R}_0\) for all \(d_2 > 0\); otherwise, \(-\mu_2 + \rho(\tau)(\beta_d + \beta \mu_3^{-1}k) / R_0 < 0\) for some \(d_2 > 0\), and consequently, the principal eigenvalue of \(d_2 \Delta - \mu_2 + \rho(\tau)(\beta_d + \beta \mu_3^{-1}k) / R_0\) is negative, which contradicts (3.5). Thus, \(\lim_{d_2 \to 0} R_0 \leq \overline{R}_0\). To show that the equality holds, we assume to the contrary that there exists \(\epsilon > 0\) such that \(R_0 < \overline{R}_0 - \epsilon\) for all positive \(d_2\). By continuity, there exist \(x_0 \in \Omega\), \(\delta > 0\) and \(\epsilon_0 > 0\) such that
\[
-\mu_2 + \frac{\rho(\tau) \beta_d + \rho(\tau) \beta_i \mu_3^{-1}k}{R_0} > \epsilon_0 \quad \text{for all } x \in B_\delta(x_0).
\]
This together with (3.5) implies that \(-\Delta \xi > \epsilon_0 \xi / d_2\) for \(x \in B_\delta(x_0)\). Denote \(\psi_+(x) = \xi(x) / \min_{x \in B_\delta(x_0)} \xi(x)\). Then we have \(-\Delta \psi_+(x) > \epsilon_0 \psi_+(x) / d_2\) and \(\psi_+(x) \geq 1\) in \(B_\delta(x_0)\). Let \(\eta > 0\) be the principal eigenvalue of \(-\Delta\) on \(B_\delta(x_0)\) with Neumann boundary condition and \(\psi_-(x)\) the corresponding eigenfunction such that \(\psi_-(x) \leq 1\) on \(B_\delta(x_0)\). Then, we obtain \(-\Delta \psi_-(x) = \eta \psi_-(x) < \epsilon_0 \psi_-(x) / d_2\) for all \(d_2 < \epsilon_0 / \eta\). Thus, \(\psi_+(x)\) and \(\psi_-(x)\) are the super- and sub-solutions of \(-\Delta \varphi = \epsilon_0 \varphi / d_2\) with Neumann boundary condition. Hence, \(\epsilon_0 / d_2\) is an eigenvalue of \(-\Delta\) on \(B_\delta(x_0)\) with Neumann boundary condition, which contradicts the fact that \(\epsilon_0 / d_2 > \eta\) and \(\eta\) is the principal eigenvalue. Therefore, \(R_0 \to \overline{R}_0\) as \(d_2 \to 0\).

(ii) Note from (3.4) that \(R_0 \geq \overline{R}_0\) for all \(d_2 > 0\). Hence, \(\lim_{d_2 \to \infty} R_0 \geq \overline{R}_0\). As \(d_2 \to \infty\), the normalized eigenfunction \(\xi\) converges to a positive constant function by elliptic regularity [11]. Integrating (3.5) and then passing to the limit \(d_2 \to \infty\) imply \(R_0 \to \overline{R}_0\). This completes the proof. \(\Box\)

A direct application of the above theorem is the following classification of infection environment.

**Corollary 3.3.** Assume that \((\chi(\tau) \circ \psi)(x) = \rho(\tau) \psi(x)\) and \(d_2\) is independent of \(x\). \(\beta_d(x), \beta_i(x)\) are defined in (3.1).

(i) If \(\rho(\tau) \beta_d(x) / \mu_2(x) + \rho(\tau) \beta_i(x) k(x) / (\mu_2(x) \mu_3(x)) \leq 1\) for all \(x \in \Omega\), then \(R_0 < 1\) for all \(d_2 > 0\) and \(\Omega\) is an infection-free environment.

(ii) If \(\int_{\Omega} (\rho(\tau) \beta_d(x) + \rho(\tau) \beta_i(x) \mu_3^{-1}(x) k(x)) \, dx \geq \int_{\Omega} \mu_2(x) \, dx\), then \(R_0 > 1\) for all \(d_2 > 0\) and \(\Omega\) is a favorable environment for infection.

(iii) If \(\int_{\Omega} (\rho(\tau) \beta_d(x) + \rho(\tau) \beta_i(x) \mu_3^{-1}(x) k(x)) \, dx < \int_{\Omega} \mu_2(x) \, dx\) and \(\rho(\tau) \beta_d(x) / \mu_2(x) + \rho(\tau) \beta_i(x) k(x) / (\mu_2(x) \mu_3(x)) > 1\) for some \(x \in \Omega\), then there exists \(d_2^* > 0\) such that \(R_0 \leq 1\) if \(d_2 \geq d_2^*\) and \(R_0 > 1\) if \(d_2 < d_2^*\).
4. Global dynamics of the system

4.1. Global attractor

Define the continuous semiflow \( \{\Phi(t)\}_{t \geq 0} : C^+_\tau \to C^+_\tau \) of system (1.1) by

\[
\Phi(t)\phi := u(\cdot, t + \cdot, \phi), \quad t \geq 0.
\]

Note that the semiflow \( \Phi(t) \) of system (1.1) is not compact because the third equation has no diffusion term. However, we will show that \( \Phi(t) \) is a \( \kappa \)-contraction. First, recall Kuratowski measure of the noncompactness [13] defined by:

\[
\kappa(B) := \inf \{d \geq 0 : B \text{ has a finite cover of diameter less than } d\}
\]

for any bounded \( B \subseteq C^+_\tau \). We set \( \kappa(B) = \infty \) whenever \( B \) is unbounded. Obviously, \( B \) is precompact if and only if \( \kappa(B) = 0 \). Next, we decompose \( \Phi(t) = \Phi_1(t) + \Phi_2(t) \), where

\[
(\Phi_1(t)u_0)(x, \theta) = \left( u_1(x, t + \theta, u_0), u_2(x, t + \theta, u_0), \int_0^{t+\theta} e^{-\mu_3(x)(t+\theta-s)}k(x)u_2(x, s; u_0)ds \right),
\]

\[
(\Phi_2(t)u_0)(x, \theta) = (0, 0, e^{-\mu_3(x)(t+\theta)}u_{30}(0)),
\]

for \( x \in \Omega, \theta \in [-\tau, 0], t \geq \tau, \) and any initial data \( u_0 = (u_{10}, u_{20}, u_{30}) \in C^+_\tau \). Similar as in [38, Lemma 2.5], we can show that \( \Phi_1(t) \) is compact for \( t > \tau \). Let \( B \subseteq C^+_\tau \) be a bounded set. Then we have \( \kappa(\Phi_1(t)B) = 0 \) for any \( t > 0 \). Consequently,

\[
\kappa(\Phi(t)B) \leq \kappa(\Phi_1(t)B) + \kappa(\Phi_2(t)B) = \kappa(\Phi_2(t)B) \leq e^{-\mu_3 t} \kappa(B)
\]

for \( t > 0 \), which proves that \( \Phi(t) \) is a \( \kappa \)-contraction. This implies that \( \Phi(t) \) is asymptotically smooth. Note from Theorem 2.3 that \( \Phi(t) \) is point dissipative. By [13, Theorem 2.4.6], we have the following result.

**Theorem 4.1.** System (1.1) admits a connected global attractor in \( C^+_\tau \).

4.2. Persistence of infection and existence of positive steady states

Let \( R_0 \) be defined in (3.3). If \( R_0 > 1 \), we apply the permanence theorem in [30, Theorem 3] to obtain persistence of infection. Denote

\[
Z_0 := \{\phi = (\phi_1, \phi_2, \phi_3) \in C^+_\tau : \phi_2(\cdot, 0) \neq 0 \text{ and } \phi_3(\cdot, 0) \neq 0\}
\]

and

\[
\partial Z_0 := C^+_\tau \setminus Z_0 = \{\phi = (\phi_1, \phi_2, \phi_3) \in C^+_\tau : \phi_2(\cdot, 0) \equiv 0 \text{ or } \phi_3(\cdot, 0) \equiv 0\}.
\]

Obviously, \( Z_0 \cap \partial Z_0 = \emptyset, C^+_\tau = Z_0 \cup \partial Z_0, Z_0 \) is open and dense in \( C^+_\tau \), and \( \Phi(t)\partial Z_0 \subseteq \partial Z_0 \). It then follows from Proposition 2.4(ii) and the maximum principle that \( \Phi(t)Z_0 \subseteq Z_0 \), that is, \( Z_0 \) is positively invariant with respect to \( \Phi(t) \). Let \( M_\theta \) be the largest positively invariant set of \( \Phi(t) \) in \( \partial Z_0 \), i.e.

\[
M_\theta := \{\phi \in \partial Z_0 : \Phi(t)\phi \in \partial Z_0 \text{ for any } t \geq 0\}.
\]
By the strong maximum principle, for any $\phi \in M_{\beta}$, we have $u_i(\cdot, t, \phi) \equiv 0$ with $i = 2, 3$ for all $t \geq 0$. Thus, we obtain

$$M_{\beta} = \{\phi = (\phi_1, \phi_2, \phi_3) \in C^+_T : \phi_2(\cdot, 0) \equiv 0 \text{ and } \phi_3(\cdot, 0) \equiv 0\}.$$  

This together with Lemma 2.2 implies that $\lim_{t \to \infty} u_1(x, t, \phi) = w^*(x)$ for any $\phi \in M_{\beta}$. Hence, $\omega(\phi) = \{(w^*(x), 0, 0)\}$ for all $\phi \in M_{\beta}$, where $\omega(\phi)$ is the omega limit set of the orbit $\gamma^+(\phi) := \bigcup_{t \geq 0} \{\Phi(t)\phi\}$. We now define a continuous function $d : C^+_T \to [0, \infty)$ by

$$d(\phi) = \min\{\phi_i(x, 0) : x \in \bar{\Omega}, i = 2, 3\} \text{ for any } \phi \in C^+_T.$$ 

It is obvious that $d(\Phi(t)\phi) > 0$ for all $t > 0$ and every $\phi \in d^{-1}(0, \infty) \cup (Z_0 \cap d^{-1}(0))$. Thus, $d(x)$ is a generalized distance function for the semiflow $\Phi(t)$; see [30, Theorem 3].

We next verify that the stable manifold of $(w^*(x), 0, 0)$ does not intersect $d^{-1}(0, \infty)$ if $R_0 > 1$. Suppose to the contrary that $\Phi(t)\tilde{\phi} = (u_1(\cdot, t, \tilde{\phi}), u_2(\cdot, t, \tilde{\phi}), u_3(\cdot, t, \tilde{\phi})) \to (w^*(x), 0, 0)$ for some $\tilde{\phi} \in d^{-1}(0, \infty)$. For any small $\delta > 0$, there exists $\tilde{t} > 0$ such that

$$f(x, u_1, u_2) > (\beta_d - \delta)u_2, \quad g(x, u_1, u_3) > (\beta_i - \delta)u_3,$$ 

for all $t \geq \tilde{t} - \tau$ and $x \in \bar{\Omega}$. Similarly to the proof of Theorem 3.1(i), we can show that the eigenvalue problem

$$\frac{\partial \varphi_2(x, t)}{\partial t} = \nabla \cdot (d_2(x)\nabla \varphi_2) + \chi(\tau)(\beta_d - \delta)\varphi_{2,-\tau} + \chi(\tau)(\beta_i - \delta)\varphi_{3,-\tau} - \mu_2(x)\varphi_2,$$

$$\frac{\partial \varphi_3(x, t)}{\partial t} = k(x)\varphi_2(x, t) - \mu_3(x)\varphi_3(x, t),$$

with Neumann boundary condition has a principal eigenvalue $\lambda_{\tilde{\delta}}$ with a strongly positive eigenfunction $(\varphi_{\tilde{\delta}}^2, \varphi_{\tilde{\delta}}^3)$. Since $R_0 > 1$, it follows from Theorem 3.1 that $\lambda_0 = s(A) > 0$. By continuity of $\lambda_{\tilde{\delta}}$ in $\tilde{\delta}$, we can choose $\delta > 0$ small enough such that $\lambda_{\tilde{\delta}} > 0$. On the other hand, for $t \geq \tilde{t}$, we have

$$\frac{\partial u_2(x, t)}{\partial t} > \nabla \cdot (d_2(x)\nabla u_2) + \chi(\tau)(\beta_d - \delta)u_{2,-\tau} + \chi(\tau)(\beta_i - \delta)u_{3,-\tau} - \mu_2(x)u_2,$$

$$\frac{\partial u_3(x, t)}{\partial t} = k(x)u_2(x, t) - \mu_3(x)u_3(x, t).$$

Since $u_i(x, t, \tilde{\phi}) > 0$ for all $x \in \bar{\Omega}, t > 0, i = 2, 3$, we can choose $\varepsilon > 0$ sufficiently small such that $(u_2(\cdot, t, \tilde{\phi}), u_3(\cdot, t, \tilde{\phi})) \geq \varepsilon(\varphi_{\tilde{\delta}}^2, \varphi_{\tilde{\delta}}^3)$ for all $t \in [\tilde{t} - \tau, \tilde{t}]$. By the comparison principle we obtain

$$(u_2(\cdot, t, \tilde{\phi}), u_3(\cdot, t, \tilde{\phi})) \geq \varepsilon e^{\lambda_{\tilde{\delta}}(t-\tilde{t})}(\varphi_{\tilde{\delta}}^2, \varphi_{\tilde{\delta}}^3) \text{ for all } t > \tilde{t},$$

a contradiction. It then follows from Proposition 2.4(i) and the abstract persistence theory in [30, Theorem 3] that $\Phi(t)$ is uniformly persistent. Moreover, by [19, Theorem 4.7], $\Phi(t)$ possesses at least one positive steady state $(u^*_1(x), u^*_2(x), u^*_3(x))$, which we refer to as a pathogen persistent steady state. We summarize the above results in the following theorem.

**Theorem 4.2.** If $R_0 > 1$, then there exists $\eta > 0$ such that for any $\phi = (\phi_1, \phi_2, \phi_3) \in C^+_T$ with $\phi_2 \not\equiv 0$ or $\phi_3 \not\equiv 0$, we have

$$\liminf_{t \to \infty} u_i(x, t, \phi) \geq \eta \quad (i = 1, 2, 3) \text{ uniformly for all } x \in \bar{\Omega}.$$
Moreover, system (1.1) admits at least one positive steady state $(u_1^*(x), u_2^*(x), u_3^*(x))$.

4.3. Global stability of the infection-free steady state when $R_0 \leq 1$

It follows from [36, Theorem 3.1] that the infection-free steady state $(w^*(x), 0, 0)$ is locally asymptotically stable when $R_0 < 1$. To establish the global asymptotic stability of the infection-free steady state when $R_0 < 1$, we need the following result.

**Theorem 4.3.** Assume that $R_0 < 1$. Then the infection-free steady state $(w^*(x), 0, 0)$ of (1.1) is globally attractive.

**Proof.** By (2.2), for any $\delta > 0$, there exists $t_0 > 0$ such that $0 \leq u_1 \leq w^* + \delta$ for all $t > t_0$. For any $\varepsilon_0 > 0$, in view of (H3), we can choose $\delta$ sufficiently small such that

$$f(x, u_1, u_2) < (\beta_d + \varepsilon_0)u_2, \quad g(x, u_1, u_3) < (\beta_i + \varepsilon_0)u_3,$$

for any $0 \leq u_1 \leq w^* + \delta$, $u_2 > 0$, $u_3 > 0$ and $x \in \Omega$. Let $T_0(t)$ be the solution semigroup of the linear system

$$\frac{\partial u_2(x, t)}{\partial t} = \nabla \cdot (d_2(x) \nabla u_2) + \chi(\tau)(\beta_d + \varepsilon_0)u_{2,\tau} + \chi(\tau)(\beta_i + \varepsilon_0)u_{3,\tau} - \mu_2 u_2,$$

$$\frac{\partial u_3(x, t)}{\partial t} = k(x)u_2(x, t) - \mu_3 u_3(x, t),$$

(4.1)

with the homogeneous Neumann boundary conditions. Since $R_0 < 1$, it follows from Theorem 3.1(iii) that the growth bound $\omega(T) < 0$. By choosing $\varepsilon_0$ sufficiently small, we have $\omega(T_0) < 0$ and any solution of the above linear system converges to $(0, 0)$. Let $(\hat{u}_2(x, t), \hat{u}_3(x, t))$ be the solution of the problem (4.1) for $t > t_0$ with the initial conditions $(\hat{u}_2(x, t), \hat{u}_3(x, t)) = (u_2(x, t), u_3(x, t))$ for $x \in \Omega$ and $t \in [t_0 - \tau, t_0]$. By the comparison principle, we have $(u_2(x, t), u_3(x, t)) \leq (\hat{u}_2(x, t), \hat{u}_3(x, t)) \to (0, 0)$ as $t \to \infty$ uniformly for $x \in \hat{\Omega}$. This together with Lemma 2.2 implies that $u_1(x, t) \to w^*(x)$ as $t \to \infty$ uniformly for $x \in \Omega$. The proof is completed. $\square$

The critical case $R_0 = 1$ requires a special treatment.

**Theorem 4.4.** If $R_0 = 1$, then the infection-free steady state $(w^*(x), 0, 0)$ of (1.1) is globally asymptotically stable.

**Proof.** First, we prove that the infection-free steady state $(w^*(x), 0, 0)$ is locally asymptotically stable. Let $\delta > 0$ be an arbitrary small number and $u(x, t)$ be the solution with initial condition in the $\delta$ neighborhood of the infection-free steady state:

$$\max_{\theta \in [-\tau, 0]} \|u_1(\cdot, \theta) - w^*(x)\| + \|u_2(\cdot, \theta)\| + \|u_3(\cdot, \theta)\| < \delta.$$  

By the comparison principle, there exists $M_1 > 0$ such that $u_1(x, t) < M_1$ for all $x \in \Omega$ and $t \geq -\tau$. Since $\omega(x, t) = u_1(x, t) - w^*(x)$ satisfies

$$\frac{\partial \omega}{\partial t} \leq \nabla \cdot (d_1(x) \nabla \omega(x, t)) - \mu_1 \omega,$$

where $\mu_1$ is the minimum of $-\frac{\partial n(x, u_1)}{\partial u_1}$ for $x \in \hat{\Omega}$ and $0 \leq u_1 \leq M_1$, we obtain
\[ u_1(x,t) - w^*(x) = \omega(x,t) \leq \widetilde{M}\delta e^{-\lambda_1 t}, \]

where \(-\lambda_1 < 0\) is the principal eigenvalue of the differential operator \(\nabla \cdot (d_1(\cdot)\nabla) - \mu_1\) with the homogeneous Neumann boundary condition, and \(\widetilde{M} > 0\) is a constant that depends on the semigroup generated by such operator.

Recall that \(\hat{T}(t)\) is the solution semigroup of the linear system (3.2) with the infinitesimal generator denoted by \(\hat{A}\). Moreover, since \(R_0 = 1\), we have from Theorem 3.1(ii) that \(\|\hat{T}(t)\| \leq M_a\) for some \(M_a > 0\). Denote

\[ q = \chi(\tau)(f(x,u_1,u_2) - \beta_d u_2 + g(x,u_1,u_3) - \beta_i u_3). \]

We have

\[
\begin{pmatrix}
  u_2(\cdot,t) \\
  u_3(\cdot,t)
\end{pmatrix} = \hat{T}(t) \begin{pmatrix}
  u_2(\cdot,0) \\
  u_3(\cdot,0)
\end{pmatrix} + \int_0^t \hat{T}(t-s) \begin{pmatrix}
  q(\cdot,s-\tau) \\
  0
\end{pmatrix} ds.
\]

On account of (H3) and \(u_1(x,t) - w^*(x) \leq \widetilde{M}\delta e^{-\lambda_1 t}\), we obtain

\[ q \leq \widetilde{M}\delta e^{-\lambda_1 t}(\bar{f}u_2 + \bar{g}u_3), \]

where

\[ \bar{f} = \max_{0 \leq u_1 \leq M_1} \left| \frac{\partial^2 f(u_1,0)}{\partial u_1 \partial u_2} \right|, \quad \bar{g} = \max_{0 \leq u_1 \leq M_1} \left| \frac{\partial^2 g(u_1,0)}{\partial u_1 \partial u_3} \right|. \]

Denote

\[ E(t) = \max \left\{ \max_{x \in \bar{\Omega}} u_2(x,t), \max_{x \in \bar{\Omega}} u_3(x,t) \right\}. \]

It follows that \(E(\theta) \leq \delta\) for all \(\theta \in [-\tau, 0]\) and

\[ E(t) \leq \delta M_a + \delta M_a (\bar{f} + \bar{g}) \widetilde{M} \int_0^t e^{-\lambda_1(s-\tau)} E(s-\tau) ds. \]

By Gronwall’s inequality, we obtain \(E(t) = O(\delta)\). It remains to prove \(w^* - u_1(\cdot,t) = O(\delta)\) as \(\delta \to 0\). By (H3), we have

\[ f(x,u_1,u_2) \leq \frac{\partial f(x,M_1,0)}{\partial u_2} u_2 = O(\delta), \quad g(x,u_1,u_3) \leq \frac{\partial g(x,M_1,0)}{\partial u_3} u_3 = O(\delta). \]

Thus, it follows from the above inequalities and the first equation of (1.1) that

\[ \frac{\partial [w^*(x) - u_1(x,t)]}{\partial t} \leq \nabla \cdot (d_1(x)\nabla [w^*(x) - u_1(x,t)]) - \mu_1 [w^*(x) - u_1(x,t)] + Q\delta, \]

where \(Q > 0\) is a large constant. By the comparison principle, \(w^*(x) - u_1(x,t) \leq Q\delta/\mu_1\). Therefore, \([w_1(\cdot,t) - w^*(\cdot)] + [u_2(\cdot,t)] + [u_3(\cdot,t)] = O(\delta)\) as \(\delta \to 0\), which implies the local asymptotic stability of \((w^*(x),0,0)\).
Next, we prove the global attractivity of \((w^\ast(x),0,0)\) in the positively invariant set \(D := \{\phi = (\phi_1,\phi_2,\phi_3) \in C^+_T : \phi_1 \leq w^\ast\}\). Let \(u = (u_1,u_2,u_3)\) be the solution of (1.1) with the initial data \(\phi = (\phi_1,\phi_2,\phi_3) \in D\). If \(\phi_2 \equiv 0\) and \(\phi_3 \equiv 0\), it follows from Lemma 2.2 that \((u_1,u_2,u_3) \to (w^\ast(x),0,0)\). Now, we assume that \(\phi_2 \neq 0\) or \(\phi_3 \neq 0\). Proposition 2.4 implies that \(u_i > 0\) for all \(t > \tau\). Since \(R_0 = 1\), \(0\) is the principal eigenvalue of \(F + B\) with a positive eigenfunction; namely, there exists \((\varphi,\psi) > 0\) such that

\[
0 = \nabla \cdot [d_2(x)\varphi(x)] - \mu_2(x)\varphi(x) + \chi(\tau)[\beta_d(x)\varphi(x) + \beta_i(x)\psi(x)],
\]

\[
0 = k(x)\varphi(x) - \mu_3(x)\psi(x).
\]

We introduce

\[
c(t;u) = \max \left\{ \max_{x \in \Omega, \theta \in [-\tau,0]} \frac{u_2(x,t+\theta)}{\varphi(x)}, \max_{x \in \Omega, \delta \in [-\tau,0]} \frac{u_3(x,t+\theta)}{\psi(x)} \right\}.
\]

Since \(u_1 \leq w^\ast\), we obtain from \((H_3)\) that \(f(x,u_1,u_2) < \beta_d u_2\) and \(g(x,u_1,u_3) < \beta_i u_3\) for all \(x \in \Omega\). Consequently, we have

\[
\frac{\partial u_2(x,t)}{\partial t} < \nabla \cdot (d_2(x)\nabla u_2(x,t)) - \mu_2(x)u_2(x,t) + \chi(\tau)[\beta_d u_2(\cdot, t-\tau) + \beta_i u_3(\cdot, t-\tau)](x),
\]

\[
\frac{\partial u_3(x,t)}{\partial t} = k(x)u_2(x,t) - \mu_3(x)u_3(x,t).
\]

By the strong maximum principle, \(u_2(x,t) < c(t_1;u)\varphi(x)\) and \(u_3(x,t) < c(t_1;u)\psi(x)\) for all \(t > t_1 > \tau\). Thus, \(c(t;\phi_0)\) is strictly decreasing and \(c^\ast := \lim_{t \to \infty} c(t;\phi_0) > 0\) exists. We claim that \(c^\ast = 0\). Otherwise, there exist \(t_k \to \infty\) such that \(\Phi_{t+\tau}^k(\phi) \to U = (U_1,U_2,U_3) \in D\) and either \(U_2\) or \(U_3\) is not a zero function. By a similar argument as above, we can define \(c(t,U)\) and show that \(c(t,U)\) is strictly decreasing. However, \(c(t,U) = \lim_{k \to \infty} c(t + t_k, u) = c^\ast\), a contradiction. So, we have \(c^\ast = 0\). Especially, \(u_2(x,t) \to 0\) and \(u_3(x,t) \to 0\) as \(t \to 0\). Since the limiting system when \(u_2 \equiv 0\) and \(u_3 \equiv 0\) has a unique globally attractive steady state \(w^\ast\), it follows from [31, Theorem 4.1] that \((w^\ast(x),0,0)\) is globally attractive in \(D\).

Finally, given any \(\phi \in C^+_T\), the comparison principle shows that the omega limit set \(\omega(\phi) \subset D\). This together with [39, Theorem 1.2.1] implies that \((w^\ast(x),0,0)\) is globally attractive in \(C^+_T\). The proof is completed.

5. Spatially homogeneous case

For the spatially heterogeneous case, we obtain persistence of infection and existence of at least one positive infection steady state if \(R_0 > 1\). To achieve uniqueness and global asymptotic stability of the positive infection steady state, we require that the model parameters are spatially homogeneous; namely, we assume that \(d_1,d_2,\mu_2,\mu_3\) and \(k\) are constants, and \(n(x,u_1) = n(u_1)\) is independent of \(x\). It is readily seen that \(\beta_d\) and \(\beta_i\) are constants, and \(w^\ast(x) = \bar{u}_1\), where \(\bar{u}_1\) is the unique positive solution of \(n(u_1) = 0\). Assume further that \(\chi(\tau)\) is a constant multiplication of delta function: \((\chi(\tau) \circ \psi)(x) = \rho(\tau)\psi(x)\). It then follows from (3.3) and Theorem 3.2 that

\[
R_0 = \bar{R}_0 = R_0 = \frac{\rho(\tau)\beta_d}{\mu_2} + \frac{\rho(\tau)\beta_i k}{\mu_2\mu_3}
\]

is independent of the diffusion coefficient \(d_2\). First, we shall establish the existence of a positive homogeneous steady state, which satisfies the algebraic system

\[
n(u_1) = f(u_1,u_2) + g(u_1,u_3) = \frac{\mu_2}{\rho(\tau)} u_2 = \frac{\mu_2\mu_3}{k\rho(\tau)} u_3.
\]
Eliminating $u_2$ and $u_3$, we obtain

$$G(u_1) := f(u_1, \frac{\rho(\tau)}{\mu_2} n(u_1)) + g(u_1, \frac{\rho(\tau)k}{\mu_2\mu_3} n(u_1)) - n(u_1) = 0.$$  

Obviously, $G(0) = -n(0) < 0$ and $G(\bar{u}_1) = 0$. Moreover, it is easy to calculate that $G'(\bar{u}_1) = (R_0 - 1)n'(\bar{u}_1) < 0$. Hence, there exists $u_1^* \in (0, \bar{u}_1)$ such that $G(u_1^*) = 0$. Consequently,

$$u_2^* = \frac{\rho(\tau)}{\mu_2} n(u_1^*) > 0, \quad u_3^* = \frac{\rho(\tau)k}{\mu_2\mu_3} n(u_1^*) > 0.$$  

This proves the existence of a positive homogeneous steady state $u^* = (u_1^*, u_2^*, u_3^*)$. To obtain the global attractivity of this steady state, we need another assumption:

$$f(u_1, u_2) = u_1 f_1(u_2), \quad g(u_1, u_3) = u_1 g_1(u_3). \quad (5.2)$$

Denote $h(z) = z - 1 - \ln z$. Clearly, $h(z) \geq 0$ for $z > 0$, and $h(z) = 0$ if and only if $z = 1$. We introduce the Lyapunov functional

$$L(\phi) := \int_{\Omega} \left\{ \int_{-\tau}^{0} \left[ u_1^* f_1(u_2^*) h \left( \frac{\phi_1(x, \theta) f_1(\phi_2(x, \theta))}{u_1^* f_1(u_2^*)} \right) + u_1^* g_1(u_3^*) h \left( \frac{\phi_3(x, \theta)}{u_3^*} \right) \right] d\theta + u_1^* h \left( \frac{\phi_1(x, 0)}{u_1^*} \right) + \frac{u_2^*}{\rho(\tau)} \frac{\phi_2(x, 0)}{u_2^*} + \frac{u_3^*}{\mu_3} \frac{\phi_3(x, 0)}{u_3^*} \right\} dx$$

for $\phi = (\phi_1, \phi_2, \phi_3) \in C^+$. Taking derivative along the solution $u = (u_1, u_2, u_3)$, we obtain

$$\frac{d}{dt} L(u) = - \int_{\Omega} \left( \frac{d_1 u_1^*}{u_1^*} |\nabla u_1|^2 + \frac{d_2 u_2^*}{\rho(\tau) u_2^*} |\nabla u_2|^2 \right) dx - \int_{\Omega} M(x, t)dx,$$

where

$$M = (1 - \frac{u_1^*}{u_1})(n(u_1^*) - n(u_1)) + \frac{u_1^* u_2^*}{f_1(u_2)} \left( f_1(u_2) - f_1(u_2^*) \right) \left( \frac{f_1(u_2^*)}{u_2^*} - \frac{f_1(u_2)}{u_2} \right)$$

$$+ \frac{u_1^* u_3^*}{g_1(u_3)} \left( g_1(u_3) - g_1(u_3^*) \right) \left( \frac{g_1(u_3^*)}{u_3^*} - \frac{g_1(u_3)}{u_3} \right)$$

$$+ \frac{u_1^* f_1(u_2^*)}{h(\frac{u_1^*}{u_1}) + h(\frac{u_2 f_1(u_2^*)}{u_2 f_1(u_2)}) + h(\frac{u_1^*}{u_1} u_2^* f_1(u_2^*)) + h(\frac{u_1^*}{u_1} u_2^* f_1(u_2^*)})$$

$$+ \frac{u_1^* g_1(u_3^*)}{h(\frac{u_1^*}{u_1}) + h(\frac{u_2 u_3^*}{u_2 u_3}) + h(\frac{u_3^* g_1(u_3^*)}{u_3^* g_1(u_3)}) + h(\frac{u_1^*}{u_1} u_3^* g_1(u_3^*))}.$$  

It follows from (H2)-(H3) that $n'$, $f'_1$ and $g'_1$ are nonpositive functions. Consequently, $M \leq 0$ and $\frac{d}{dt} L \leq 0$. The largest invariant set on which the equality holds is the singleton $\{u^*\}$. By Lyapunov-LaSalle invariance principle, the homogeneous steady state $u^*$ is globally attractive. Especially, it is the unique positive steady state.

Finally, we will prove that $u^*$ is locally asymptotically stable when $R_0 > 1$. Assume to the contrary that there exists an eigenvalue $\lambda$ with positive real part for the linearized system of (1.1) about $u^*$. There exists a nonnegative eigenvalue $\xi$ of $-\Delta$ with the homogeneous Neumann boundary condition on $\Omega$ such that the determinant of the following matrix
vanishes, where $\rho_\lambda(\tau) := \rho(\tau)e^{-\lambda \tau}$. A simple calculation yields

\[
(\lambda + \mu_3)(\lambda + d_2 \xi + \mu_2) (\lambda + d_1 \xi - n'(u_1^*) + f_1(u_2^*) + g_1(u_3^*)) = \rho_\lambda(\tau)(\lambda + d_1 \xi - n'(u_1^*)) (\lambda u_1^* f_1'(u_2^*) + \mu_3 u_1^* f_1'(u_2^*) + k u_1^* g_1'(u_3^*)),
\]

which can be rewritten as $P_L = P_R$, where

\[
P_L := \frac{\lambda + \mu_3}{\lambda u_1^* f_1'(u_2^*) + k u_1^* g_1'(u_3^*) + \mu_3} 
\left( \frac{\lambda + d_2 \xi + \mu_2}{\mu_2} + 1 \right) \left( \frac{f_1(u_2^*) + g_1(u_3^*)}{\lambda + d_1 \xi - n'(u_1^*)} + 1 \right),
\]

\[
P_R := \frac{\rho_\lambda(\tau)}{\mu_2} \left( u_1^* f_1'(u_2^*) + \frac{k u_1^* g_1'(u_3^*)}{\mu_3} \right).
\]

It is obvious that $|P_L| > 1$. On the other hand, since $f_1'(u_2^*) \leq f_1(u_2^*)/u_2^*$ and $g_1'(u_3^*) \leq g_1(u_3^*)/u_3^*$, we have

\[
|P_R| \leq \frac{\rho(\tau)}{\mu_2} \left[ \frac{u_1^* f_1(u_2^*)}{u_2^*} + \frac{k u_1^* g_1(u_3^*)}{\mu_3 u_3^*} \right] = 1.
\]

This leads to a contradiction. To summarize, we have the following theorem.

**Theorem 5.1.** Assume that $(\chi(\tau) \circ \psi)(x) = \rho(\tau)\psi(x)$ and the model parameters are spatial homogeneous. Let $R_0, f$ and $g$ be given as in (5.1) and (5.2), respectively. If $R_0 > 1$, then model (1.1) possesses a unique positive steady state which is homogeneous and globally asymptotically stable.

6. Numerical simulations

In this section, we perform numerical simulations to verify our theoretical results and to illustrate singular perturbation phenomenon when the diffusion coefficients tend to zero. For simplicity, we assume that the domain is an interval $[0, 1]$ with the length of unit kilometer, and the time unit is one day. Based on [14,22], we introduce spatial heterogeneity to the model system by choosing

\[
k(x) = 24 - 12x, \quad \mu_2(x) = 0.24 + 0.24x, \quad \mu_3(x) = 2.4 + 2.4x.
\]

Moreover, we assume that $n(x, u_1) = 10 - 0.02u_1 + 0.03u_1(1 - u_1/1500)$, $f(x, u_1, u_2) = 0.00012u_1u_2$ and $g(x, u_1, u_3) = 0.000024u_1u_3$ are spatial homogeneous functions. As shown in Theorem 3.2, the basic reproduction number $R_0$ is decreasing in both $d_2$ and $\tau$ when we choose the delta kernel $[\chi(\tau)\psi](x) = e^{-0.02\tau}\psi(x)$, see Fig. 1. If we choose the following nonlocal kernel function

\[
[\chi(\tau)\psi](x) = \frac{e^{-0.02\tau} \int_{\Omega} e^{-(x-y)^2/2} \psi(y) dy}{\int_{\Omega} e^{-(x-y)^2} dy}.
\]

It is also observed that $R_0$ is decreasing in both $d_2$ and $\tau$, see Fig. 1. We then numerically find out that the nonlocal infection cannot change the monotonicity of the basic reproduction number with respect to $d_2$ and $\tau$.

Next, we choose the delta kernel $[\chi(\tau)\psi](x) = e^{-0.02\tau}\psi(x)$, and define the local basic reproduction number of infection
Fig. 1. The basic reproduction number $R_0$ is a decreasing function of the diffusion coefficient $d_2$ and the delay $\tau$. Left: $[\chi(\tau)\psi](x) = e^{-0.02\tau}\psi(x)$. Right: $[\chi(\tau)\psi](x)$ is defined in (6.1).

Fig. 2. The local basic reproduction number $R_l^0$.

$$R_l^0(x) = \frac{e^{-0.02\tau}\beta_d(x)}{\mu_2(x)} + \frac{e^{-0.02\tau}\beta_i(x)k(x)}{\mu_2(x)\mu_3(x)},$$

where $\beta_d(x)$ and $\beta_i(x)$ are defined in (3.1). Following the ideas in [1], we divide the whole domain into a high-risk region $\Omega_h := \{x \in \Omega : R_l^0(x) > 1\}$ and a low-risk region $\Omega_l := \{x \in \Omega : R_l^0(x) < 1\}$. For simplicity, we also set $\tau = 0$. Numerical calculation shows that $R_l^0(x) \leq 1$ when $x \geq x_0 \approx 0.22$ and $R_l^0(x) > 1$ when $x < x_0$, see Fig. 2.

Now, we set $d_1 = 0.02$ and $d_2 = 0.002$, and compute the steady state solution via finite difference and Newton’s method. It is noted from Fig. 3 that the steady state of actively infected hosts distributions $u_2(x)$ for diffusion-free system is zero in the low-risk region, and the infection will persist only in the high-risk region. However, the diffusion enables the infection to propagate through the whole domain. Moreover, it may also increase the infection level in the high-risk region. This agrees with the phenomenon observed in [28].

To further understand the singular perturbation of steady state solution when the diffusion coefficients approach zero, we choose small diffusion coefficients $d_1 = d_2 = 0.000002$, and compare the steady state solution with that for the diffusion-free system. Note from Fig. 4 that the steady state solutions for small diffusion system and diffusion-free system are close to each other except near the high-risk boundary or the interface of high-risk and low-risk regions. To investigate the boundary and internal layers, we compare the gradients of steady state solutions (i.e., $u_2'(x)$) for both systems. We observe that a boundary layer occurs near the high-risk boundary (i.e., $x = 0$), where the steady state solution for the diffusion-free system
Fig. 3. Comparison of steady states of actively infected hosts distributions $u_2(x)$ for diffusion-free system (solid curve) and diffusion system (dashed curve).

Fig. 4. The profiles of steady states $u_2(x)$ and their gradients $u_2'(x)$ of actively infected hosts distributions for diffusion-free system (plus signs) and low diffusion system (solid curves), respectively.

does not satisfy the homogeneous Neumann boundary condition. Moreover, the gradient of the steady state solution for the diffusion-free system is not continuous near the interface of high-risk and low-risk regions, which induces an internal boundary layer.

7. Conclusion

As a summary, we have proposed a general diffusive host-pathogen model with an incubation period and nonlocal infections in a spatially heterogeneous environment. Energy estimate and interpolation inequality are used to obtain the global existence and well-posedness of the system. We define the basic reproduction number $R_0$ in terms of the next generation operators for both direct and indirect infection modes. Analytical properties of $R_0$ and biological interpretations are also provided. We further prove that $R_0$ is the threshold parameter for the global dynamics of the model. If $R_0 \leq 1$, then the infection-free steady state is globally asymptotically stable. If $R_0 > 1$, then the infection is uniformly persistent and there exists at least one positive steady state. For the special case of spatial homogeneous system, there is a unique positive steady state, which is homogeneous and globally asymptotically stable. We use numerical simulations to illustrate the theoretical results on the monotonicity of $R_0$ in the diffusion coefficient of actively infected hosts and
the incubation period. We also observe that the diffusion will spread the infection to the low-risk region and increase the infection level in the high-risk region. When the diffusion coefficients approach zero, the homogeneous Neumann boundary conditions will induce a boundary layer near the high-risk boundary. Moreover, an internal layer may occur near the interface of high-risk and low-risk regions. Finally, we mention that a possible future research work is to incorporate the models with fractional derivatives; see [4,5,15].
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