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A B S T R A C T

Global climate change projections indicate that the atmospheric concentration of carbon dioxide will increase
twofold by the end of this century. However, how the elevated carbon dioxide affects aquatic carbon
sequestration and species composition within aquatic microbial communities remains inconclusive. To address
this knowledge gap, we formulate a bacteria-algae interaction model to characterize the effects of elevated
carbon dioxide on aquatic ecosystems and rigorously derive the thresholds determining the persistence and
extinction of algae or bacteria. We explore the impacts of abiotic factors, such as light intensity, nutrient
concentration, inorganic carbon concentration and water depth, on algae and bacteria dynamics. The main
findings indicate that the elevated atmospheric carbon dioxide will increase algae biomass and thus facilitate
carbon sequestration. On the other hand, the elevated atmospheric carbon dioxide will reduce bacterial
biomass, and excessive carbon dioxide concentrations can even destroy bacterial communities. Numerical
simulations indicate that eutrophication and intensified light intensity can reduce aquatic carbon sequestration,
while elevated atmospheric carbon dioxide levels can mitigate eutrophication. Furthermore, higher algae
respiration and death rates are detrimental to carbon sequestration, whereas the increased bacterial respiration
rates promote carbon sequestration.
1. Introduction

In aquatic ecosystems, algae serve as the primary producers of
paramount importance. They perform photosynthesis, supply ample
oxygen to aquatic organisms, and are integral to the flow of en-
ergy, circulation of materials, and transmission of information within
aquatic ecosystems [1,2]. Bacteria, likewise, play a significant role
within aquatic communities. They excel in the decomposition of or-
ganic matter and perform indispensable roles in the restoration of water
quality, thereby contributing to the sustainable development of aquatic
ecosystems [3–5].

The interactions between algae and bacteria involve many intri-
cate biological mechanisms, as illustrated in Fig. 1.1. Algae thrive by
assimilating nutrients like phosphorus and nitrogen from water while
capturing carbon dioxide (CO2) and sunlight for photosynthesis [6–8].
Moreover, algae exude extra energy in the form of organic carbon.
Bacteria, in return, depend on dissolved organic carbon (DOC) as a
source of energy and carbon. Consequently, algae serve as a crucial
source of DOC for bacteria [9,10]. This establishes a form of bottom-
up control over bacteria. In addition to DOC, bacteria survival and
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proliferation hinge on nutrient availability [1,9], signifying a direct
competition between algae and bacteria for these resources. Conse-
quently, algae and bacteria mutually influence each other’s growth and
biomass density through bottom-up control and competition.

Since the industrial revolution, the Earth’s atmosphere has ex-
perienced an unprecedented surge in CO2 concentration, primarily
attributed to fossil fuel combustion and deforestation [11]. Specifically,
it is reported that CO2 concentration increased from 288 ppm to
315 ppm between 1800 and 1960, followed by a rise to 400 ppm
from 1960 to 2014 [12,13]. With the acceleration of industrialization,
climate change models predict a substantial elevation in atmospheric
CO2 levels, with projections estimating an increase to 800–1000 ppm by
the end of the 21st century [14,15]. This significant shift is anticipated
to have profound repercussions on aquatic microbial communities, as
nearly one-third of anthropogenic CO2 emissions into the atmosphere
are ultimately absorbed by the ocean [16,17]. Several researchers
have conducted experimental investigations to explore the effects of
CO2 on algal growth. For example, Urabe et al. [18] observed that
heightened atmospheric carbon dioxide concentrations increased the
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partial pressure of carbon dioxide in water, thereby stimulating algal
growth. It is noted that the saturation level of algal abundance was
notably higher in treatments with increased carbon dioxide, implying
that carbon dioxide constrained algae growth in the control group.
Moreover, it is found that the final algal cellular quota (P:C) was
significantly lower in the elevated carbon dioxide treatments compared
to the control treatment. However, theoretical frameworks that predict
how increasing CO2 levels will affect algal growth and the species
composition of aquatic communities still need to be developed.

Carbon sequestration involves capturing and storing CO2 from the
atmosphere or other sources, thereby mitigating its release into the
atmosphere, where it contributes to the greenhouse effect and global
warming [19]. Water bodies such as lakes and oceans are increasingly
recognized as vital components of the global carbon cycle [20,21].
This acknowledgment stems from the significant roles played by algae
and bacteria in carbon and nutrient cycling in aquatic ecosystems,
facilitated by various physiological and biochemical processes [22].
Utilizing algae for CO2 bio-fixation presents a promising option for
sequestration due to their substantially higher CO2 fixation capacity
through photosynthesis and solar utilization efficiency compared to
terrestrial plants, as well as their rapid growth rates and tolerance
to extreme environments [23]. Indeed, to foster carbon sequestration,
it is imperative to understand the influence of elevated atmospheric
CO2 on aquatic carbon sequestration, and it is crucial to elucidate the
intricate relationships among algae, bacteria, and abiotic factors, such
as nutrient concentration and light intensity.

As a robust framework, ecological stoichiometry integrates en-
ergy balance by considering multiple nutrients within ecological sys-
tems [24]. Both theoretical ecologists and experimental studies have
underscored the significance of ecological stoichiometry. Models
founded on ecological stoichiometry are instrumental in elucidating
diverse ecological mechanisms and resolving existing paradoxes, such
as those observed in producer-grazer systems [25–27], three-species
models [28,29], plant and herbivore interactions [30], and the decom-
position of organic matter [9]. In [31], Davies and Wang proposed a
stoichiometric producer-grazer model incorporating atmospheric CO2
by extending the WKL model [27]. Their analysis reveals that carbon
sequestration resulting from elevated atmospheric CO2 levels may
be constrained by inadequate phosphorus availability. Furthermore,
elevated atmospheric CO2 concentrations lead to a decline in the
stoichiometric quality of producers where phosphorus is limiting.

Most lakes are seasonally separated by two distinct layers, epil-
imnion and hypolimnion [32]. The epilimnion, characterized by
warmer temperatures and strong turbulence, constitutes the upper layer
and is typically well-mixed. In contrast, the hypolimnion forms the
colder, lower layer, that remains relatively undisturbed and receives
minimal light penetration. Light enters epilimnion through the water
surface and diminishes rapidly with increasing depth [33]. Nutrients
from the lake bottom are transported upwards through the hypolimnion
to the epilimnion via water exchange mechanisms [8]. DOC is primarily
generated by the exudation of algae. For the sake of simplifying the
study on how algae stimulate bacterial growth, the external input of
DOC is negligible [9].

Algae-bacteria interactions in lakes have been modeled [9,34], but
to our knowledge, few studies have considered algae-bacteria inter-
actions limited by atmospheric carbon dioxide (see Fig. 1.1). Given
the existing research and the above discussion, this study presents
a mathematical model to characterize the interactions of algae and
bacteria based on ecological stoichiometry. This stoichiometric model
extends the work of Wang et al. [9] by incorporating atmospheric
carbon dioxide into the modeling of algae-bacteria interactions in the
epilimnion.

The rest of the paper is organized as follows. In Section 2, a new
stoichiometric model is formulated to explore the interactions between
algae and bacteria. In Section 3, we investigate the algae dynamics.
2 
Fig. 1.1. Algae-bacteria interactions in epilimnion. The figure is created with
BioRender.com.

Table 2.1
Variables with biological meanings and units in model (2.2).

Variable Biological meaning Unit

𝐴 Algal carbon density mgC∕m3

𝑄 Algal cell quota (P:C) mgP∕mgC
𝐵 Bacterial density mgC∕m3

𝑅 Inorganic carbon concentration mgC∕m3

𝑆 Dissolved organic carbon concentration mgC∕m3

𝑃 Dissolved phosphorus concentration mgP∕m3

In Section 4, we explore the algae-bacteria interaction dynamics. Ac-
cording to theoretical analysis and numerical simulations, the effects of
elevated carbon dioxide on algae and bacteria in aquatic ecosystems are
evaluated under realistic environmental parameters. In Section 5, we
examine the impacts of certain biotic factors and the metabolism rates
of algae and bacteria on carbon sequestration. Finally, some concluding
remarks are presented in Section 6.

2. Model formulation

In this section, we formulate the stoichiometric model to character-
ize the interactions among algae, algal cell quota, bacteria, dissolved
inorganic carbon, dissolved organic carbon, and dissolved nutrients in
the water column (see Table 2.1). Assume that the water column has a
depth of 𝐿, where 𝑥 = 0 represents the water surface, and 𝑥 = 𝐿 denotes
the bottom of the water column. All parameters and their biological
meanings are presented in Table 2.2.

In aquatic ecosystems, algae require nutrients for growth and de-
pend on inorganic carbon and light for photosynthesis. Therefore,
algal growth is assumed to be affected by light intensity, dissolved
nutrients (in this case, phosphorus), and inorganic carbon availability.
This relationship is modeled according to the Droop equation, Monod
equation, and Lambert–Beer law. Based on the Lambert–Beer Law [35],
the light intensity at a depth 𝑥 in the water column is given by

𝐼(𝑥,𝐴) = 𝐼𝑖𝑛 exp(−𝐾𝑏𝑔𝑥 − 𝑘𝐴), 0 < 𝑥 < 𝐿.

Furthermore, the water column is assumed to be well mixed, then algal
depth-averaged growth function includes

𝐼(𝐴) = 1
𝐿 ∫

𝐿

0

𝐼(𝑥,𝐴)
𝐼(𝑥,𝐴) +𝐻

d𝑥 = 1
𝐿(𝑘𝐴 +𝐾𝑏𝑔)

ln
(

𝐻 + 𝐼𝑖𝑛
𝐻 + 𝐼(𝐿,𝐴)

)

.

Combining the factors mentioned above, the algal growth function is
presented below:

𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴) = 𝑟𝑎

(

1 −
𝑄min

)

𝑅 1 𝐿 𝐼(𝑥,𝐴) d𝑥,

𝑄 𝐾𝑟 + 𝑅 𝐿 ∫0 𝐼(𝑥,𝐴) +𝐻
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where 𝑄min stands for the minimal phosphorus cell quota of algae, 𝐾𝑟
is the half-saturation constant for inorganic carbon uptake. The loss of
algal biomass is caused by respiration 𝑙𝑎𝐴, death 𝑑𝑎𝐴, algal sinking 𝜈∕𝐿,
and water exchange 𝐷∕𝐿 at the bottom of the water column. The algal
nutrient uptake rate is 𝜌(𝑄)𝑔𝑎(𝑃 ), where

𝑔𝑎(𝑃 ) =
𝑃

𝐾𝑎 + 𝑃
, 𝜌(𝑄) = 𝜌𝑚

𝑄max −𝑄
𝑄max −𝑄min

, 𝑄min ≤ 𝑄 ≤ 𝑄max.

In addition, the dilution rate of algal cell quota is 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴).
The growth of heterotrophic bacteria depends on DOC and dissolved

hosphorus. The uptake functions of DOC and phosphorus are assumed
o take the monod form

𝑏(𝑃 ) =
𝑃

𝐾𝑏 + 𝑃
, 𝑔𝑠(𝑆) =

𝑆
𝐾𝑠 + 𝑆

,

where 𝐾𝑏 and 𝐾𝑠 are the half-saturation constant for phosphorus uptake
and DOC uptake, respectively. The depletion of bacterial biomass is
caused by bacterial respiration 𝑙𝑏𝐵, death 𝑑𝑏𝐵, and water exchange
𝐷𝐵∕𝐿.

Remark 1. Based on Fig. 1.1, dissolved phosphorus is essential for
the growth of algae and bacteria, and they compete for the limited
phosphorus in the water column. In general, bacteria exhibit higher
nutrient affinity than algae [22,36]. The primary reason for this is
the smaller cell size and, thus, the more excellent surface-area-to-
volume ratio in bacteria [22], which allows them to more effectively
uptake and utilize available nutrients. In addition, 𝐾𝑎 and 𝐾𝑏 are the
half-saturation constants for algal and bacterial phosphorus uptake,
respectively, and a lower half-saturation constant indicates that the
species is more efficient at utilizing low concentrations of nutrients.
Therefore, 𝐾𝑎 > 𝐾𝑏 is established throughout this study to indicate that
bacteria have higher nutrient affinity than algae.

The variation of inorganic carbon (IC) primarily arises from CO2
xchange between the air and water. Atmospheric CO2 can cross the
ir–water interface to enter the water column. Let 𝑔CO2 represent
he carbon dioxide input rate across the air–water interface, related
o the carbon dioxide concentration gradient at the water surface.
ased on [37], 𝑔CO2 can be determined by the difference between the
issolved carbon dioxide in equilibrium with the atmospheric pressure
[CO∗

2]) and the actual dissolved dioxide concentration ([CO2]), which
is expressed as

𝑔CO2 = 𝑐([CO∗
2] − [CO2]) ∶= 𝛼𝑅𝑖𝑛, (2.1)

where 𝑐 is the exchange rate. Furthermore, [CO∗
2] can be calculated

using Henry’s Law, namely, [CO∗
2] = 𝐾0𝑝CO2, where 𝑝CO2 is the

partial pressure of CO2 and 𝐾0 is the solubility constant. Let 𝛼(𝑅𝑖𝑛 −
𝑅) represent the IC exchange. Furthermore, algae consume IC for
photosynthesis to produce organic matter, with a consumption rate
𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴, and both algae and bacteria perform respiration to
generate inorganic carbon with rates 𝑙𝑎𝐴 and 𝑙𝑏𝐵 respectively.

The source of DOC stems from exudation resulting from the photo-
ynthesis of algae and is expressed as

𝑠(𝐴,𝑄,𝑅) =
(

𝑟𝑎 − 𝜇𝑎(𝑄)
)

𝑔𝑟(𝑅)𝐼(𝐴)𝐴

= 𝑟𝑎𝐴
𝑄min
𝑄

𝑅
𝐾𝑟 + 𝑅

1
𝐿 ∫

𝐿

0

𝐼(𝑥,𝐴)
𝐼(𝑥,𝐴) +𝐻

d𝑥.

The death of algae and bacteria also produces DOC, namely 𝑑𝑎𝐴 and
𝑑𝑏𝐵, respectively. The reduction of DOC is determined by bacterial
consumption 𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆)𝐵∕𝛾 and water exchange 𝐷𝑆∕𝐿.

The variations in dissolved phosphorus mainly arise from consump-
ion by algae and bacteria with the consumption rate given by

𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆)𝐵 + 𝜌(𝑄)𝑔𝑎(𝑃 )𝐴,

nd phosphorus exchange at rate 𝐷(𝑃𝑖𝑛−𝑃 )∕𝐿. Furthermore, after their
eath, phosphorus elements are cycled back into the system at the rate

𝑎𝐴𝑄 + 𝑞𝑑𝑏𝐵.

3 
From the above discussion, the following algae-bacteria interaction
odel is achieved

d𝐴
d𝑡 = 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
algae growth

− 𝑙𝑎𝐴
⏟⏟⏟

respiration

− 𝑑𝑎𝐴
⏟⏟⏟

death

− 𝜈 +𝐷
𝐿

𝐴
⏟⏞⏟⏞⏟

sinking and exchange

,

d𝑄
d𝑡 = 𝜌(𝑄)𝑔𝑎(𝑃 )

⏟⏞⏞⏞⏟⏞⏞⏞⏟
replenishment

− 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝑄
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
dilution due to growth

,

d𝐵
d𝑡 = 𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆)𝐵

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
bacterial growth

− 𝑙𝑏𝐵
⏟⏟⏟

respiration

− 𝑑𝑏𝐵
⏟⏟⏟

death

− 𝐷
𝐿
𝐵

⏟⏟⏟
exchange

,

d𝑅
d𝑡 = 𝛼(𝑅𝑖𝑛 − 𝑅)

⏟⏞⏞⏞⏟⏞⏞⏞⏟
IC input and exchange

−𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
IC uptake by algae

+ 𝑙𝑎𝐴 + 𝑙𝑏𝐵
⏟⏞⏞⏟⏞⏞⏟
IC recycling

,

d𝑆
d𝑡 = 𝜇𝑠(𝐴,𝑄,𝑅)

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
DOC exudation from algae

− 1
𝛾
𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆)𝐵

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
bacterial consumption

+ 𝑑𝑎𝐴 + 𝑑𝑏𝐵
⏟⏞⏞⏞⏟⏞⏞⏞⏟
DOC recycling

− 𝐷
𝐿
𝑆

⏟⏟⏟
exchange

,

d𝑃
d𝑡 = 𝐷

𝐿
(𝑃𝑖𝑛 − 𝑃 )

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
P input and exchange

− 𝑞𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆)𝐵
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟

bacterial consumption

− 𝜌(𝑄)𝑔𝑎(𝑃 )𝐴
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

algous consumption

+ 𝑑𝑎𝐴𝑄 + 𝑞𝑑𝑏𝐵
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

P recycling

.

(2.2)

Considering the biological significance of model (2.2), the initial
alues are assumed to satisfy

(0) > 0, 𝑄min ≤ 𝑄(0) ≤ 𝑄max,

(0) > 0, 𝑅(0) > 0, 𝑆(0) > 0, 𝑃 (0) > 0.
(2.3)

urthermore, for certain initial values satisfying (2.3), there exists a
nique positive solution of model (2.2). By standard mathematical
rguments, it is not difficult to show that the set

∶=

{

(𝐴,𝑄,𝐵,𝑅, 𝑆, 𝑃 ) ∈ R6
+

|

|

|

|

|

𝐴 ≥ 0, 𝑄min ≤ 𝑄 ≤ 𝑄max,
𝐵 ≥ 0, 𝑅 ≥ 0, 𝑆 ≥ 0, 𝑃 ≥ 0

}

s positively invariant with respect to model (2.2).

heorem 1. The system (2.2) is dissipative, and the set

∶=

⎧

⎪

⎨

⎪

⎩

(𝐴,𝑄,𝐵,𝑅, 𝑆, 𝑃 ) ∈ 𝛺

|

|

|

|

|

|

|

|

𝐴𝑄 + 𝑞𝐵 + 𝑃 ≤ 𝑃𝑖𝑛, 𝑅 ≤ 𝑃𝑖𝑛

𝛼

(

𝑙𝑎
𝑄min

+ 𝑙𝑏
𝑞

)

+ 𝑅𝑖𝑛,

𝑆 ≤
𝐿𝑃𝑖𝑛

𝐷

(

𝑟𝑎 + 𝑑𝑎
𝑄min

+
𝑑𝑏
𝑞

)

⎫

⎪

⎬

⎪

⎭

is a globally attracting region.

Proof. Denote 𝛷 = 𝐴𝑄+𝑞𝐵+𝑃 , which represents the total phosphorus
n the entire water column. It follows from model (2.2) that
d𝛷
d𝑡 =𝐷

𝐿
(

𝑃𝑖𝑛 − (𝐴𝑄 + 𝑞𝐵 + 𝑃 )
)

−
(

𝑙𝑎 +
𝜈
𝐿

)

𝐴𝑄 − 𝑞𝑙𝑏𝐵

≤𝐷
𝐿
(𝑃𝑖𝑛 −𝛷),

which implies

lim sup
𝑡→∞

𝛷(𝑡) ≤ 𝑃𝑖𝑛.

Note that 𝑄min ≤ 𝑄(𝑡) ≤ 𝑄max and the cell quote of bacteria 𝑞, then one
has

lim sup
𝑡→∞

𝐴(𝑡) ≤
𝑃𝑖𝑛
𝑄min

, lim sup
𝑡→∞

𝐵(𝑡) ≤
𝑃𝑖𝑛
𝑞

.

For the DOC equation in model (2.2), direct calculation yields that

d𝑆
d𝑡 ≤ 𝑟𝑎𝐴 + 𝑑𝑎𝐴 + 𝑑𝑏𝐵 − 𝐷

𝐿
𝑆 ≤

(

𝑟𝑎 + 𝑑𝑎
𝑄min

+
𝑑𝑏
𝑞

)

𝑃𝑖𝑛 −
𝐷
𝐿
𝑆,

then it follows that

lim sup𝑆(𝑡) ≤
𝐿𝑃𝑖𝑛

(

𝑟𝑎 + 𝑑𝑎 +
𝑑𝑏

)

.

𝑡→∞ 𝐷 𝑄min 𝑞
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Table 2.2
Parameters with their biological meanings and units in model (2.2).

Parameter Biological meaning Value Unit Reference

𝑟𝑎 Maximum specific growth rate of algae 1 day−1 [1]
𝑄min Algal cell quota at which growth ceases 0.004 gP∕gC [9]
𝐾𝑟 Half-saturation constant for algal inorganic carbon uptake 60 mgC∕m3 [38]
𝐿 Depth of the water column 3 (2–10) m [39]
𝐼𝑖𝑛 Light intensity at water surface 300 μmol(photons)∕(m2 s) [9]
𝑘 Algal biomass-specific light attenuation coefficient 0.0003 m2∕mgC [9]
𝐾𝑏𝑔 Background light attenuation coefficient 0.6(0.3–0.9) m−1 [9]
𝐻 Half-saturation constant for light-limit algal growth 120 μmol(photons)∕(m2 s) [9]
𝑙𝑎 Respiration rate of algae 0.02 day−1 [40]
𝑑𝑎 Death rate of algae 0.1 day−1 [41]
𝜈 Sinking velocity of algae 0.1(0.05–0.25) m∕day [9]
𝐷 Water exchange rate 0.02 m∕day [9]
𝜌𝑚 Maximum specific nutrient uptake rate of algae 1(0.2–1) gP∕gC∕day [9]
𝑄max Algal cell quota at which nutrient uptake ceases 0.04 gP∕gC [9]
𝐾𝑎 Half-saturation constant for algal nutrient uptake 1.5 mgP∕m3 [42]
𝑟𝑏 Maximum bacterial growth rate 2.5 (1.5–4) day−1 [9]
𝐾𝑏 Half-saturation constant for bacterial nutrient uptake 0.1(0.06–0.4) mgP∕m3 [9]
𝐾𝑠 Half-saturation constant for bacterial DOC uptake 100(100–400) mgC∕m3 [9]
𝑙𝑏 Respiration rate of bacteria 0.2 day−1 [9]
𝑑𝑏 Death rate of bacteria 0.1 day−1 [9]
𝛼 Inorganic carbon exchange rate 0.264 day−1 [38]
𝑅𝑖𝑛 Inorganic carbon input 150 mgC∕m3 Assumed
𝛾 C-dependent yield constant for bacterial growth 0.5 – [9]
𝑃𝑖𝑛 Phosphorus input 120 mgP∕m3 [9]
𝑞 Fixed cell quota of bacteria 0.15 maP∕mgC [9]
𝑑

o
i
m

T

T

𝑟

w

𝑎

In addition, considering the IC equation in model (2.2), through similar
discussions, it is deduced that
d𝑅
d𝑡 ≤ 𝛼(𝑅𝑖𝑛 − 𝑅) + 𝑙𝑎𝐴 + 𝑙𝑏𝐵 ≤

(

𝑙𝑎
𝑄min

+
𝑙𝑏
𝑞

)

𝑃𝑖𝑛 + 𝛼(𝑅𝑖𝑛 − 𝑅),

hich implies

im sup
𝑡→∞

𝑅(𝑡) ≤
𝑃𝑖𝑛
𝛼

(

𝑙𝑎
𝑄min

+
𝑑𝑏
𝑞

)

+ 𝑅𝑖𝑛.

herefore, based on the aforementioned discussions, the set 𝛥 is a
lobally attracting region and the system (2.2) is dissipative. □

. Algae dynamics

To explore the dynamical behaviors of model (2.2), we first focus
n algae dynamics. Set 𝐵 = 0, then model (2.2) reduces to

d𝐴
d𝑡 = 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴 − 𝑙𝑎𝐴 − 𝑑𝑎𝐴 − 𝜈 +𝐷

𝐿
𝐴 ∶= 𝐹1,

d𝑄
d𝑡 = 𝜌(𝑄)𝑔𝑎(𝑃 ) − 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝑄 ∶= 𝐹2,

d𝑅
d𝑡 = 𝛼(𝑅𝑖𝑛 − 𝑅) − 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴 + 𝑙𝑎𝐴 ∶= 𝐹3,

d𝑃
d𝑡 = 𝐷

𝐿
(𝑃𝑖𝑛 − 𝑃 ) − 𝜌(𝑄)𝑔𝑎(𝑃 )𝐴 + 𝑑𝑎𝐴𝑄 ∶= 𝐹4.

(3.4)

It is trivial to show that system (3.4) is well-posed and the set

𝛬 =
{

(𝐴,𝑄,𝑅, 𝑃 ) ∈ R4
+
|

|

𝐴 ≥ 0, 𝑄min ≤ 𝑄 ≤ 𝑄max, 𝑅 ≥ 0, 𝑃 ≥ 0
}

s positively invariant with respect to system (3.4) and is globally
ttracting.

Direct calculations yield that system (3.4) has following two types of
ossible stead states: the nutrient-only steady state 𝐸0 = (0, 𝑄̂, 𝑅𝑖𝑛, 𝑃𝑖𝑛),
here

̂ =
𝛽(𝑃𝑖𝑛)𝑄max + 𝑟𝑎𝑄min𝑔𝑟(𝑅𝑖𝑛)𝐼(0)

𝛽(𝑃𝑖𝑛) + 𝑟𝑎𝑔𝑟(𝑅𝑖𝑛)𝐼(0)
with 𝛽(𝑃 ) =

𝜌𝑚𝑔𝑎(𝑃 )
𝑄max −𝑄min

,

and the positive steady state 𝐸∗ = (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ), where 𝐴̄, 𝑄̄, 𝑅̄, 𝑃 satisfy

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴) − 𝑙𝑎 − 𝑑𝑎 −
𝜈 +𝐷
𝐿

= 0,

𝜌(𝑄)𝑔𝑎(𝑃 ) − 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝑄 = 0,

𝛼(𝑅𝑖𝑛 − 𝑅) − 𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴)𝐴 + 𝑙𝑎𝐴 = 0,
𝐷 (𝑃𝑖𝑛 − 𝑃 ) − 𝜌(𝑄)𝑔𝑎(𝑃 )𝐴 + 𝑑𝑎𝐴𝑄 = 0.

(3.5)
⎩𝐿

4 
Define the critical value 𝑑∗𝑎 as follows:

∗
𝑎 = 𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 −

𝜈 +𝐷
𝐿

.

The threshold 𝑑∗𝑎 represents the growth rate of algae, which depends
n various factors such as the input phosphorus concentration, the
nput IC concentration, water surface light intensity, the minimum and
aximum algal cell quota, and the respiration rate of algae.

heorem 2. The positive steady state 𝐸∗ is unique.

Proof. From system (3.4), it follows that 𝐸∗ complies with (3.5).
Straightforward simplifications produce

𝑃 = 𝑃𝑖𝑛 −
𝐿
𝐷

(

𝑙𝑎 +
𝜈 +𝐷
𝐿

)

𝐴𝑄 = 𝑃𝑖𝑛 −
(𝐿
𝐷
𝑙𝑎 +

𝜈 +𝐷
𝐷

)

𝐴𝑄,

𝑅 = 𝑅𝑖𝑛 −
1
𝛼
(

𝜇𝑎(𝑄)𝑔𝑟(𝑅)𝐼(𝐴) − 𝑙𝑎
)

𝐴 = 𝑅𝑖𝑛 −
1
𝛼

(

𝑑𝑎 +
𝜈 +𝐷
𝐿

)

𝐴.

Substituting these expressions into the first equation in (3.5) leads to

𝐴 =
𝐾𝑎 + 𝑃𝑖𝑛 −

(

𝜌𝑚𝑃𝑖𝑛𝑄max
(𝑙𝑎+𝑑𝑎+

𝜈+𝐷
𝐿 )(𝑄max−𝑄min)𝑄

− 𝜌𝑚𝑃𝑖𝑛
(𝑙𝑎+𝑑𝑎+

𝜈+𝐷
𝐿 )(𝑄max−𝑄min)

)

𝐿
𝐷 (𝑙𝑎 +

𝜈+𝐷
𝐿 )𝑄 −

(

𝜌𝑚𝑄max
𝐿
𝐷 (𝑙𝑎+

𝜈+𝐷
𝐿 )

(𝑙𝑎+𝑑𝑎+
𝜈+𝐷
𝐿 )(𝑄max−𝑄min)

−
𝜌𝑚

𝐿
𝐷 (𝑙𝑎+

𝜈+𝐷
𝐿 )𝑄

(𝑙𝑎+𝑑𝑎+
𝜈+𝐷
𝐿 )(𝑄max−𝑄min)

)

∶= 𝐹 (𝑄).

herefore, the first equation in system (3.4) can be expressed as

𝑎

(

1 −
𝑄min
𝑄

)

𝑔𝑟
(

𝑅𝑖𝑛 −
1
𝛼

(

𝑑𝑎 +
𝜈 +𝐷
𝐿

)

𝐹 (𝑄)
)

𝐼(𝐹 (𝑄))

= 𝑙𝑎 + 𝑑𝑎 +
𝜈 +𝐷
𝐿

. (3.6)

Next, the uniqueness of the positive solution to (3.6) is demonstrated
by establishing that 𝐹 (𝑄) is decreasing concerning 𝑄. Note that

𝐹 (𝑥) =
𝑎 − ( 𝑏𝑥 − 𝑐)

𝑑𝑥 − (𝑒 − 𝑓𝑥)
=

(𝑎 + 𝑐)𝑥 − 𝑏
(𝑑 + 𝑓 )𝑥2 − 𝑒𝑥

,

here

= 𝐾𝑎 + 𝑃𝑖𝑛, 𝑏 =
𝜌𝑚𝑃𝑖𝑛𝑄max

(𝑙𝑎 + 𝑑𝑎 +
𝜈+𝐷
𝐿 )(𝑄max −𝑄min)

,

𝑐 =
𝜌𝑚𝑃𝑖𝑛

𝜈+𝐷 , 𝑑 = 𝐿
𝐷
(𝑙𝑎 +

𝜈 +𝐷
𝐿

),

(𝑙𝑎 + 𝑑𝑎 + 𝐿 )(𝑄max −𝑄min)
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𝑒 =
𝜌𝑚𝑄max

𝐿
𝐷 (𝑙𝑎 +

𝜈+𝐷
𝐿 )

(𝑙𝑎 + 𝑑𝑎 +
𝜈+𝐷
𝐿 )(𝑄max −𝑄min)

, 𝑓 =
𝜌𝑚

𝐿
𝐷 (𝑙𝑎 +

𝜈+𝐷
𝐿 )

(𝑙𝑎 + 𝑑𝑎 +
𝜈+𝐷
𝐿 )(𝑄max −𝑄min)

.

Then,

𝐹 ′(𝑥) =
−(𝑎 + 𝑐)(𝑑 + 𝑓 )𝑥2 + 2𝑏(𝑑 + 𝑓 )𝑥 − 𝑏𝑒

((𝑑 + 𝑓 )𝑥2 − 𝑒𝑥)2
=

𝐺(𝑥)
((𝑑 + 𝑓 )𝑥2 − 𝑒𝑥)2

.

By simple calculation, one derives that

𝛥 = [2𝑏(𝑑 + 𝑓 )]2 − 4(𝑎 + 𝑐)(𝑑 + 𝑓 )𝑏𝑒 = 4𝑏(𝑑 + 𝑓 )[𝑏(𝑑 + 𝑓 ) − 𝑒(𝑎 + 𝑐)] < 0,

since

𝑏(𝑑 + 𝑓 ) − 𝑒(𝑎 + 𝑐) = −
𝜌𝑚

𝐿
𝐷 (𝑙𝑎 +

𝜈+𝐷
𝐿 )𝑄max

(𝑙𝑎 + 𝑑𝑎 +
𝜈+𝐷
𝐿 )(𝑄max −𝑄min)

𝐾𝑎 < 0.

Then 𝐺(𝑥) = −(𝑎 + 𝑐)(𝑑 + 𝑓 )𝑥2 + 2𝑏(𝑑 + 𝑓 )𝑥 − 𝑏𝑒 < 0. Therefore, 𝐹 (𝑥) is
strictly decreasing in 𝑥 and then the uniqueness of 𝐸∗ is proved. □

Theorem 3. The nutrient-only steady state 𝐸0 always exists. If 𝑑𝑎 > 𝑑∗𝑎 ,
then 𝐸0 is globally asymptotically stable. If 0 < 𝑑𝑎 < 𝑑∗𝑎 , then there exists
a unique positive steady state 𝐸∗, and system (3.4) is uniformly persistent,
i.e., there exists an 𝜖 > 0 such that lim inf 𝑡→∞ 𝐴(𝑡) ≥ 𝜖 for all solutions with
𝐴(0) > 0.

Proof. It is obvious that 𝐸0 always exists and the Jacobian matrix at
𝐸0 is

𝐽 (𝐸0) =

⎛

⎜

⎜

⎜

⎜

⎝

𝑎11 0 0 0
0 𝑎22 𝑎23 𝑎24
𝑎31 0 𝑎33 0
𝑎41 0 0 𝑎44

⎞

⎟

⎟

⎟

⎟

⎠

,

where

𝑎11 = 𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 − 𝑑𝑎 −
𝜈 +𝐷
𝐿

,

𝑎22 =
𝜕𝜌
𝜕𝑄

(𝑄̂)𝑔𝑎(𝑃𝑖𝑛) − 𝑟𝑎𝑔𝑟(𝑅𝑖𝑛)𝐼(0),

𝑎23 = −𝜇𝑎(𝑄̂)𝐼(0)𝑄̂
𝜕𝑔𝑟
𝜕𝑅

(𝑅𝑖𝑛), 𝑎24 = 𝜌(𝑄̂)
𝜕𝑔𝑎
𝜕𝑃

(𝑃𝑖𝑛),

𝑎31 = −𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) + 𝑙𝑎,

33 = −𝛼, 𝑎41 = −𝜌(𝑄̂)𝑔𝑎(𝑃𝑖𝑛) + 𝑑𝑎𝑄̂, 𝑎44 = −𝐷
𝐿
.

Note that the eigenvalues of 𝐽 (𝐸0) are 𝑎𝑖𝑖, 𝑖 = 1,… , 4, and 𝑎𝑖𝑖 < 0, for
𝑖 = 2, 3, 4. Consequently, if 𝑑𝑎 > 𝑑∗𝑎 , i.e., 𝑎11 < 0, then 𝐸0 is locally
asymptotically stable.

Subsequently, consider the situation when 0 < 𝑑𝑎 < 𝑑∗𝑎 . Recall the
definition of the set 𝛬, define

𝛬0 = {(𝐴,𝑄,𝑅, 𝑃 ) ∈ 𝛬 ∶ 𝐴 > 0},

and

𝜕𝛬0 ∶= 𝛬∖𝛬0 = {(𝐴,𝑄,𝑅, 𝑃 ) ∈ 𝛬 ∶ 𝐴 = 0}.

t is straightforward to observe that both 𝛬0 and its boundary 𝜕𝛬0 are
positively invariant for system (3.4), and 𝜕𝛬0 is relatively closed within
𝛬. Moreover, based on Theorem 1, system (3.4) is point dissipative.
Let 𝛷(𝑡) ∶ 𝛬 → 𝛬 denote the solution map of system (3.4), define
𝑀𝜕 ∶= {𝐺 ∈ 𝜕𝛬0 ∶ 𝛷(𝑡)𝐺 ∈ 𝜕𝛬0,∀𝑡 ≥ 0}, and denote by 𝜔(𝐺) the
omega limit set of the trajectory 𝑂+(𝐺) ∶= {𝛷(𝑡)𝐺 ∶ 𝑡 ≥ 0}. Then, one
has the following claims.

Claim 1. 𝜔(𝐺) = {𝐸0} for any 𝐺 ∈ 𝑀𝜕 .

For any 𝐺 ∈ 𝑀𝜕 , one has 𝛷(𝑡)𝐺 ∈ 𝜕𝛬0, 𝑡 ≥ 0. Consequently
𝐴(𝑡, 𝐺) = 0, 𝑡 ≥ 0. Considering the third and fourth equation in system
(3.4), one can derive the following reduced sub-system

⎧

⎪

⎨

⎪

d𝑅
d𝑡 = 𝛼(𝑅𝑖𝑛 − 𝑅),

d𝑃 = 𝐷 (𝑃 − 𝑃 ).

⎩ d𝑡 𝐿 𝑖𝑛

5 
Based on the theory of monotone dynamical system, (𝑅𝑖𝑛, 𝑃𝑖𝑛) is the
unique equilibrium of the sub-system, which is globally asymptot-
ically stable. Therefore, it concludes that lim𝑡→∞(𝑅(𝑡, 𝐺), 𝑃 (𝑡, 𝐺)) =
𝑅𝑖𝑛, 𝑃𝑖𝑛). Moreover, by the theory of asymptotically autonomous semi-
lows [43], the equation 𝑄(𝑡) in system (3.4) asymptotically approaches
̂ , i.e., lim𝑡→∞ 𝑄(𝑡, 𝐺) = 𝑄̂. Therefore, this claim is established, and 𝐸0

is globally asymptotically stable.
Let 𝜂1 ∶= 1

2

(

𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 − 𝑑𝑎 −
𝜈+𝐷
𝐿

)

> 0. Then from the
continuity of 𝜇𝑎(𝑄), it follows that there exists a 𝜎1 > 0 such that

𝑎(𝑄)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) > 𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝜂1, ∀|𝑄 − 𝑄̂| < 𝜎1. (3.7)

laim 2. 𝐸0 is a uniform weak repeller for 𝛬0 in the sense that

lim sup
𝑡→∞

|𝛷𝑡(𝐺) − 𝐸0| ≥ 𝜎1, ∀𝑆 ∈ 𝛬0.

By the contradiction arguments, assume that there exists a 𝐺 ∈ 𝛬0
such that

lim sup
𝑡→∞

|𝛷𝑡(𝐺) − 𝐸0| < 𝜎1.

Then, there exists a 𝜏1 > 0 such that

|𝑄(𝑡, 𝐺) − 𝑄̂| < 𝜎1, ∀𝑡 ≥ 𝜏1.

Combining this with (3.5), one has

𝜇𝑎(𝑄(𝑡, 𝐺))𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 − 𝑑𝑎 −
𝜈 +𝐷
𝐿

> 𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 − 𝑑𝑎 −
𝜈 +𝐷
𝐿

− 𝜂1 = 𝜂1, 𝑡 ≥ 𝜏1.

onsequently, from the first equation in system (3.4), it follows that
d𝐴(𝑡, 𝐺)

d𝑡 > 𝜂1𝐴(𝑡, 𝐺), 𝑡 ≥ 𝜏1.

hen it implies that 𝐴(𝑡, 𝐺) is unbounded due to 𝜂1 > 0, which
ontradicts to the fact that lim𝑡→∞ 𝐴(𝑡, 𝐺) = 0. Hence, Claim 2 holds.

Based on the discussion above, 𝐸0 is isolated in 𝛬, and the stable set
(𝐸0) of 𝐸0 satisfies 𝑊 (𝐸0) ∩𝛬0 = ∅ [44]. Since 𝛷(𝑡) ∶ 𝛬 → 𝛬 is point

issipative and compact, there exists a global attractor 𝛬̃ for 𝛷(𝑡) [44].
urthermore, 𝛷(𝑡) ∶ 𝛬 → 𝛬 is uniformly persistent with respect to
𝛬0, 𝜕𝛬0). Then, from [44], it yields that there exists a global attractor
̃0 in 𝛬0 for 𝛷𝑡, and 𝛷𝑡 admits at least one fixed point (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ) ∈ 𝛬0.
onsequently, it follows that 𝐴̄ > 0, 𝑄̄ ≥ 𝑄min > 0, and (𝑅̄, 𝑃 ) satisfies

𝛼(𝑅𝑖𝑛 − 𝑅̄) − 𝜇𝑎(𝑄̄)𝑔𝑟(𝑅̄)𝐼(𝐴̄)𝐴̄ + 𝑙𝑎𝐴̄ = 0,
𝐷
𝐿
(𝑃𝑖𝑛 − 𝑃 ) − 𝜌(𝑄̄)𝑔𝑎(𝑃 )𝐴̄ + 𝑑𝑎𝐴̄𝑄̄ = 0.

irect calculation confirms that 𝐴̄ > 0 ensures 𝑅̄ > 0 and 𝑃 >
. Thus, (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ) is a positive steady-state for (3.4). The proof is
omplete. □

heorem 4. The positive steady state 𝐸∗ = (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ) is locally
symptotically stable if 𝑎0, 𝑎1, 𝑎2 > 0, and 𝑎1𝑎2𝑎3 > 𝑎21 + 𝑎23𝑎0, where 𝑎𝑖
for 𝑖 = 0, 1, 2, 3) are defined in the proof.

roof. The Jacobian matrix of system (3.4) at 𝐸∗ = (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ) is

(𝐸∗) =

⎛

⎜

⎜

⎜

⎜

⎝

𝐽11 𝐽12 𝐽13 0
𝐽21 𝐽22 𝐽23 𝐽24
𝐽31 𝐽32 𝐽33 0
𝐽41 𝐽42 0 𝐽44

⎞

⎟

⎟

⎟

⎟

⎠

,

here

11 = 𝜇𝑎(𝑄̄)𝑔𝑟(𝑅̄)
𝜕𝐼
𝜕𝐴

(𝐴̄)𝐴̄ < 0, 𝐽12 =
𝜕𝜇𝑎
𝜕𝑄

(𝑄̄)𝑔𝑟(𝑅̄)𝐼(𝐴̄)𝐴̄ > 0,

𝐽13 =
𝜕𝑔𝑟
𝜕𝑅

(𝑅̄)𝜇𝑎(𝑄̄)𝐼(𝐴̄)𝐴̄ > 0, 𝐽21 = −𝜇𝑎(𝑄̄)𝑔𝑟(𝑅̄)
𝜕𝐼
𝜕𝐴

(𝐴̄)𝑄̄ > 0,

𝐽 =
𝜕𝜌

(𝑄̄)𝑔 (𝑃 ) − 𝜇 (𝑄̄)𝑔 (𝑅̄)𝐼(𝐴̄) −
𝜕𝜇𝑎 (𝑄̄)𝑔 (𝑅̄)𝐼(𝐴̄)𝑄̄ < 0,
22 𝜕𝑄 𝑎 𝑎 𝑟 𝜕𝑄 𝑟
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𝐽23 = −𝜇𝑎(𝑄̄)
𝜕𝑔𝑟
𝜕𝑅

(𝑅̄)𝐼(𝐴̄)𝑄̄ < 0, 𝐽24 = 𝜌(𝑄̄)
𝜕𝑔𝑎
𝜕𝑃

(𝑃 ) > 0,

31 = −𝜇𝑎(𝑄̄)𝑔𝑟(𝑅̄)
𝜕𝐼
𝜕𝐴

(𝐴̄)𝐴̄ − 𝜇𝑎(𝑄̄)𝑔𝑟(𝑅̄)𝐼(𝐴̄) + 𝑙𝑎,

𝐽32 = −
𝜕𝜇𝑎
𝜕𝑄

(𝑄̄)𝑔𝑟(𝑅̄)𝐼(𝐴̄)𝐴̄ < 0, 𝐽33 = −𝛼 − 𝜇𝑎(𝑄̄)
𝜕𝑔𝑟
𝜕𝑅

(𝑅̄)𝐼(𝐴̄)𝐴̄ < 0,

41 = −𝜌(𝑄̄)𝑔𝑎(𝑃 ) + 𝑑𝑎𝑄̄ < 0, 𝐽42 = −
𝜕𝜌
𝜕𝑄

(𝑄̄)𝑔𝑎(𝑃 )𝐴̄ + 𝑑𝑎𝐴̄ > 0,

𝐽44 = −𝐷
𝐿

− 𝜌(𝑄̄)
𝜕𝑔𝑎
𝜕𝑃

(𝑃 )𝐴̄ < 0.

The characteristic equation of the Jacobian matrix 𝐽 (𝐸∗) is given by

𝜆4 + 𝑎3𝜆
3 + 𝑎2𝜆

2 + 𝑎1𝜆 + 𝑎0 = 0,

where

𝑎3 = −(𝐽11 + 𝐽22 + 𝐽33 + 𝐽44) > 0,

𝑎2 =𝐽11𝐽22 + 𝐽11𝐽33 + 𝐽22𝐽44 + 𝐽33𝐽44 + 𝐽11𝐽44
− 𝐽22𝐽33 − 𝐽23𝐽32 − 𝐽12𝐽21 − 𝐽13𝐽31 − 𝐽24𝐽42,

𝑎1 =𝐽11𝐽22𝐽33 + 𝐽22𝐽33𝐽44 + 𝐽11𝐽23𝐽32 + 𝐽23𝐽32𝐽44 − 𝐽11𝐽22𝐽44
− 𝐽11𝐽33𝐽44 + 𝐽12𝐽21𝐽33 − 𝐽12𝐽23𝐽31 + 𝐽12𝐽21𝐽44 − 𝐽13𝐽21𝐽32
𝐽13𝐽22𝐽31 + 𝐽13𝐽31𝐽44 − 𝐽12𝐽24𝐽41 + 𝐽12𝐽24𝐽42 + 𝐽24𝐽33𝐽42,

𝑎0 = − 𝐽11𝐽22𝐽33𝐽44 − 𝐽11𝐽23𝐽32𝐽44 − 𝐽12𝐽21𝐽33𝐽44 + 𝐽12𝐽23𝐽31𝐽44
+ 𝐽13𝐽21𝐽32𝐽44 − 𝐽13𝐽22𝐽31𝐽44 − 𝐽11𝐽24𝐽33𝐽42 + 𝐽12𝐽24𝐽33𝐽41
+ 𝐽13𝐽24𝐽31𝐽42 − 𝐽13𝐽24𝐽32𝐽41.

By Routh–Hurwitz criterion, 𝐸∗ = (𝐴̄, 𝑄̄, 𝑅̄, 𝑃 ) is locally asymptotically
stable if 𝑎0, 𝑎1, 𝑎2 > 0, and 𝑎1𝑎2𝑎3 > 𝑎21 + 𝑎23𝑎0. □

Theorem 5. System (3.4) undergoes a transcritical bifurcation around 𝐸0
at 𝑑𝑎 = 𝑑∗𝑎 = 𝜇𝑎(𝑄̂)𝑔𝑟(𝑅𝑖𝑛)𝐼(0) − 𝑙𝑎 −

𝜈+𝐷
𝐿 .

Proof. Selecting 𝑑𝑎 as the bifurcation parameter, the theorem is
demonstrated by applying Sotomayor’s theorem as outlined in [45].
Sotomayor’s theorem necessitates that one of the eigenvalues of 𝐽 (𝐸0)

ust equate to zero. The eigenvectors corresponding to the zero eigen-
alue of 𝐽 (𝐸0) and 𝐽 (𝐸0)T are

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

− 𝑎33
𝑎31

− 𝑎23
𝑎22

+ 𝑎23𝑎33𝑎41
𝑎22𝑎31𝑎44

1

− 𝑎33𝑎41
𝑎31𝑎44

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,𝑊 =

⎛

⎜

⎜

⎜

⎜

⎝

1
0
0
0

⎞

⎟

⎟

⎟

⎟

⎠

.

Direct calculation yields that

1 = 𝑊 T ⋅ 𝐹𝑑𝑎 (𝐸0; 𝑑∗𝑎 ) = 0,

2 = 𝑊 T ⋅ [𝐷𝐹𝑑𝑎 (𝐸0; 𝑑∗𝑎 )𝑉 ] =
𝑎33
𝑎31

≠ 0,

𝛥3 = 𝑊 T ⋅ [𝐷2𝐹 (𝐸0; 𝑑∗𝑎 )(𝑉 , 𝑉 )] ≠ 0,

where 𝐹 = (𝐹1, 𝐹2, 𝐹3, 𝐹4)T. According to Sotomayor’s theorem, system
(3.4) displays a transcritical bifurcation near 𝐸0 when 𝑑𝑎 = 𝑑∗𝑎 . This
concludes the proof. □

Fig. 3.2 depicts the time-series solution of system (3.4) with dif-
ferent depths. It is observed that, for 𝐿 = 2, 3, 5, algae thrive in the
water column, while algae become extinct when 𝐿 = 8. Notably, algal
abundance does not negatively correlate with depth, which contrasts
with the findings in [9], despite the lower average sunlight intensity in

deeper water columns. This discrepancy arises due to the fact that algal

6 
Fig. 3.2. Dynamics of algae without bacteria with varying water column depths 𝐿.
The parameter values take from Table 2.2 except for 𝑃𝑖𝑛 = 80 and 𝑅𝑖𝑛 = 80.

Fig. 3.3. Bifurcation diagram of algae without bacteria with algae death rate 𝑑𝑎 being
the bifurcation parameter. The parameter values are selected from Table 2.2.

growth necessitates a balanced interaction among sunlight, phosphorus,
and IC. Furthermore, the algal cell quota positively correlates with
water column depth. Specifically, the eventual IC concentration is
relatively high in deep water columns and is low in shallow ones.
Moreover, a bifurcation diagram with the algal death rate being the
bifurcation parameter is presented in Fig. 3.3, which substantiates the
previous theoretical findings. Specifically, when the algal death rate is
low, i.e., 𝑑𝑎 < 𝑑∗𝑎 , 𝐸0 becomes unstable, and a unique steady state 𝐸∗

emerges, indicating algal survival in the aquatic environment. Although
the stability of 𝐸∗ has not yet to be confirmed, numerical simulations
support its existence. Conversely, when 𝑑𝑎 > 𝑑∗𝑎 , the substantial loss rate
results in algal extinction. In such a scenario, there is no positive steady
state, and the nutrient-only steady state 𝐸0 is globally asymptotically
stable.

Next, the effect of various abiotic factors on algal density is exam-
ined and one parameter bifurcation diagrams are provided for algae. In
aquatic ecosystems, three crucial abiotic factors affecting algal growth
are the concentration of phosphorus input (𝑃𝑖𝑛), the concentration
of IC input (𝑅𝑖𝑛), and water surface light intensity (𝐼𝑖𝑛). Fig. 3.4(a)

clearly illustrates that the equilibrium algal density increases with the
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Fig. 3.4. Bifurcation diagram of algae with respect to different abiotic factors. The parameters are from Table 2.2.
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increasing levels of total phosphorus input concentration (𝑃𝑖𝑛). Higher
phosphorus concentrations significantly enhance algal growth on a
large scale. Nevertheless, it is worth noting that the cell quota of algae
imposes limitations on their growth. It is observed in Fig. 3.4(b) and (c)
that the equilibrium algal density increases with increasing inorganic
carbon input and light intensity. Elevated carbon dioxide levels stimu-
late algal growth, and higher light intensity plays a substantial role in
the frequent occurrence of algal blooms during summer. However, it is
important to note that the critical thresholds exist for inorganic carbon
input and light intensity. Beyond these thresholds, for example, if the
algal death rate (𝑑𝑎) surpasses a certain threshold (𝑑∗𝑎 ), algae begin to
decline gradually. Fig. 3.4(d) reveals that, when algae are affected by
multiple abiotic factors, the most suitable depth for algae to thrive is
not necessarily at the water’s surface. Instead, there exists an optimal
depth within the water column for algal growth.

Subsequently, the effects of different abiotic factors and depth on
algal growth are considered. The phosphorus input 𝑃𝑖𝑛 is closely related
to the eutrophication of the water body, and increasing inorganic car-
bon input 𝑅𝑖𝑛 characterizes the elevated atmospheric CO2. For different
phosphorus input (see Fig. 3.5(a)), there is an optimal depth of water
body for algal survival under the influence of light intensity. What is
more, even with higher phosphorus inputs, algae become extinct in
deep lakes (𝐿 > 8.7 m) due to lower average light intensity in the
water column. This also explains why shallow lakes are more prone
to algae blooms. In Fig. 3.5(b), for the low IC input (𝑅𝑖𝑛 = 40), algae
cannot survive in the water column, because IC is one of the important
raw materials for algae photosynthesis. As IC concentration increases,
algal biomass increases and algae can survive in deeper water bodies.
This also shows that the increase in atmospheric CO2 will stimulate the
growth of algae, causing an increase in algal biomass.
7 
Light intensity 𝐼𝑖𝑛 is one of the critical regulators of photosynthesis
and metabolism in algae. In Fig. 3.6(a), algae become extinct under low
light intensities (e.g., 𝐼𝑖𝑛 = 100). As light intensity increases, algae can
survive in deeper water bodies. It can be seen that light is an important
factor affecting whether algae can survive in deep waters. What is
more, the background light attenuation coefficient 𝐾𝑏𝑔 describes the
ransmittance of water quality. As 𝐾𝑏𝑔 decreases, not only can algae

survive in deep waters, but also algal biomass increases. As a result,
clear shallow lakes are more prone to algae blooms.

The parameter space is explored by performing an uncertainty
analysis using a Latin hypercube sampling (LHS) method. Sensitivity
analysis is performed by evaluating partial rank correlation coefficients
(PRCCs) for various input parameters against output variables over
time, and then the key parameters are determined. The result illustrated
in Fig. 3.7 suggests that, 𝐴̄ is more sensitive to 𝑟𝑎, 𝑑𝑎, 𝜈, 𝐿, and 𝐾𝑏𝑔 ,
ollowed by 𝑄min, 𝑙𝑎, 𝛼, and 𝐾𝑎, among which 𝜈, 𝐿, and 𝐾𝑏𝑔 are closely
elated to the water environment. As a results, clear shallow lakes with
lower water flow are more conducive to the growth of algae.

. Bacteria-algae interaction dynamics

This section reverts to the original bacteria-algae system described
y model (2.2). The system (2.2) may have three types of equilibria:

he extinction steady state 𝑒0 = (0, 𝑄̂, 0, 𝑅𝑖𝑛, 0, 𝑃𝑖𝑛),

he algae only steady state 𝑒1 = (𝐴̄, 𝑄̄, 0, 𝑅̄, 𝑆̄, 𝑃 ),

he coexistence steady state(s) 𝑒∗ = (𝐴∗, 𝑄∗, 𝐵∗, 𝑅∗, 𝑆∗, 𝑃 ∗).
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Fig. 3.5. Effects of phosphorus input and inorganic carbon input on algal density.
Fig. 3.6. Effects of light input and background light attenuation coefficient on algal density.
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Fig. 3.7. PRCCs of algal density 𝐴̄ with respect to model parameters.

he bacterial survival threshold, denoted as 𝑑∗𝑏 , can be computed by
linearizing system (2.2) at 𝑒1. This threshold is given by

∗
𝑏 = 𝑟𝑏𝑔𝑏(𝑃 )𝑔𝑠(𝑆̄) − 𝑙𝑏 −

𝐷
𝐿
,

here 𝑆̄ = 𝐷
𝐿 (𝜇𝑠(𝐴̄, 𝑄̄, 𝑅̄) + 𝑑𝑎𝐴̄) and 𝐴̄, 𝑄̄, 𝑃 , and 𝑅̄ are components of

∗ of the system (3.4).

A straightforward sufficient criterion for the extinction of both algae
nd bacteria is presented in the following theorem.
 t

8 
heorem 6. If 𝑟𝑎𝐼(0) < 𝐷∕𝐿, then both algae and bacteria will be extinct,
hat is, lim𝑡→∞ 𝐴(𝑡) = lim𝑡→∞ 𝐵(𝑡) = 0 for all nonnegative initial conditions.

It is readily apparent that, if 𝑟𝑎𝐼(0) < 𝐷∕𝐿, then 𝑑𝑎 > 𝑑∗𝑎 . Conse-
uently, algae and bacteria will become extinct, and the details of the
roof are foregone for conciseness.

Employing analogous arguments to those presented in Theorem 3,
e establish the stability of the boundary steady states of system (2.2).

heorem 7. The extinction steady state 𝑒0 always exists, and it is globally
symptotically stable if 𝑑𝑎 > 𝑑∗𝑎 and 𝑑𝑏 > 𝑑∗𝑏 . The algae only steady state
1 exists and is unique if 0 < 𝑑𝑎 < 𝑑∗𝑎 and 𝑑𝑏 > 𝑑∗𝑏 .

According to the above model analysis, the parameters (𝑑𝑎, 𝑑𝑏) plane
s divided into

1 ∶= {(𝑑𝑎, 𝑑𝑏) ∶ 𝑑𝑎 > 𝑑∗𝑎},

2 ∶= {(𝑑𝑎, 𝑑𝑏) ∶ 0 < 𝑑𝑎 < 𝑑∗𝑎 , 𝑑𝑏 > 𝑑∗𝑏 },

3 ∶= {(𝑑𝑎, 𝑑𝑏) ∶ 0 < 𝑑𝑎 < 𝑑∗𝑎 , 0 < 𝑑𝑏 < 𝑑∗𝑏 }.

(4.8)

s a result of the presence of 𝑃𝑖𝑛, the system will not be completely
xtinct. The extinction of algae and bacteria is inevitable if the algal loss
ate 𝑑𝑎 is larger than 𝑑∗𝑎 regardless of the value of 𝑑𝑏, which is indicated
y theoretical analysis and numerical simulations. This is because the
rganic carbon released by the photosynthesis of algae is an essential
esource for bacterial growth. Hence, the extinction of algae will cause
he extinction of bacteria, indicating bottom-up control of bacteria by
lgae (see Fig. 4.8).

Numerical simulations are presented to explore algae-bacteria in-

eraction dynamics. Fig. 4.9 illustrates the impact of changes in algal
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Fig. 4.8. Parameter ranges in the (𝑑𝑎 , 𝑑𝑏) plane with different extinction/existence
cenarios. 𝛤𝑖 , 𝑖 = 1, 2, 3 are defined in (4.8), 𝑑∗

𝑎 is a critical threshold for algae invasion,
nd 𝑑∗

𝑏 is a critical threshold for bacteria invasion when algae exist.

Fig. 4.9. Bifurcation diagram of algae and bacteria 𝑑𝑎 ∈ (0, 0.4). The figure shows the
nfluence of algal density changes on bacterial biomass density by a bottom-up control
nd competition.

iomass density on bacterial biomass density through bottom-up con-
rol and competition. Initially, algae exhibit a low death rate and
ompete with bacteria for nutrients. Consequently, insufficient nutrient
vailability leads to 𝑑𝑏 surpassing 𝑑∗𝑏 , resulting in bacterial extinction.
he branching points for algae and bacteria are identical, as they are
etermined by the same condition where 𝑑𝑎 equals 𝑑∗𝑎 . The presence
f 𝑑∗𝑏 does not alter this branching point because 𝑑∗𝑏 is defined only if

𝑑𝑎 < 𝑑∗𝑎 .
The impacts of phosphorus input and IC input on both algae and

bacteria are investigated. In Fig. 4.10, combined with (a) and (b), both
algae and bacteria exhibit an increase concerning the total phosphorus
input 𝑃𝑖𝑛. Higher concentrations of nutrients can alleviate competi-
tion between algae and bacteria for nutrients, thereby promoting an
increase in bacterial biomass. In Fig. 4.10(a), where the algal death
rate is low (i.e., 𝑑𝑎 = 0.1), the bacterial population cannot survive
in the water column when 𝑃𝑖𝑛 < 40, even though bacteria exhibit
higher nutrient affinity than algae. This is because, besides phospho-
rus, DOC is also essential for bacterial growth. When 𝑃𝑖𝑛 < 40, the

DOC produced by algae is insufficient to sustain bacterial growth

9 
and metabolism (i.e., bacterial respiration), leading to the extinction
of bacteria. However, in Fig. 4.10(b), where the algal death rate is
high (𝑑𝑎 = 0.2), algae and bacteria can coexist even in oligotrophic
nvironments. This is because when algae die, their cells lyse, releasing
ubstantial amounts of organic matter, including DOC and phosphorus.
hese organic substances can be utilized by bacteria, promoting their
rowth and reproduction [46,47]. In particular, when 𝑃𝑖𝑛 > 50, the
quilibrium densities of algae and bacteria remain constant, indicating
hat phosphorus concentration is no longer the limiting factor for
iomass production.

Fig. 4.10(c) shows the comparison of phosphorus content within
lgae and bacteria under different values of 𝑑𝑎 and 𝑃𝑖𝑛. The red hollow
ircles indicate that the phosphorus content within algae is higher
han that within bacteria, while the blue solid circles indicate that the
hosphorus content within bacteria is higher than that within algae. As
hown in Fig. 4.10(c), when 𝑑𝑎 is low, the phosphorus content within
lgae is generally higher than that within bacteria (indicated by red
ollow circles). This is because the DOC produced by algae through
hotosynthesis and cell lysis limits bacterial growth. As 𝑑𝑎 increases,
he DOC and nutrients released from lysed algae cells increase, which
acteria can utilize, thereby causing the phosphorus content within
acteria to gradually exceed that within algae (indicated by blue solid
ircles). Fig. 4.10(d) illustrates that only moderate IC input is conducive
o bacterial growth. Lower and higher IC levels are detrimental to
acterial populations. The reason behind this observation lies in the fact
hat DOC and nutrients are two essential resources for bacterial growth.
ower IC input reduces the production of DOC by algae. Conversely,
igher inorganic carbon input causes a rapid surge in algal biomass,
eading to increased nutrient consumption, which negatively affects
acterial growth.

We examine the influence of water surface light intensity and water
epth on both algae and bacteria. In Fig. 4.11(a), a critical value
merges for both algae and bacteria with algae density increasing
n response to higher water surface light intensity. Initially, as light
ntensity rises, bacterial density also increases due to the organic matter
roduced by the algae. However, with continued increases in light
ntensity, bacterial density gradually diminishes until it reaches extinc-
ion. This phenomenon arises from the excessive blooming of algae
n intense light conditions, leading to competition with bacteria for
imited nutrients. Consequently, high light intensity, in addition to
igh IC input, can be detrimental to bacterial populations. As depicted
n Fig. 4.11(b), algae tend to thrive at moderate depths of water,
hile bacteria prefer shallower water bodies. Simultaneously, in deeper
ater bodies (e.g., 𝐿 > 8.6), the algal population diminishes due

o insufficient light availability, and the bacterial population declines
long with algae.

Several bifurcation surface diagrams (Figs. 4.12–4.15) are produced
o illustrate the densities of algae and bacteria along gradients of abiotic
actors. IC serves as the primary substrate for algae photosynthesis,
nd sufficient light is an indispensable requirement for this process.
s shown in Fig. 4.12, an increase in both light intensity (𝐼𝑖𝑛) and IC

nput (𝑅𝑖𝑛) progressively stimulates algal growth. However, Fig. 4.13
reveals that the bacterial population can only thrive under moderate
levels of 𝐼𝑖𝑛 and 𝑅𝑖𝑛. Excessive light intensity and inorganic carbon
concentrations have a detrimental effect on bacterial population. The
reason is that bacterial growth requires a supply of nutrients and or-
ganic carbon. When nutrient concentration remains constant, elevated
light intensity and inorganic carbon levels lead to an increase in algae
density. While this results in the production of more organic carbon,
it also escalates nutrient consumption by the growing algae, thereby
constraining bacterial growth. From Figs. 4.14 and 4.15, it is evident
that, when 𝐿 < 8.2, the augmentation of phosphorus concentration 𝑃𝑖𝑛
fosters the growth of both algae and bacteria. This phenomenon can be
attributed to increased 𝑃𝑖𝑛, which alleviates the competition between

algae and bacteria.
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Fig. 4.10. Bifurcation diagrams of algae and bacteria for 𝑃𝑖𝑛 ∈ (0, 300) and 𝑅𝑖𝑛 ∈ (0, 500). Panel (a) shows the bifurcation diagram for 𝑃𝑖𝑛 when 𝑑𝑎 = 0.1. Panel (b) presents the
ifurcation diagram for 𝑃𝑖𝑛 when 𝑑𝑎 = 0.2. Panel (c) compares the phosphorus content within algae and bacteria under different values of 𝑑𝑎 and 𝑃𝑖𝑛, where red hollow circles
ndicate higher phosphorus content in algae and blue solid circles indicate higher phosphorus content in bacteria. Panel (d) shows the bifurcation diagram for 𝑅𝑖𝑛. Other parameters
re from Table 2.2.
Fig. 4.11. Bifurcation diagrams of algae and bacteria for 𝐼𝑖𝑛 ∈ (0, 800) and 𝐿 ∈ (2, 10).
5. Carbon sequestration

In most aquatic ecosystems, DOC constitutes the largest pool of
reduced organic carbon [48], and its concentration serves as a mea-
surable indicator of carbon sequestration. This section will utilize nu-
merical simulations to investigate the influence of both abiotic factors,
including phosphorus concentration, inorganic carbon concentration,
light intensity, and water depth, as well as biotic factors, such as
10 
the respiration and mortality rates of algae and bacteria, on carbon
sequestration.

5.1. Abiotic factors

Initially, the effect of phosphorus input 𝑃𝑖𝑛 and IC input 𝑅𝑖𝑛 on
carbon sequestration is explored, as illustrated by the bifurcation sur-
face and contour plot in Fig. 5.16. Detailed analyses of this figure
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Fig. 4.12. Bifurcation surface and contour plot of algae density for 𝐼𝑖𝑛 ∈ (0, 800) and 𝑅𝑖𝑛 ∈ (0, 300).
Fig. 4.13. Bifurcation surface and contour plot of bacteria density for 𝑅𝑖𝑛 ∈ (0, 300) and 𝐼𝑖𝑛 ∈ (0, 800).
Fig. 4.14. Bifurcation surface and contour plot of algae density for 𝑃𝑖𝑛 ∈ (0, 300) and 𝐿 ∈ (2, 10).
Fig. 4.15. Bifurcation surface and contour plot of bacteria density for 𝑃𝑖𝑛 ∈ (0, 300) and 𝐿 ∈ (2, 10).
unequivocally reveal that, when 𝑃𝑖𝑛 is kept constant, an increase in
𝑅𝑖𝑛 leads to an increase in DOC concentration. This phenomenon arises
because heightened atmospheric CO2 levels result in more CO2 enter-
ing the water, stimulating algae photosynthesis, and generating more
11 
DOC, which implies that elevated atmospheric CO2 facilitates carbon
sequestration.

However, when 𝑅𝑖𝑛 is held constant, an increase in 𝑃𝑖𝑛 correlates
with a decrease in DOC concentration. This observation suggests that
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Fig. 5.16. Bifurcation surface and contour plot of DOC concentration for 𝑃𝑖𝑛 ∈ (0, 300) and 𝑅𝑖𝑛 ∈ (0, 300).
Fig. 5.17. Bifurcation surface and contour plot of P concentration for 𝑃𝑖𝑛 ∈ (0, 300) and 𝑅𝑖𝑛 ∈ (0, 300).
eutrophication can decrease carbon sequestration, which is consistent
with the finding of Jiang et al. [49]. The reason is that eutrophica-
tion alleviates the competition for nutrients between algae and bacte-
ria. Although the DOC produced by algae increases, bacterial growth
simultaneously consumes DOC and hence reduces carbon sequestration.

Furthermore, phosphorus (P) is an essential element for all life
forms, and many aquatic ecosystems globally have been adversely
affected by P eutrophication [50]. Building upon the preceding dis-
cussion, the bifurcation surfaces and contour plots of P concentration
(see Fig. 5.17) are constructed to investigate the relationship between
elevated CO2 levels and phosphorus. In Fig. 5.17, it is evident that, for
specific 𝑅𝑖𝑛 values, an increase in 𝑃𝑖𝑛 leads to a rise in P concentration
in the water body. However, when 𝑃𝑖𝑛 is constant, an increase in 𝑅𝑖𝑛
decreases P concentration. This trend arises because the elevated CO2
levels stimulate algal growth, increasing P consumption. Thus, the el-
evated atmospheric CO2 levels can potentially mitigate eutrophication
in water bodies [51,52], which is one positive side-effect amidst the
otherwise negative impact of anthropogenic CO2 emissions.

We investigate the effect of water surface light input 𝐼𝑖𝑛 and water
depth 𝐿 on carbon sequestration. As depicted in Fig. 5.18, when 𝐿 holds
constant, an increase in 𝐼𝑖𝑛 corresponds to a rise in DOC concentration.
This phenomenon occurs because the heightened light intensity facil-
itates algae photosynthesis, increasing DOC production. Furthermore,
when 𝐼𝑖𝑛 is fixed, the trend of DOC concentration varies with depth
𝐿. Initially, there is an increase in DOC concentration with increasing
depth, followed by a subsequent decrease. This suggests the existence
of an optimal depth for DOC concentration, which is consistent with
algae distribution with depth.

5.2. Biotic factors

In addition to abiotic factors, it is pertinent to examine the role of
certain biotic factors in the dynamics evolution of DOC concentration.
This subsection investigates the effect of different levels of parameters
12 
𝑑𝑎, 𝑙𝑎, 𝑑𝑏, and 𝑙𝑏, which represent the metabolism rates of algae and
bacteria.

We explore the effect of algal respiration and mortality on carbon
sequestration. As illustrated in Fig. 5.19, when 𝑙𝑎 is low (e.g., 𝑙𝑎 =
0.01), an increase in 𝑑𝑎 initially leads to a rise followed by a decline
in DOC concentration (see Fig. 5.20(a)). This pattern arises because
substantial organic matter accumulates within the algae when the
respiration rates are at low levels. Consequently, the low death rate
of algae promotes the exudation of organic matter, thereby increasing
DOC concentration. However, as the death rate continues to increase,
algal biomass decreases, resulting in reduced carbon sequestration and
a subsequent decline in DOC concentration. Conversely, when 𝑙𝑎 = 0.08,
DOC concentrations decrease with a rising death rate (see Fig. 5.20(b)).

We then examine the impact of bacterial respiration and mor-
tality on carbon sequestration, as depicted in Fig. 5.21. When 𝑑𝑏
keeps constant, an increase in 𝑙𝑏 decreases DOC concentration. This
phenomenon occurs because an elevated bacterial respiration rate di-
minishes bacterial biomass, reducing DOC consumption. Consequently,
a high bacterial respiration rate promotes carbon sequestration. How-
ever, when 𝑙𝑏 is fixed (e.g., 𝑙𝑏 = 0.4), even though a high bacterial death
rate reduces bacterial biomass and lowers DOC consumption, DOC con-
centration decreases. This is attributed to the high death rate resulting
in decreased bacterial biomass and thus reducing DOC recycling from
bacteria. Consequently, a high bacterial death rate diminishes carbon
sequestration.

6. Discussion

Numerous ecological stoichiometry models have been developed to
analyze the effects of multiple elements on ecological interactions in
an intricate way. However, these models assume that the system is
entirely open to carbon, limiting their applicability in investigating
the potential consequences of elevated atmospheric carbon dioxide
concentration on food webs. This limitation arises because carbon avail-

ability for photosynthesis is not adequately represented. Many studies
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Fig. 5.18. Bifurcation surface and contour plot of DOC concentration for 𝐼𝑖𝑛 ∈ (0, 800) and 𝐿 ∈ (2, 10).

Fig. 5.19. Bifurcation surface and contour plot of DOC concentration for 𝑙𝑎 ∈ (0, 0.2) and 𝑑𝑎 ∈ (0, 0.2).

Fig. 5.20. Bifurcation diagrams of DOC concentration with 𝑑𝑎 being the bifurcation parameter. Here 𝑙𝑎 = 0.01 (left) and 𝑙𝑎 = 0.08 (right). Other parameters are taken from Table 2.2.

Fig. 5.21. Bifurcation surface and contour plot of DOC concentration for 𝑙𝑏 ∈ (0, 1) and 𝑑𝑏 ∈ (0, 1).
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have demonstrated that an upsurge in atmospheric carbon dioxide can
enhance the rate of photosynthesis, leading to a corresponding increase
in the growth and production of autotrophs [53]. In algae-bacteria
systems affected by elevated carbon dioxide, the resulting elevation
in organic carbon concentration and reduction in nutrient levels can
significantly impact the growth of bacteria.

To explore the potential consequences of the ongoing global rise in
atmospheric carbon dioxide on algae-bacteria systems, we formulate
a novel stoichiometric model that explicitly accounts for inorganic
carbon availability. Based on [9], the model considers light, nutrients,
and carbon dioxide as limiting factors for algae growth, while organic
carbon and nutrients restrict bacterial growth. Furthermore, the model
explicitly incorporates the generation and consumption of carbon diox-
ide, allowing for some degree of openness in the system concerning
carbon.

The whole system exhibits a biologically significant forward invari-
ant region, rendering the system dissipativity. A simplified scenario
of the model, where 𝐵 is set to be zero, was scrutinized. In this
pecific scenario, a threshold is established for the death rate of algae.
dditionally, sufficient conditions are derived for the global asymptotic
tability of the nutrient-only steady state, contingent on various param-
ters such as total phosphorus input, carbon dioxide input, and water
urface light intensity. Moreover, sufficient conditions are established
or a positive steady state, unraveling the intricate stability conditions
ssociated with this equilibrium. During the bifurcation analysis of
he simplified case, several abiotic factors are scrutinized, including
hosphorus input, inorganic carbon input, light intensity at the water
urface, and water depth. These parameters are crucial limiting factors
or algae growth.

In parallel to the algal threshold, we also introduce the bacte-
ial survival threshold. Simulations were carried out to scrutinize the
epercussions of potentially limiting parameters on the algae-bacteria
ystem. Specifically, heightened phosphorus levels can promote the
oexistence of algae and bacteria, given that phosphorus is a vital
utrient for the growth of both. Furthermore, bacteria face extinction
t low 𝑅𝑖𝑛 and 𝐼𝑖𝑛 due to an insufficient quantity of organic carbon and
t high 𝑅𝑖𝑛 and 𝐼𝑖𝑛 due to inadequate phosphorus availability.

Carbon sequestration holds significant importance as a response to
limate change, aiming to mitigate the trend of global climate warming
y absorbing and storing CO2 from the atmosphere, thereby reducing

the cumulative concentration of greenhouse gases. Several factors that
affect carbon sequestration are deliberately considered. First, although
eutrophication encourages algal growth and can lead to algal blooms,
it ultimately diminishes carbon sequestration. Similarly, an increase
in light intensity yields a comparable outcome. Furthermore, elevated
atmospheric CO2 levels can potentially mitigate eutrophication in water
bodies. Additionally, our exploration of the metabolism rates of algae
and bacteria reveals that a high algal respiration rate correlates with
a decrease in DOC concentration, whereas a high bacterial respiration
rate facilitates carbon sequestration.

The model formulation and analyses still have certain limitations.
The model is built on the assumption of independent co-limitation
of algae growth by carbon, light, and phosphorus. Although there is
evidence supporting independent colimitation by carbon and phos-
phorus [54], conclusive evidence for colimitation of algae growth by
light and carbon is lacking. In addition, the model does not account
for various effects of carbon dioxide on algae. Apart from promoting
algal photosynthesis, carbon dioxide can decrease water pH, potentially
reducing algae productivity [55], which is absent in our modeling.
Additionally, atmospheric carbon dioxide concentration exhibits no-
ticeable periodicity, with lower levels in summer and higher levels
in winter. Therefore, it is reasonable and realistic to incorporate such
seasonal variations into the subsequent modeling studies.

What is more, the algae considered are autotrophic in this study.

However, mixotrophy, which combines autotrophic and heterotrophic
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nutrition, is a critical trophic strategy in planktonic microbes [56–
58]. This dual strategy plays a significant role in maintaining carbon
and nutrient cycles, enhancing ecosystem productivity and stability,
and supporting the biological carbon pump by efficiently transferring
energy and nutrients through the food web [59]. Hence, understanding
the degree of mixotrophy in algae will be crucial and interesting for
future research on the interactions between algae and bacteria.

Furthermore, autochthonous carbon, produced by algae, is the only
source of DOC considered in the model. In contrast, the contribution
of allochthonous carbon (i.e., the terrestrial inflow of organic matter
to the water) is often significant in both freshwater and marine sys-
tems [60,61]. We have numerically explored the impact of terrestrial
inflow of organic matter on the growth of bacteria and algae, but the
results indicated that the external input of DOC did not significantly
affect the growth of bacteria and algae. Consequently, determining
how to incorporate the external input of DOC into our model more
appropriately is also an important topic for future research. Finally,
this model would benefit from data fitting and validation for enhanced
reliability. Currently, many of the examined parameter regions are
predominantly theoretical. Incorporating data from experiments such
as free-air carbon enrichment and studies by Urabe et al. [18] would
help identify parameter regions requiring further investigation.
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