Math 225 (Q1) Solution to Homework Assignment 10
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(a) Let B=ATA= |12 13 —2 |. Then the eigenvalues of B are: \; = 25, \y = 9, \3 =
2 -2 8
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V2 3v2 3
0 with corresponding unit eigenvectors: vy = % , Vg = ﬁf , U3 = %
0 ~3v3 3

The singular values of A are: o1 = 5, 09 = 3, 03 = 0. Since there are two positive singular

values, the rank of A is 2.
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b)Let V=175 375 3 LetE:<030>. Let up = LAy = | 2 |,
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Uy = %A@ = {5) and U = <\{§ 1\/§> A = UXVT is a singular value
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decomposition of A.
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(c) A basis of Col(A) is {Avi, Ava} or we can use {ug,u2} = {( @) , ( f ) } A basis
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of Nul(A) is {vs} =

W=l

Let A be a n x n matrix and let A = UXV7 be a singular value decomposition of A. Then

det(A) = det(U) det(X) det(VT). Since U is an orthogonal matrix, UTU = I. This implies
1 = det(I) = det(UT) det(U) = det(U) det(U) = det(U)?,

so that det(U) = £1. Similarly, det(V7T) = det(V) = £1. Thus, det(A) = £+ det(X). Finally,
Y is a diagonal matrix with the singular values of A on its diagonal, therefore det(X) is the
product of the singular values of A. Hence, |det(A)| is the product of the singular values,

o1, -+ ,0, of A, since o; > 0.

Let S = {s1,--- ,sn}. Then S is a linear independent set. In order to show S is a basis of V,
it remains to show Span(S) = V. Let v € V. we want to show that v is a linear combination

of the vectors in S. If v € S, then v = s; for some i and

v=08+---+1s;+ -+ 0sp.
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That is, v is a linear combination of vectors in S. On the other hand, if v € S, then sy,--- ,5,,v

must be linearly dependent, since S is a maximal linearly independent set. This means, there
exist scalars ¢y, - , ¢, and ¢ (not all of them are zero) such that
€181+ +cpSy +cv=0.

The number ¢ cannot be zero because if ¢ = 0, then

€181+ -+ cpsp = 0.

By the linear independence of S, ¢; = - -+ = ¢,, = 0 which contradicts the assumption that not
all of the ¢y, , ¢, and ¢ are zero. Now since ¢ # 0, we have
C1 C1
v=(——)s1+ -+ (——)s
v=(=")s1 (= )sn
so that v is indeed a linear combination of s1,--- ,s,, as desired.

Note: We could have consider AT, which is a 2 x 3 matrix. Use the method in Question 1
to find a SVD for AT as AT = U; %, V]I and finally take transpose again to get a SVD for A
as A=WxTul' =uxvT,
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(a) A SVD for A=UXVT can be found as follows. Let B = ATA = < 20 _10>. The

eigenvalues of B are: A\ = 25 and Ay = 0 with corresponding eigenvectors 1 and

1 _2 1

< i ) After we normalize these eigenvectors, we get, v; = < {/5> and vy = < \ég )
V5 V5

Notice that v; and vy are orthogonal because they are eigenvectors corresponding to

distinct eigenvalues of B. The set {vj.vo} is an orthonormal basis of R?. Let V =

_2 1
< f f) The singular values of A are: 01 = vA1 = 5 and 09 = VA3 = 0. The
NG
5 0
matrix ¥ has the same size as A and so ¥ = [ 0 0 |. Let u; = U%Aﬂ' Then u; =
0 0
_2
V5
—% . We have to find two more vectors, uz and ug in EL so that uy, us and uz form
0
I
an orthonormal basis of R?. Let z = | 2o | € uy*. Then (—-2 )z +(——2)z2+(0)23 =0
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so that 2z, + zo = 0. Clearly, zo and x3 are free variables and
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1 |,10 is a basis of ui-. Notice that these two basis vectors are already or-
0 1
thogonal and so tlllere is no need to apply the Gram—Schrrzlidt process to them. Normalize,
B% X ) ay
we get ug = ? and uz = (1) . Thus, U = —Oﬁ ? (1) . A singular value

decompostion of A is

A= —

+ —177T _% 1 2 1 % 2% 0
Ar=vizity = Y ):(-7 cw =12 )
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Let S = {51,--- ,5,}. Then Span(S) = V. It remains to show S is a linear independent set.

Suppose not. Then one of the vectors in S will be a linear combination of the other vectors

in S. Let’s say s; is a linear combination of s3,--- ,s,. Then

V = Span{sy,sa, - ,8,} = Span{sg,--- ,sn}

which contradicts the assumption that S is a minimal spanning set. This contradiction shows

that S has to be linear independent.



