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Abstract Benford’s Law (BL), a notorious gem of mathematics folklore, asserts
that leading digits of numerical data are usually not equidistributed, as might be ex-
pected, but rather follow one particular logarithmic distribution. Since first recorded
by Newcomb in 1881, this apparently counter-intuitive phenomenon has attracted
much interest from scientists and mathematicians alike.

This article presents a comprehensive overview of the theory of BL for au-
tonomous linear difference equations. Necessary and sufficient conditions are given
for solutions of such equations to conform to BL in its strongest form. The results
extend and unify previous results in the literature. Their scope and limitations are
illustrated by numerous instructive examples.

1 Introduction

The study of digits generated by dynamical processes is a classical and rather wide
subject that continues to attract interest from disciplines as diverse as ergodic and
number theory [1, 14, 15, 27, 30], statistics [18, 21, 32], political science [16, 31,
40], and accounting [12, 13, 33, 37, 38]. Across these disciplines, one recurring
theme is the surprising ubiquity of a logarithmic distribution of digits often referred
to as Benford’s Law (BL). The most well-known special case of BL is the so-called
first-digit law which asserts that

P(leading digit = d) = log
(
1+d−1) , ∀d = 1,2, . . . ,9 , (1.1)

where leading digit refers to the first significant (decimal) digit (see Section 2 for
rigorous definitions) and log is the base-10 logarithm; for example, the leading digit
of e = 2.718 is 2, whereas the leading digit of −ee =−15.15 is 1. Note that (1.1) is
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heavily skewed towards the smaller digits: For instance, the leading digit is almost
seven times as likely to equal 1 (probability log2 = 30.10%) as it is to equal 9
(probability log 10

9 = 4.57%).
Ever since first recorded by S. Newcomb [36] in 1881 and re-discovered by F.

Benford [3] in 1938, examples of data and systems conforming to (1.1) in one form
or another have been discussed extensively, for instance in real-life data (e.g. [19,
41]), stochastic processes (e.g. [44]), and in deterministic sequences (e.g. (n!) and
the prime numbers [17]). There now exists a large body of literature devoted to
the mechanisms whereby mathematical objects, such as e.g. sequences or random
variables, do or do not satisfy (1.1) or variants thereof, see also Fig. 1. Beyond
mathematics, BL has found diverse applications throughout the sciences. Given that
the ubiquity of BL in these fields is still somewhat of a mystery [8], some BL-based
tools (e.g. for fraud detection in tax, census, election or image processing data) have
proved remarkably successful in practice. This in turn has triggered further research
on the many unique features of BL [22, 23, 45]. It still rings true that, as R. Raimi
[39] observed almost 40 years ago,

Fig. 1 Different interpretations of (1.1) for sequences, datasets, and random variables, respectively,
and scenarios that may lead to conformance to the first-digit law.
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[t]his particular logarithmic distribution of the first digits, while not universal, is so common
and yet so surprising at first glance that it has given rise to a varied literature, among the
authors of which are mathematicians, statisticians, economists, engineers, physicists and
amateurs.

As of this writing, an online database [4] devoted exclusively to BL lists more than
750 references.

Due to their important role as elementary models throughout science, linear
difference and differential equations have, from very early on, been studied for
their conformance to (1.1). A simple early example [11, 20, 28, 48] is the se-
quence (xn) = (Fn) = (1,1,2,3,5, . . .) of Fibonacci numbers, i.e. F1 = F2 = 1 and
Fn = Fn−1 +Fn−2 for all n ≥ 3, which satisfies (1.1) in the sense that

limN→∞

#{1 ≤ n ≤ N : leading digit ofxn = d}
N

= log(1+d−1) , ∀d = 1,2, . . .9 ,

(1.2)
see also Fig. 2. Another simple case in point is (xn) = (2n) for which (1.2) also holds
[2, §24.4]. On the other hand, the sequence of primes (xn) = (2,3,5,7,11, . . .) does
not satisfy (1.2), as was in essence observed already by [47], yet may conform to
BL in some weaker sense [14, 42].

Fig. 2 Already the first one-hundred Fibonacci numbers conform to BL quite well.

Both positive examples mentioned above, i.e. the sequences (Fn) and (2n), are
obviously solutions of (very simple) autonomous linear difference equations. Build-
ing on earlier work, notably [5, 26, 35, 43], it is the purpose of this article to provide
a comprehensive overview of the theory of BL for such equations. Thus the central
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question throughout is as follows: Given d ∈N and real numbers a1,a2, . . . ,ad−1,ad
with ad 6= 0, consider the (autonomous, d-th order) linear difference equation

xn = a1xn−1 +a2xn−2 + . . .+ad−1xn−d+1 +adxn−d , n ≥ d +1 . (1.3)

Under which conditions on a1,a2, . . . ,ad−1,ad , and presumably also on the initial
values x1,x2, . . . ,xd , does the solution (xn) of (1.3) satisfy (1.2)? Early work in this
regard seems to have led merely to sufficient conditions that are either restrictive
or difficult to state. By contrast, two of the main results presented here (Corollary
3.7 and Theorem 4.11) provide easy-to-state, necessary and sufficient conditions for
every non-trivial solution of (1.3) to conform to (1.1) in a sense much stronger than
(1.2). The classical results in the literature are then but simple special cases.

The organisation of this article is as follows. Section 2 introduces the formal defi-
nitions and analytic tools required for the analysis. In Section 3, difference equations
(1.3), as well as the matrices associated with them are studied under the additional
assumption of positivity. Though restrictive, this assumption holds for some impor-
tant applications, and it yields a particularly simple answer to the central question
raised earlier. Dropping the positivity assumption, Section 4 studies the case of gen-
eral equations and matrices. The emergence of resonances, the key problem in the
general case, is dealt with by means of a taylor-made definition (Definition 4.2).
While the main results (Theorems 4.5 and 4.11) are stated in full generality, proofs
are given here only under an additional non-degeneracy condition (and the inter-
ested reader is referred to the authors’ forthcoming work [6] for complete proofs).
Finally, Section 5 demonstrates how the presented results can be used to explain the
“cancellation of resonance” phenomenon first observed in the context of finite-state
Markov chains [10].

2 Basic definitions and tools

Throughout, the following, mostly standard notation is adhered to. The sets of natu-
ral, non-negative integer, integer, rational, positive real, real, and complex numbers
are symbolised by N, N0, Z, Q, R+, R, and C, respectively. The cardinality of
any finite set Z ⊂ C is #Z. The real part, imaginary part, complex conjugate, and
absolute value (modulus) of z ∈ C is denoted by ℜz, ℑz, z, and |z|, respectively.
Let S := {z ∈ C : |z| = 1}. The argument argz of z 6= 0 is understood to be the
unique number in (−π,π] for which z = |z|eıargz; for convenience, let arg0 := 0.
For any set Z ⊂ C and number w ∈ C, define wZ := {wz : z ∈ Z}. Thus for instance
wS = {z∈C : |z|= |w|} for every w∈C. Given Z ⊂C, denote by spanQZ the small-
est subspace of C (over Q) containing Z; equivalently, if Z 6= ∅ then spanQZ is the
set of all finite rational linear combinations of elements of Z, i.e.

spanQZ =
{

ρ1z1 +ρ2z2 + . . .+ρnzn : n ∈ N,ρ1,ρ2, . . . ,ρn ∈Q,z1,z2, . . . ,zn ∈ Z
}

;
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note that spanQ∅ = {0}. For every x ∈R+, logx and lnx are, respectively, the base-
10 and the natural (base-e) logarithm of x; for convenience, set log0 := ln0 := 0. For
every x ∈R, denote by bxc the largest integer not larger than x, hence 〈x〉 := x−bxc
is the non-integer (or fractional) part of x.

Given x ∈R\{0}, there exists a unique S(x) ∈ [1,10) such that |x|= S(x)10k for
some (necessarily unique) integer k. The number S(x) is the (decimal) significand
of x. Note that

S(x) = 10〈log |x|〉 , ∀x ∈ R\{0} ;

for convenience let S(0) := 0. For x 6= 0, the integer bS(x)c ∈ {1,2, . . . ,9} is the
first significant (decimal) digit of x. More generally, for every m ∈ N, the integer
b10m−1S(x)c−10b10m−2S(x)c ∈ {0,1, . . . ,9} is the m-th significant (decimal) digit
of x, see e.g. [7, Prop.2.5].

Throughout this article, conformance to (1.1) for solutions of difference equa-
tions is studied using the following terminology.

Definition 2.1. A sequence (xn) of real numbers is a Benford sequence, or simply
Benford, if

limN→∞

#{1 ≤ n ≤ N : S(xn)≤ t}
N

= log t , ∀t ∈ [1,10) . (2.1)

Note that every Benford sequence (xn) satisfies (1.2). For the purpose of this work,
the following well-known characterization of the Benford property is indispensable.

Proposition 2.2. [17, Thm.1] A sequence (xn) is Benford if and only if the sequence
(log |xn|) is uniformly distributed modulo one.

The term uniformly distributed modulo one is henceforth abbreviated u.d. mod 1.
In view of Proposition 2.2, a few basic facts regarding uniform distribution of se-
quences are used throughout; for an authoritative overall account on the subject, the
reader is referred to [29].

Proposition 2.3. [29, Sec.I.2] The following statements are equivalent for any se-
quence (yn) in R:

(i) (yn) is u.d. mod 1;
(ii) For every ε > 0 there exists a sequence (zn) that is u.d. mod 1, and

limsupN→∞

#{1 ≤ n ≤ N : |yn− zn|> ε}
N

< ε ;

(iii) Whenever (zn) is convergent then (yn + zn) is u.d. mod 1;
(iv) (pyn) is u.d. mod 1 for every non-zero integer p;
(v) (yn +α logn) is u.d. mod 1 for every α ∈ R.

One of the simplest yet also most fundamental examples of a sequence u.d. mod 1
is (nϑ) with ϑ ∈ R \Q. The following, therefore, is an immediate consequence of
Propositions 2.2 and 2.3.
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Proposition 2.4. Let (xn) be a sequence in R, and α ∈ R \ {0}. If limn→∞ xn/αn

exists (in R) and is non-zero, then (xn) is Benford if and only if log |α| is irrational.

Example 2.5. Since log2 is irrational (even transcendental), (2n) is Benford, and
so is the sequence (Fn) of Fibonacci numbers because, with ϕ = 1

2 (1 +
√

5),
limn→∞ Fn/ϕn = 1/

√
5 6= 0, and logϕ is irrational as well. C

Remark. The Benford property can be studied w.r.t. any integer base b≥ 2, simply by
replacing the decimal significand S(x) in (2.1) with the base-b significand Sb(x) =
b〈logb |x|〉, where logb denotes the base-b logarithm. With the obvious modifications,
the results in this work carry over to arbitrary base b ∈ N\{1}, cf. [5, 6, 7]. For the
sake of clarity, however, only the familiar case b = 10 is considered from now on.

When studying solutions of linear difference equations, sequences of a particular
form are often encountered, and the following lemma clarifies their properties.

Lemma 2.6. Let α ∈ R, z ∈ C\{0}, and (zn) a sequence in C with limn→∞ zn = 0.
If ϑ1,ϑ2 ∈ R are irrational then the following statements are equivalent:

(i) ϑ1 6∈ spanQ{1,ϑ2};
(ii) The sequence (yn) with

yn = nϑ1 +α logn+ log
∣∣ℜ(

zeıπnϑ2 + zn
)∣∣ , n ∈ N ,

is u.d. mod 1.

Proof. If ϑ1 6∈ spanQ{1,ϑ2} then 1,ϑ1,ϑ2 are rationally independent, and [5,
Lem.2.9] shows that (yn) is u.d. mod 1. On the other hand, if ϑ1 ∈ spanQ{1,ϑ2}
then k1ϑ1 = k0 + k2ϑ2, where k0,k1,k2 are appropriate integers with k1k2 6= 0; as-
sume w.l.o.g. that k1 > 0. Consider now the sequence (ηn) with

ηn = nϑ1 + log
∣∣∣ℜ(zeıπnϑ2)

∣∣∣+ k2
k1

( 1
2 + argz

π

)
− log |z| , n ∈ N .

If (yn) was u.d. mod 1, then so would be (ηn), and hence also (k1ηn), by Proposition
2.3. Moreover, for every n ∈ N,

〈k1ηn〉=
〈

k2
(
nϑ2 + 1

2 + argz
π

)
+ k1 log

∣∣∣sin
(
π
(
nϑ2 + 1

2 + argz
π

))∣∣∣〉
=

〈
f
(
nϑ2 + 1

2 + argz
π

)〉
,

with the measurable function f : R→R given by f (t) = k2t +k1 log |sin(πt)|. Note
that f (t +1)− f (t)∈Z for all t ∈R, and so f induces the measurable map T := 〈 f 〉
on [0,1). Recall now that the sequence (nϑ2 + 1

2 + argz
π

) is u.d. mod 1 because ϑ2 is
irrational. For every continuous, 1-periodic function g : R→ R, therefore,

1
N ∑

N
n=1 g(〈k1ηn〉) =

1
N ∑

N
n=1 g◦ f

(
nϑ2 + 1

2 + argz
π

)
N→∞−→

∫ 1

0
g◦ f (t)dt =

∫
[0,1]

g◦T dλ0,1 =
∫

[0,1]
gd(λ0,1 ◦T−1) ,
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because g ◦ f is Riemann integrable on [0,1]. On the other hand, if (k1ηn) was
u.d. mod 1 then limN→∞ N−1

∑
N
n=1 g(〈k1ηn〉) =

∫
[0,1] gdλ0,1 for every g, and hence

λ0,1 ◦T−1 = λ0,1. However, it is intuitively clear that the latter equality of measures
does not hold. To see this formally, note that f is smooth on (0,1) and has a (unique)
non-degenerate maximum at some 0 < t0 < 1. Thus if λ0,1 ◦T−1 = λ0,1 then, for all
ε > 0 sufficiently small,

f (t0− ε)− f (t0−2ε)
ε

=
λ0,1

(
[T (t0−2ε),T (t0− ε)]

)
ε

=
λ0,1 ◦T−1

(
[T (t0−2ε),T (t0− ε)]

)
ε

≥
λ0,1([t0−2ε, t0− ε])

ε
= 1 ,

which is impossible since f ′(t0) = 0, see also Fig. 3 which depicts the special case
k1 = k2 = 1. Hence (k1ηn) is not u.d. mod 1, and neither are (ηn) and (yn). ut

Fig. 3 The map T does not
preserve λ0,1, see the proof of
Lemma 2.6.

Although it would be possible to study the Benford property of solutions of (1.3)
directly, the analysis in subsequent sections becomes more transparent by means of
a standard matrix-vector approach. To this end, associate with (1.3) the matrix

A =


a1 a2 · · · ad−1 ad
1 0 · · · 0 0
0 1 0 · · · 0
...

. . . . . . . . .
...

0 · · · 0 1 0

 ∈ Rd×d , (2.2)

which is invertible as ad 6= 0, and recall that, given initial values x1,x2, . . . ,xd ∈ R,
the solution of (1.3) can be expressed neatly in the form
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xn = e>d Any , where y = A−1


xd
...

x2
x1

 ∈ Rd ; (2.3)

here e1,e2, . . . ,ed represent the standard basis of Rd , and x> denotes the transpose
of x ∈ Rd , with x>y being understood simply as the real number ∑

d
j=1 x jy j. In what

follows, therefore, the following, more general question suggested by (2.3) will be
addressed: Under which conditions is (x>Any) Benford, where A is any fixed real
d×d-matrix and x,y ∈Rd are given vectors? Note that specifically choosing x = e j
and y = ek, with j,k ∈ {1,2, . . . ,d}, simply yields e>j Anek = [An] jk, i.e. the entry of
An at the position ( j,k). Also, if A ∈ Rd×d is given by (2.2) then every sequence
(x>Any) solves (1.3), and (2.3) establishes a one-to-one correspondence between all
sequences of the form (e>d Any) and all solutions of (1.3).

In the analysis of powers of matrices in the subsequent sections, d always is a
fixed but usually unspecified positive integer. For every x ∈ Rd , the number |x| ≥ 0

is the Euclidean norm of x, i.e. |x| =
√

x>x =
√

∑
d
j=1 x2

j . A vector x ∈ Rd is a unit

vector if |x| = 1. The d × d-identity matrix is Id . For every matrix A ∈ Rd×d , its
spectrum, i.e. the set of its eigenvalues, is denoted by σ(A). Thus σ(A)⊂C is non-
empty, contains at most d numbers and is symmetric w.r.t. the real axis, i.e., all
non-real elements of σ(A) come in complex-conjugate pairs. The number rσ (A) :=
max{|λ | : λ ∈ σ(A)} ≥ 0 is the spectral radius of A. Note that rσ (A) > 0 unless A
is nilpotent, i.e. unless AN = 0 for some N ∈ N. For every A ∈ Rd×d , the number
|A| is the (spectral) norm of A, as induced by | · |, i.e. |A|= max{|Ax| : |x|= 1}. It is
well-known that |A|=

√
rσ (A>A)≥ rσ (A).

3 A simple special case: Positive matrices

The analysis of sequences (x>Any) is especially simple if the matrix A or one of its
powers happens to be positive. Recall that A ∈ Rd×d is positive, in symbols A > 0,
if [A] jk > 0 for every j,k ∈ {1,2, . . . ,d}. The following classical result, due to O.
Perron, lists some of the remarkable properties of positive matrices, as they pertain
to the present section. For a concise formulation, call x∈Rd positive (non-negative),
in symbols x > 0 (x ≥ 0), if x j > 0 (x j ≥ 0) for every j ∈ {1,2, . . . ,d}.

Proposition 3.1. [25, Sec.8.2] Assume that A ∈ Rd×d is positive. Then:

(i) The number rσ (A) > 0 is an (algebraically) simple eigenvalue of A, i.e. a simple
root of the characteristic polynomial of A;

(ii) |λ |< rσ (A) for every eigenvalue λ 6= rσ (A) of A;
(iii) There exists a positive eigenvector q, unique up to multiplication by a positive

number, corresponding to the eigenvalue rσ (A);
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(iv) The limit Q := limn→∞ An/rσ (A)n exists, and Q > 0 satisfies Q2 = Q as well as
AQ = QA = rσ (A)Q. (In fact, Q is a rank-one projection with Qq = q.)

Recall that (αn) with α > 0 is Benford if and only if logα is irrational. The follow-
ing is a generalization of this simple fact to arbitrary dimension. Informally put, it
asserts that as far as the Benford property is concerned, matrices with some positive
power behave just like the one-dimensional sequence

(
rσ (A)n

)
.

Theorem 3.2. Let A be a real d×d-matrix, and assume that AN > 0 for some N ∈N.
Then the following four statements are equivalent:

(i) The number logrσ (A) is irrational;
(ii) The sequence (x>Any) is Benford for every x,y 6= 0 with x ≥ 0 and y ≥ 0;
(iii) The sequence (|Anx|) is Benford for every x 6= 0 with x ≥ 0;
(iv) The sequence (|An|) is Benford.

Proof. Since AN > 0, the number rσ (AN) = rσ (A)N > 0 is an algebraically simple
eigenvalue of AN , by Proposition 3.1. It follows that exactly one of the two numbers
rσ (A) > 0 and −rσ (A) < 0 is an algebraically simple eigenvalue of A. Denote this
eigenvalue by λ0, and let P be the spectral projection associated with it, that is,
P = bc>/b>c where b,c are eigenvectors of, respectively, A and A> corresponding
to the eigenvalue λ0, i.e. Ab = λ0b and A>c = λ0c. Thus P2 = P and AP = PA = λ0P.
Moreover, the matrix R := A−λ0P clearly satisfies AR = RA and PR = RP = 0, and
hence

An = λ
n
0 P+Rn , ∀n ∈ N . (3.1)

Since |λ | < |λ0| = rσ (A) for every eigenvalue λ of R, limn→∞ Rn/rσ (A)n = 0, and
an evaluation of (3.1) along even multiples of N yields

limn→∞

(AN)2n

rσ (AN)2n = limn→∞

(
λ 2nN

0
rσ (A)2nN P+

R2nN

rσ (A)2nN

)
= P .

This shows that P = Q > 0, with Q according to Proposition 3.1(iv) applied to AN .
With these preparations, the asserted equivalences are now easily established.

Indeed, given any x,y 6= 0 with x ≥ 0 and y ≥ 0, the vector Qy is positive, and

|x>Any|
rσ (A)n =

|λ n
0 x>Qy+ x>Rny|

rσ (A)n =
∣∣∣∣x>Qy+

x>Rny
λ n

0

∣∣∣∣ n→∞−→ x>Qy > 0 , (3.2)

together with Proposition 2.4, shows that (x>Any) is Benford if and only if logrσ (A)
is irrational. A similar argument applies to (|Anx|), as

|Anx|
rσ (A)n =

|λ n
0 Qx+Rnx|
rσ (A)n =

∣∣∣∣Qx+
Rnx
λ n

0

∣∣∣∣ n→∞−→ |Qx|> 0 ,

whenever x ≥ 0, x 6= 0, and also to (|An|), as

|An|
rσ (A)n =

|λ n
0 Q+Rn|
rσ (A)n =

∣∣∣∣Q+
Rn

λ n
0

∣∣∣∣ n→∞−→ |Q|> 0 . ut
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Remark. The proof of Theorem 3.2 shows that if logrσ (A) is rational then (x>Any)
and (|Anx|) are not Benford for any x,y ≥ 0, and neither is (|An|) Benford. Also, in
(iii) and (iv), the Euclidean norm | · | can be replaced by any norm on, respectively,
Rd and Rd×d .

Corollary 3.3. Let A ∈ Rd×d , and assume that AN > 0 for some N ∈ N. Then, for
every j,k ∈ {1,2, . . . ,d}, the sequence ([An] jk) is Benford if and only if logrσ (A) is
irrational.

Example 3.4. The matrix associated with the Fibonacci recursion

xn = xn−1 + xn−2 , n ≥ 3 , (3.3)

is A =
[

1 1
1 0

]
, with rσ (A) = ϕ = 1

2 (1+
√

5). While A is non-negative, i.e. [A] jk ≥ 0

for all j,k, but fails to be positive, the matrix A2 is positive, and so is An for every
n ≥ 2. Since logrσ (A) is irrational (even transcendental), every entry of (An) is
Benford. This is consistent with the fact that

An =
[

Fn+1 Fn
Fn Fn−1

]
, n ≥ 2 ,

and the sequence (Fn) is Benford.
Consider now the sequence (xn) with xn = e>1 An(3e2− e1). Recall that (xn) thus

defined also solves (3.3). However, since 3e2− e1 is not non-negative, Theorem 3.2
does not allow to decide whether (xn) = (2,1,3,4,7, . . .), traditionally referred to as
the sequence of Lucas numbers and denoted (Ln), is Benford. Corollary 3.7 below
shows very easily that this is indeed the case. C

Example 3.5. Consider the (symmetric) matrix

B =

−3 1 0
1 0 1
0 1 6

 ,

the characteristic polynomial of which is

pB(λ ) = det(B−λ I3) =−λ
3 +3λ

2 +20λ −3 .

It is readily confirmed that pB has three different real roots. If λ =±10m/n was a root
of pB with any relatively prime m ∈ Z and n ∈N, then n≤ 3, and 10m would divide
|detBn| = |detB|n = 3n, hence m = 0, that is, λ = ±1. But pB(±1) = ±19 6= 0. It
follows that rσ (B), albeit algebraic, is not a rational power of 10, and so logrσ (B)
is irrational (even transcendental). Moreover, Bn contains both positive and negative
entries for n = 1,2, . . . ,7, yet

B8 =

 13841 1929 37034
1929 56662 335235

37034 335235 2031038

 > 0 ,
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hence Theorem 3.2 and Corollary 3.3 apply. In particular, every entry of (Bn) is
Benford. Note that the actual value of rσ (B),

rσ (B) = 1+ 2
√

69
3 cos

(
1
3 arccos 57

√
69

1058

)
= 6.165 ,

is not needed at all to draw this conclusion. C

Example 3.6. When A > 0 and logrσ (A) is irrational, the sequence (x>Any) may
nevertheless not be Benford for some non-zero x,y ∈Rd . By Theorem 3.2, such x,y

cannot both be non-negative. For instance, the matrix A =
[

5 15
15 5

]
is positive, and

logrσ (A) = 1+ log2 is irrational, yet
(
e>1 An(e1− e2)

)
=

(
(−10)n

)
is not Benford.

On the other hand, even if rσ (B) is rational, (x>Bny) may be Benford for some x,y∈
Rd . Again, x,y cannot both be non-negative, by virtue of Theorem 3.2. Concretely,

B =
[

6 4
4 6

]
> 0 has logrσ (B) = 1 rational, yet

(
e>1 Bn(e1− e2)

)
= (2n) is Benford.

C

Corollary 3.7. Let (xn) be a solution of the linear difference equation

xn = a1xn−1 +a2xn−2 + . . .+ad−1xn−d+1 +adxn−d , n ≥ d +1 ,

with a1,a2, . . . ,ad−1,ad > 0. Assume that the numbers x1,x2, . . . ,xd are non-negative,
and at least one is positive. Then (xn) is Benford if and only if logζ is irrational,
where z = ζ is the right-most root of zd = a1zd−1 +a2zd−2 + . . .+ad−1z+ad .

Proof. The associated matrix A according to (2.2) is non-negative, and An > 0 for
n ≥ d. Moreover, A has the characteristic polynomial

pA(λ ) = (−1)d(λ d −a1λ
d−1−a2λ

d−2− . . .−ad−1λ −ad) .

Since xn = x>An−1y with x = ed ≥ 0 and y = ∑
d
j=1 xd+1− je j ≥ 0, the claim follows

directly from Theorem 3.2. ut

Example 3.8. Every solution of (3.3) with x1x2 > 0 is Benford. (For the case x1 < 0
simply note that (−xn) is a solution of (3.3) as well.) Evidently, this includes the
Fibonacci sequence, where x1 = x2 = 1, but also the Lucas numbers, where x1 = 2,
x2 = 1. As they stand, however, Theorem 3.2 and Corollary 3.7 do not allow to
decide whether the solution of (3.3) with, say, x1 = 2, x2 =−3 is Benford.

More generally, every solution (xn) with x1x2 > 0 of

xn = a1xn−1 +a2xn−2 , n ≥ 3 , (3.4)

where a1,a2 are positive integers, is Benford if and only if 102m−a2 6= a1 ·10m for
every m = 0,1, . . . ,blog(a1 + a2)c. Again, this leaves open the question regarding
the Benford property of solutions of (3.4) with x1x2 < 0. The results of the next
section allow to settle this question without any further calculation: Except for the
trivial case x1 = x2 = 0, every solution of (3.4) is Benford if and only if
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|102m−a2| 6= a1 ·10m , ∀m = 0,1, . . . ,blog(a1 +a2)c . (3.5)

For the Fibonacci recursion (3.3), for instance, (3.5) reduces to |1−1| 6= 1, which is
obviously true. Thus, apart from xn ≡ 0, every solution of (3.3) is Benford. C

The following examples aim at illustrating the scope and limitations of Theorem
3.2. Although the latter is easy to state and prove, and quite useful in a variety of
situations, its overall applicability is somewhat limited because

• it does not apply in general if the matrix in question fails to have a positive power,
see Example 3.9;

• even if it applies, the Benford property of individual solutions of a linear differ-
ence equation (1.3), or equivalently of sequences (x>Any) with A according to
(2.2) and arbitrary x,y ∈ Rd , is generally unrelated to the Benford property of
(x>Any) with non-negative x,y, see Example 3.10;

• it does not apply to various sequences that are closely related to (An) and often
of interest in their own right, for instance (An+1− rσ (A)An), see Example 3.11.

In view of these limitations, in the next section the Benford property is studied more
generally for sequences (x>Any) with arbitrary A ∈ Rd×d and x,y ∈ Rd .

Example 3.9. Theorem 3.2 may fail if A ∈ Rd×d does not have a positive power.

Simply consider the (non-negative) matrix A =
[

2 0
0 1

]
, for which logrσ (A) = log2

is irrational, yet ([An] jk) is constant and hence not Benford except for j = k = 1.
Neither is (|Ane2|) Benford. Thus the implications (i)⇒(ii) and (i)⇒(iii) in Theorem
3.2 do not even hold for non-negative matrices. As will be seen in the next section,
however, (ii)⇒(i) and (iii)⇒(i) remain true for arbitrary (non-nilpotent) matrices in
that if (x>Any) or (|Anx|) is, for every x,y ∈ Rd , either Benford or vanishes for all
n≥ d then logrσ (A) is irrational. Similarly, if A does not have a positive power then
(|An|) may not be Benford even when logrσ (A) is irrational, see Example 4.10.

Note also that even if B does not have any positive power, all entries of (Bn), or in
fact all non-trivial sequences (x>Bny), may nevertheless be Benford, as the example

B =
[

1 −1
−1 1

]
shows, for which

Bn = 2n−1
[

1 −1
−1 1

]
, n ∈ N . C

Example 3.10. Consider the difference equation

xn = 1
2 (xn−1 + xn−2) , n ≥ 3 , (3.6)

and the associated matrix

A =

[
1
2

1
2

1 0

]
. (3.7)

Similarly to Example 3.4, A≥ 0 and A2 > 0. In addition, A evidently has the property
that the entries in each of its rows add up to 1. Thus A is a (row-) stochastic matrix. It
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is well known (and easy to see) that rσ (A) = 1 for every (row- or column-) stochastic
matrix. According to Theorem 3.2, none of the sequences (x>Any) with x,y ≥ 0 is
Benford. In fact, a short calculation yields

An =
1
3

[
2 1
2 1

]
+

(− 1
2 )n

3

[
1 −1

−2 2

]
, n ∈ N0 , (3.8)

showing that each sequence (x>Any) converges to a finite limit (which is positive
unless x = 0 or y = 0) and hence cannot be Benford. Recall that each such sequence
is a solution of (3.6). On the other hand, the solution of (3.6) with x1 =−2, x2 = 1
is (xn) =

(
(− 1

2 )n−2
)

and clearly Benford. Thus a solution of a linear difference
equation may be Benford even if the associated matrix A has a positive power but
does not satisfy (i)–(iv) in Theorem 3.2.

To see that the reverse situation — some solution of a difference equation is not
Benford despite the associated matrix having a positive power and satisfying (i)–(iv)
in Theorem 3.2 — can also occur, consider

xn = 19xn−1 +20xn−2 , n ≥ 3 . (3.9)

The solution of (3.9) with x1 = −1,x2 = 1 is
(
(−1)n

)
and hence not Benford. On

the other hand, the associated matrix B =
[

19 20
1 0

]
has a positive power as B2 > 0,

and logrσ (B) = 1+ log2 is irrational. C

Example 3.11. If AN > 0 for some N ∈ N then exactly one of the two numbers
λ0 = rσ (A) > 0 or λ0 =−rσ (A) < 0 is an eigenvalue of A, and Q := limn→∞ An/λ n

0
exists and is a positive matrix. This fact, which has been instrumental in the proof
of Theorem 3.2, is of particular interest in the case of A being a stochastic ma-
trix, i.e. for A ≥ 0 and each row (or column) of A summing up to 1. In this case,
λ0 = rσ (A) = 1, and hence Q = limn→∞ An. Often, one is interested in the (Benford)
properties of (An−Q) and (An+1−An). Entries of these sequences may well be Ben-
ford, notwithstanding the fact that Theorem 3.2 does not apply and logrσ (A) = 0 is
rational. For instance, with A from (3.7), it follows from (3.8) that

An−Q =
(− 1

2 )n

3

[
1 −1

−2 2

]
, n ∈ N0 ,

but also

An+1−An = (− 1
2 )n+1

[
1 −1

−2 2

]
, n ∈ N0 ,

and hence every entry of both (An−Q) and (An+1−An) is Benford. In general, note
that AQ = QA = λ0Q, and consequently the sequences(

[An−λ
n
0 Q] jk

)
=

(
e>j (An−λ

n
0 Q)ek

)
=

(
e>j An(Id −Q)ek

)
as well as
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[An+1−λ0An] jk

)
=

(
e>j An(A−λ0Id)ek

)
are all of the form (x>Any) with x = e j and the appropriate y ∈ Rd where, however,
y ≥ 0 may not hold and consequently Theorem 3.2 may not apply. C

With a view towards Theorem 3.2, how does one decide in practice whether a
given d×d-matrix A has a positive power? Comprehensive answers to this question
appear to be documented in the literature only for A ≥ 0, that is, for non-negative
matrices. In this case, Wielandt’s Theorem [25, Cor.8.5.9] asserts that AN > 0 for
some N ∈ N (if and) only if Ad2−2d+2 > 0. The number d2 − 2d + 2 is smallest
possible in general, but can be reduced in many special cases, see [25, Sec.8.5]. An
equivalent condition is that A be irreducible and aperiodic, i.e., for any two indices
j,k ∈ {1,2, . . . ,d} there exists a positive integer N( j,k) such that [An] jk > 0 for
every n ≥ N( j,k); see e.g. [25, Sec.8.4]. Note that if A ≥ 0 but the matrix An is not
positive for any n ∈ N then there exists j,k ∈ {1,2, . . . ,d} such that eventually the
sequence ([An] jk) vanishes periodically and hence cannot be Benford. Overall, by
combining these known facts, Theorem 3.2 can be re-stated specifically for non-
negative matrices.

Theorem 3.12. Let A ∈ Rd×d be non-negative. Then the following three statements
are equivalent:

(i) A is irreducible and aperiodic, and logrσ (A) is irrational;
(ii) Ad2−2d+2 > 0 and logrσ (A) is irrational;
(iii) The sequence (x>Any) is Benford for every x,y 6= 0 with x ≥ 0 and y ≥ 0.

Moreover, if (i)– (iii) hold then, for every x 6= 0 with x ≥ 0, the sequence (|Anx|) is
Benford, and so is (|An|).

Proof. If Ad2−2d+2 is not positive then neither is An for any n, by Wielandt’s The-
orem, and hence A cannot be irreducible and aperiodic. Thus (i)⇒(ii). According
to Theorem 3.2, (iii) follows from (ii). Assume in turn that (i) does not hold. Then
either A is not irreducible and aperiodic, or logrσ (A) is rational. In the former case,
([An] jk) = (e>j Anek) vanishes periodically for some j,k ∈ {1,2, . . . ,d}, hence (iii)
fails with x = e j ≥ 0 and y = ek ≥ 0. In the latter case, assume w.l.o.g. that A is
irreducible and aperiodic. Then (iii) fails again, by virtue of Theorem 3.2. Over-
all, (iii)⇒(i). Finally, the assertions regarding (|Anx|) and (|An|) are obvious from
Theorem 3.2. ut

Remark. The non-negative matrix A =
[

0 2
2 0

]
has neither of the properties (i)–(iii)

in Theorem 3.12, and yet (|Anx|) is Benford for every x 6= 0, and so is (|An|).

In general, i.e. without the assumption that A be non-negative, the clear-cut situ-
ation of the non-negative case persists only for the special cases d = 1 (trivial) and
d = 2 (a simple exercise), where AN > 0 for some N ∈ N (if and) only if A2 > 0.
In stark contrast, if d ≥ 3 then the minimal positive integer N with AN > 0 can be
arbitrarily large. For example, for every α ∈ R the (symmetric) 3×3-matrix



Benford solutions of linear difference equations 15

Aα :=

 10−104α 10α+1
√

2(102α−1 +1) 9 ·102α

10α+1
√

2(102α−1 +1) 18 ·102α 10α
√

2(102α+1 +1)

9 ·102α 10α
√

2(102α+1 +1) 104α+1−1


is positive precisely if |α|< 1

4 , and for |α| ≥ 1
4 a short calculation shows that

min
{

n ∈ N : An
α > 0

}
= 2b|α|c+2 > 2|α| .

Note that, for every α ∈ R, the matrix Aα has at most one negative entry (and is, in
the terminology of [25, Exc.8.3.9], essentially non-negative).

The example of Aα demonstrates that unlike in the non-negative case, for d ≥ 3
the minmal exponent N with AN > 0 does not admit an upper bound independent of
A. Still, the property that AN > 0 for some N ∈N can be characterized rather neatly.

Proposition 3.13. The following properties are equivalent for every A ∈ Rd×d:

(i) AN > 0 for some N ∈ N;
(ii) A2n > 0 for all sufficiently large n ∈ N;
(iii) Either λ0 = rσ (A) > 0 or λ0 = −rσ (A) < 0 is an algebraically simple eigen-

value of A with |λ |< rσ (A) for every λ ∈σ(A)\{λ0}, and the spectral projection
Q associated with λ0 is positive, i.e.

Q =
bc>

b>c
> 0 , (3.10)

where b and c are eigenvectors of, respectively, A and A> corresponding to the
eigenvalue λ0, that is, Ab = λ0b and A>c = λ0c.

Applying this result for instance to the 3× 3-matrix B of Example 3.5 yields, with
λ0 = rσ (B) = 6.165,

Q = 10−4

 3.158 28.95 175.3
28.95 265.3 1606
175.3 1606 9731

 > 0 ,

and hence immediately shows that BN > 0 for some N ∈ N. (In Example 3.5, the
minimal such N was seen to be N = 8.) On the other hand, for the matrix B consid-
ered in Example 3.9, the spectral projection associated with λ0 = rσ (B) = 2,

Q =
1
2

[
1 −1

−1 1

]
,

is not positive, and neither is Bn = 2n−1B = 2nQ positive for any n ∈ N.

Example 3.14. Theorems 3.2 and 3.12 are especially easy to apply if A is an integer
matrix, i.e., if [A] jk ∈ Z for every j,k. In this case, an explicit calculation of rσ (A)
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is not required. In fact, if A ∈ Zd×d with d ≥ 2 and AN > 0 for some N ∈ N then
logrσ (A) is irrational (even transcendental) provided that

none of the numbers ±10m, with m = 1,2, . . . ,bd log‖A‖∞c
and ‖A‖∞ := max j ∑

d
k=1

∣∣[A] jk
∣∣, is an eigenvalue of any of (3.11)

the d matrices A,A2, . . . ,Ad .

Even simpler to check is the condition that

detA is not divisible by 10 , (3.12)

which implies (3.11) and hence also guarantees the irrationality of logrσ (A).
For example, the matrix A associated with (3.3) is an integer matrix with A2 > 0,

and detA = −1 obviously satisfies (3.12). Hence, as already seen in Example 3.4,
Theorem 3.2 applies, and (x>Any) is Benford for all x,y ≥ 0 with x 6= 0 and y 6= 0.
Similarly, for the matrix B discussed in Example 3.5, B8 > 0, and detB =−3 is not
divisible by 10, hence logrσ (B) is irrational, and again Theorem 3.2 can be applied
without determining the actual value of rσ (B).

For another example, consider the matrix

C =

−3 −1 −1
−2 1 −3

1 −3 −1

 ,

for which ‖C‖∞ = 6. As before, C8 > 0, hence Theorem 3.2 applies. Note that
detC = 30, and so (3.12) fails. However, (3.11) holds, as b3log‖C‖∞c= 2 and none
of the four integers ±10,±102 is an eigenvalue of any of the three matrices

C, C2 =

 10 5 7
1 12 2
2 −1 9

 , C3 =

−33 −26 −32
−25 5 −39

5 −30 −8

 ,

as can easily be checked e.g. by means of row-reductions. Again, therefore, logrσ (C)
is irrational. C

4 The case of arbitrary matrices

Given an arbitrary real d × d-matrix A, this section presents a necessary and suf-
ficient condition for the sequence (x>Any) to be, for any vectors x,y ∈ Rd , either
Benford or identically zero for n ≥ d. As explained earlier, the result also allows
to characterize the Benford property for solutions of any linear difference equation.
To provide the reader with some intuition as to which properties of such equations,
or the matrices associated with them, may affect the Benford property, first a few
simple examples are discussed.
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Example 4.1. (i) Let the sequence (xn) be defined recursively as

xn = xn−1− xn−2 , n ≥ 3 , (4.1)

with given x1, x2 ∈ R. From the explicit representation for (xn),

xn = (x1− x2)cos
( 1

3 πn
)
+ 1√

3
(x1 + x2)sin

( 1
3 πn

)
, n ∈ N ,

it is clear that xn+6 = xn for all n, i.e., (xn) is 6-periodic. This oscillatory behaviour of
(xn) corresponds to the fact that the eigenvalues of (4.1), i.e. of the matrix associated
with it, are λ = e±ıπ/3 and hence lie on the unit circle S. For no choice of x1, x2,
therefore, is (xn) Benford.

(ii) Consider the linear 3-step recursion

xn = 2xn−1 +10xn−2−20xn−3 , n ≥ 4 . (4.2)

For any x1, x2, x3 ∈ R, the value of xn is given explicitly by

xn = α12n +α210n/2 +α3(−1)n10n/2 ,

with the constants α1,α2,α3 according to

α1 = 1
12 (10x1− x3) , α2,3 = 1

60 (x3 +3x2−10x1)± 1
12
√

10
(x3−4x1) .

Clearly, limsupn→∞ |xn|= +∞ unless x1 = x2 = x3 = 0, so unlike in (i) the sequence
(xn) is not bounded. However, if |α2| 6= |α3| then

log |xn|=
n
2

+ log
∣∣∣α110−n( 1

2−log2) +α2 +(−1)n
α3

∣∣∣≈ n
2

+ log |α2 +(−1)n
α3| ,

showing that
(
S(xn)

)
is asymptotically 2-periodic and hence (xn) is not Benford.

Similarly, if |α2| = |α3| 6= 0 then
(
S(xn)

)
is convergent along even (if α2 = α3) or

odd (if α2 = −α3) indices n, and again (xn) is not Benford. Only if α2 = α3 = 0
yet α1 6= 0, or equivalently if x3 = 2x2 = 4x1 6= 0 is (xn) Benford. Obviously, the
oscillatory behaviour of

(
S(xn)

)
in this example is due to the characteristic equation

λ 3 = 2λ 2 +10λ −20 associated with (4.2) having two roots with the same modulus
but opposite signs, namely λ =±

√
10.

(iii) Let γ = cos(π log2) = 0.5851 and define (xn) recursively as

xn = 4γxn−1−4xn−2 , n ≥ 3 , (4.3)

with given x1, x2 ∈ R. As before, an explicit formula for xn is easily derived as

xn = 2n−2(4γx1− x2)cos(πn log2)+2n−2 γx2−2x1(2γ2−1)√
1− γ2

sin(πn log2)

= 2n
β cos(πn log2+ξ ) ,
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with the appropriate β ≥ 0 and ξ ∈R. Although somewhat oscillatory, the sequence
(xn) is clearly unbounded. However, if (x1,x2) 6= (0,0) then β > 0, and

log |xn|= n log2+ logβ + log |cos(πn log2+ξ )| , n ∈ N ,

together with Lemma 2.6, where ϑ1 = ϑ2 = log2, α = 0, z = eıξ , and zn ≡ 0, shows
that (xn) is not Benford. The reason for this can be seen in the fact that, while
log |λ |= log2 is irrational for the roots λ = 2e±ıπ log2 of the characteristic equation
associated with (4.3), there clearly is a rational dependence between the two real
numbers log |λ | and 1

2π
argλ , namely log |λ |−2( 1

2π
argλ ) = 0. C

The above examples indicate that, under the perspective of BL, the main diffi-
culty when dealing with multi-dimensional systems is their potential for more or
less cyclic behaviour, either of the orbits themselves or of their significands. (In the
case of positive matrices, as seen in the previous section, cyclicality does not oc-
cur or, more correctly, remains hidden.) To precisely denominate this difficulty, the
following terminology will prove useful. Recall that, given any set Z ⊂ C, spanQZ
denotes the smallest linear subspace of C (over Q) containing Z.

Definition 4.2. A non-empty set Z ⊂C with |z|= r for some r > 0 and all z∈ Z, i.e.
Z ⊂ rS, is non-resonant if its associated set ∆Z ⊂ R, defined as

∆Z :=
{

1+
argz− argw

2π
: z,w ∈ Z

}
satisfies the following two conditions:

(i) ∆Z ∩Q = {1};
(ii) logr 6∈ spanQ∆Z .

An arbitrary set Z ⊂ C is non-resonant if, for every r > 0, the set Z ∩ rS is either
non-resonant or empty; otherwise Z is resonant.

Note that by its very definition the set ∆Z always satisfies 1 ∈ ∆Z ⊂ (0,2) and
is symmetric w.r.t. the point 1. The empty set ∅ and the singleton {0} are non-
resonant. On the other hand, Z ⊂ C is certainly resonant if either {−r,r} ⊂ Z for
some r > 0, in which case (i) is violated, or Z∩S 6= ∅, which causes (ii) to fail.

Example 4.3. The singleton {z}with z∈C is non-resonant if and only if either z = 0
or log |z| 6∈ Q. Similarly, the set {z,z} with z ∈ C \R is non-resonant if and only
if the three numbers 1, log |z| and 1

2π
argz are rationally independent, i.e. linearly

independent over Q. C

Remark. If Z ⊂ rS then, for every z ∈ Z,

spanQ∆Z = spanQ

(
{1}∪

{
argz− argw

2π
: w ∈ Z

})
,
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which shows that the dimension of spanQ∆Z , as a linear space over Q, is at most #Z.
Also, if Z ⊂ rS is symmetric w.r.t. the real axis, then the condition (ii) in Definition
4.2 is equivalent to logr 6∈ spanQ

(
{1}∪{ 1

2π
argz : z ∈ Z}

)
, cf. [5, Def.3.1].

Recall that the behaviour of (An) is completely determined by the eigenvalues of
A, together with the corresponding (generalized) eigenvectors. As far as BL is con-
cerned, the key question turns out to be whether or not σ(A) is non-resonant. Clearly
logrσ (A) is irrational whenever σ(A) is non-resonant (and A is not nilpotent), but
the converse is not true in general.

Example 4.4. The spectrum of the matrix A associated with the Fibonacci recursion
(3.3), σ(A) = {−ϕ−1,ϕ}, is non-resonant. On the other hand, the matrices

B =
[

1 −1
1 0

]
, C =

 2 10 −20
1 0 0
0 1 0

 , D =
[

4γ −4
1 0

]
,

associated with the difference equations (4.1), (4.2), and (4.3), respectively, all
have a resonant spectrum. Indeed, σ(B) = {e±ıπ/3}, and hence ∆σ(B) = { 2

3 ,1, 4
3}

contains rational numbers other than 1, which violates (i) in Definition 4.2. Also,
log |e±ıπ/3|= 0, and so (ii) is violated, too. Similarly, σ(C) = {2,±

√
10}, and with

Z = σ(C)∩
√

10S = {±
√

10} again both (i) and (ii) in Definition 4.2 fail. Finally,
σ(D) = {2e±ıπ log2}, and so ∆σ(D) = {1,1± log2} satisfies (i), yet (ii) is violated as
log2 ∈ spanQ∆σ(D) = spanQ{1, log2}. C

The following theorem is the main result of the present section. Like Theorems
3.2 and 3.12, but without any assumptions on A, it extends to arbitrary dimensions
the simple fact that for the sequence (xαny) with α ∈R\{0} to be either Benford (if
xy 6= 0) or trivial (if xy = 0) it is necessary and sufficient that log |α| be irrational. To
concisely formulate the result, call (x>Any) and (|Anx|) with A∈Rd×d and x,y∈Rd

terminating if, respectively, x>Any = 0 or Anx = 0 for all n ≥ d; similarly, (|An|) is
terminating if An = 0 for all n ≥ d.

Theorem 4.5. Let A be a real d×d-matrix. Then the following statements are equiv-
alent:

(i) The set σ(A) is non-resonant;
(ii) For every x,y ∈ Rd , the sequence (x>Any) is Benford or terminating.

Moreover, if (i) and (ii) hold then, for every x ∈ Rd , the sequence (|Anx|) is Benford
or terminating, and so is (|An|).

For a full proof of Theorem 4.5, the reader is referred to [6]. A simplified variant
that applies to most matrices is given at the end of this section. From the argument,
it will transpire that “terminating” can be replaced by “zero” (meaning “identically
zero”) whenever A is invertible, i.e. whenever 0 6∈ σ(A). Before that, however, a few
examples, corollaries, and remarks are presented.
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Example 4.6. (i) As seen in Example 4.4, the (invertible) matrix A =
[

1 1
1 0

]
associ-

ated with (3.3) has non-resonant spectrum. For every x,y ∈ R2, therefore, (x>Any)
is either Benford or zero. The latter happens precisely if x and y are proportional
to, respectively, the eigenvector ϕe1 + e2, corresponding to the eigenvalue ϕ of A,
and to the eigenvector ϕe2−e1, corresponding to −ϕ−1, or vice versa. In particular,
the sequences (Fn) = (e>1 Ane1) and (Ln) =

(
e>1 An(3e2 − e1)

)
are Benford, as has

already been observed in Examples 3.4 and 3.8.
Note that (F2

n ), for instance, is also Benford. This follows from Proposition 2.3
but can be seen directly as well by noticing that

(
F2

n + 2
5 (−1)n

)
is a solution of

xn = 3xn−1− xn−2 , n ≥ 3 ,

and the associated matrix
[

3 −1
1 0

]
has non-resonant spectrum {ϕ2,ϕ−2}.

(ii) The 3× 3-matrix B considered in Example 3.5 has non-resonant spectrum,
as it has three real eigenvalues of different absolute value, none of which is of the
form ±10m/n with m ∈ Z and n ∈ N. As in (i), every sequence (x>Bny) is either
Benford or zero, with the latter being the case precisely if x and y are proportional
to eigenvectors of B corresponding to two different eigenvalues. Note that even for
this conclusion, which is stronger than the one reached in Example 3.5, it is not
necessary to know σ(B) explicitly. In fact, unlike in Example 3.5 it is not even
necessary to know that BN > 0 for some N. C

Example 4.7. For the matrix A =
[

1 −1
1 1

]
one finds σ(A) = {

√
2e±ıπ/4} which is

resonant, as ∆σ(A) = { 3
4 ,1, 5

4}. By Theorem 4.5, there must be x,y ∈ R2 for which
(x>Any) is neither Benford nor zero. Indeed, observe for instance that

e>1 Ane1 = e>1 2n/2

[
cos( 1

4 πn) −sin( 1
4 πn)

sin( 1
4 πn) cos( 1

4 πn)

]
e1 = 2n/2 cos( 1

4 πn) , n ∈ N0 ,

and hence (e>1 Ane1) is neither Benford (because e>1 A4n−2e1 = 0 for all n) nor zero
(because e>1 A8ne1 = 24n 6= 0 for all n). Note, however, that this of course does not
rule out the possibility that some sequences derived from (An) may be Benford
nevertheless. For instance, (|An|) = (2n/2) is Benford. For another concrete example,
fix any x 6= 0 and, for each n ∈N, denote by En the area of the triangle with vertices
at Anx, An−1x, and the origin. Then

En = 1
2

∣∣det(Anx,An−1x)
∣∣ = 2n−2|x|2 , n ∈ N ,

so (En) is Benford, see Fig. 4. Note also that while σ(A) is resonant, the set σ(A4) =
{−4} is not. (The reverse implication is easily seen to hold for all d ∈ N and A ∈
Rd×d : If σ(A) is non-resonant then so is σ(An) for every n ∈ N.) C



Benford solutions of linear difference equations 21

Fig. 4 Two Benford sequences, (F2
n ) and (En), derived from linear 2-dimensional systems, see

Examples 4.6 and 4.7; note that σ(A) is resonant for the matrix A associated with (En).

Example 4.8. For the matrix B =
[

19 20
1 0

]
, first encountered in Example 3.10,

σ(B) = {−1,20} is resonant. Consequently, there must be x,y ∈ R2 for which
(x>Bny) is neither Benford nor zero. In essence, this has already been observed
in Example 3.10, with x = e1 and y = e1− e2, for which (x>Bny) =

(
(−1)n

)
. Note

that failure of (x>Bny) to be Benford can occur only if (20x1 +x2)(y1 +y2) = 0. For
most x,y ∈ R2, therefore, (x>Bny) is either Benford or zero. C

Example 4.9. This example briefly reviews matrices and difference equations from
earlier examples in the light of Theorem 4.5

(i) The matrices A =
[

5 15
15 5

]
and B =

[
6 4
4 6

]
both have resonant spectrum,

σ(A) = {−10,20} and σ(B) = {2,10}, which corroborates the observation, made
in Example 3.6, that for some x,y ∈ R2, (x>Any) is neither Benford nor zero, and
similarly for B. Note, however, that (x>Any) is Benford whenever x,y ∈ R2 are not
multiples of e1−e2, and hence for most x,y ∈R2, whereas (x>Bny) can be Benford
only if x or y is a multiple of e1− e2.

(ii) While Theorem 3.2 did not apply to B =
[

1 −1
−1 1

]
in Example 3.9, every

sequence (x>Bny) was seen to be Benford or terminating. This observation is con-
sistent with σ(B) = {0,2} being non-resonant.

(iii) As is the case for every stochastic matrix, the matrix A =

[
1
2

1
2

1 0

]
in Exam-

ples 3.10 and 3.11, has resonant spectrum σ(A) = {− 1
2 ,1}, and for most x,y ∈ R2,

(x>Any) is not Benford. The question, already raised in Example 3.11, whether, say,
entries of (An+1−An) can be Benford nevertheless is addressed in Section 5. C
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Example 4.10. Unlike in Theorem 3.2, within the wider scope of Theorem 4.5 the
sequence (|Anx|) may, for every x ∈ Rd , be Benford or terminating even if (i) and
(ii) do not hold. Similarly, (|An|) may be Benford. For an example, consider the
3×3-matrix

A = 10ϕ2

 cos(2πϕ) −sin(2πϕ) 0
sin(2πϕ) cos(2πϕ) 0

0 0 1

 ,

where ϕ = 1
2 (1 +

√
5), as usual, and hence ϕ2 = ϕ + 1. The spectrum σ(A) =

{10ϕ2
,10ϕ2

e±ı2πϕ} is resonant because

1
2 (3+

√
5) = ϕ

2 = log10ϕ2 ∈ spanQ∆σ(A) = spanQ{1,
√

5} .

Nevertheless, for every x ∈ R3,

|Anx|= 10nϕ2

∣∣∣∣∣∣
 x1 cos(2πnϕ)− x2 sin(2πnϕ)

x1 sin(2πnϕ)+ x2 cos(2πnϕ)
x3

∣∣∣∣∣∣ = 10nϕ2 |x| ,

and since ϕ2 is irrational, (|Anx|) is Benford whenever x 6= 0. Similarly, note that
10−nϕ2

A is an isometry for every n, and (|An|) = (10nϕ2
) is Benford. However, by

Theorem 4.5, not every sequence (x>Any) can be Benford or zero. That (e>2 Ane1) =(
10nϕ2

sin(2πnϕ)
)
, for instance, is neither can be seen easily using Lemma 2.6.

Consider now also the matrix

B = 10ϕ2

 cos(2πϕ) −sin(2πϕ) sin(πϕ)cos(πϕ)
sin(2πϕ) cos(2πϕ) sin(πϕ)2

0 0 1

 .

Clearly, σ(B) = σ(A), so the spectrum of B is resonant as well. A short calculation
confirms that

Bn = 10nϕ2

 cos(2πnϕ) −sin(2πnϕ) sin(πnϕ)cos(πnϕ)
sin(2πnϕ) cos(2πnϕ) sin(πnϕ)2

0 0 1

 , n ∈ N0 ,

from which it follows for instance that

|Bn
√

2e3|= 10nϕ2√
3− cos(2πnϕ) , n ∈ N0 ,

and consequently, using ϕ2 = ϕ +1,〈
log |Bn

√
2e3|

〉
=

〈
nϕ + 1

2 log
(
3− cos(2πnϕ)

)〉
= 〈 f (nϕ)〉 ,

with the smooth function f : R→R given by f (s) = s+ 1
2 log

(
3−cos(2πs)

)
. Recall

that (nϕ) is u.d. mod 1. As in the proof of Lemma 2.6, consider the piecewise
smooth map T = 〈 f 〉 on [0,1) induced by f . Since T is a bijection of [0,1) with
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non-constant slope, λ0,1 ◦T−1 6= λ0,1. This in turn means that (|Bne3|), and in fact
(|Bnx|) for most x ∈ R3, is neither Benford nor zero. Similarly,

|Bn|= 10nϕ2

√
1+ 1

2 sin(πnϕ)2 + 1
2 |sin(πnϕ)|

√
4+ sin(πnϕ)2 , n ∈ N0 ,

and a completely analogous argument shows that (|Bn|) is not Benford either.
As evidenced by this example, the property of a matrix A ∈ Rd×d that (|Anx|)

is, for every x ∈ Rd , either Benford or terminating is not a spectral property, i.e., it
cannot be decided upon, at least for d ≥ 3, by using σ(A) alone. Similarly, (|An|)
being Benford is not a spectral property of A. C

Remark. According to Theorem 4.5, non-resonance of σ(A) is, for any invertible
A ∈ Rd×d , equivalent to the widespread generation of Benford sequences of the
form (x>Any). Most d×d-matrices are invertible with non-resonant spectrum, under
a topological as well as a measure-theoretic perspective. To put this more formally,
let

Gd := {A ∈ Rd×d : A is invertible and σ(A) is non-resonant} .

Thus for example G1 = {[α] : α ∈ R\{0}, |α| 6= 10ρ for every ρ ∈ Q}. While the
complement of Gd is dense in Rd×d , it is a topologically small set: Rd×d\Gd is of
first category, i.e. a countable union of nowhere dense sets. A (topologically) typical
(“generic”) d×d-matrix therefore belongs to Gd . Similarly, if A is an Rd×d-valued
random variable, that is, a random matrix, whose distribution is a.c. with respect
to the d2-dimensional Lebesgue measure on Rd×d , then P(A ∈ Gd) = 1, i.e., with
probability one A is invertible and σ(A) non-resonant.

The next result is a corollary of Theorem 4.5 for difference equations and anal-
ogous to Corollary 3.7 but without any positivity assumptions on coefficients or
initial values.

Theorem 4.11. The following statements are equivalent for the difference equation

xn = a1xn−1 +a2xn−2 + . . .+ad−1xn−d+1 +adxn−d , n ≥ d +1 , (4.4)

where a1,a2, . . . ,ad−1,ad ∈ R with ad 6= 0:

(i) The set {z ∈ C : zd = a1zd−1 +a2zd−2 + . . .+ad−1z+ad} is non-resonant;
(ii) Every solution (xn) of (4.4) is Benford, unless xn ≡ 0.

While the reader is again referred to [6] for a full proof of Theorem 4.11, a simplified
argument applicable to most a1,a2, . . . ,ad−1,ad is given at the end of the present
section, following the very similar proof of Theorem 4.5.

Example 4.12. Since {z ∈C : z2 = z+1}= {−ϕ−1,ϕ} is non-resonant, every solu-
tion of (3.3) except for xn ≡ 0 is Benford, as was already seen in Example 4.6.

More generally, consider the second-order difference equation

xn = a1xn−1 +a2xn−2 , n ≥ 3 , (4.5)
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where a1,a2 are non-zero integers, and a2 > 0. The set {z ∈ C : z2 = a1z + a2}
consists of two real numbers with different absolute value, and is resonant if and
only if one of them is of the form ±10N for some N ∈ N0. It follows that every
solution (xn) of (4.5), except for the trivial xn ≡ 0, is Benford if and only if

|102m−a2| 6= |a1|10m , ∀m = 0,1, . . . ,blog(|a1|+a2)c . (4.6)

For example, for a1 = 2, a2 = 5, condition (4.6) reduces to |1−5| 6= 2. As the latter
is obviously correct, every solution of

xn = 2xn−1 +5xn−2 , n ≥ 3 ,

is Benford unless x1 = x2 = 0. On the other hand, for

xn = 19xn−1 +20xn−2 , n ≥ 3 ,

(4.6) reads |102m−20| 6= 19 ·10m for m = 0,1, which is violated for m = 0. This cor-
roborates the observation, already made in Example 3.10, that

(
(−1)n

)
is a solution

that is neither Benford nor zero. C

Remark. Earlier, weaker forms and variants of the implication (i)⇒(ii) in Theorems
4.5 and 4.11, or special cases thereof, can be traced back at least to [42] and may
also be found in [5, 7, 9, 26, 35, 43]. The reverse implication (ii)⇒(i) seems to have
been addressed only for d < 4, see [7, Thm.5.37]. A case in point is the 4×4-matrix

A = 10
√

2


cos(2π

√
3) −sin(2π

√
3) 0 0

sin(2π
√

3) cos(2π
√

3) 0 0
0 0 cos(4π

√
3) −sin(4π

√
3)

0 0 sin(4π
√

3) cos(4π
√

3)

 .

In [7, Ex.5.36], it was observed that (x>Any) is Benford or zero for every x,y ∈ R4

— despite the fact that A fails to be Benford regular, a property introduced there
that is more restrictive than the non-resonance of σ(A). This mismatch is resolved
by Theorem 4.5, simply by noticing that σ(A) = {10

√
2e±ı2π

√
3,10

√
2e±ı4π

√
3} is

indeed non-resonant.

Example 4.13. While satisfying theoretically, Theorems 4.5 and 4.11 may be diffi-
cult to use in practice, even if A is an integer 2×2-matrix (in Theorem 4.5), or d = 2
and a1,a2 are integers (in Theorem 4.11). To illustrate the basic difficulty, consider
the innocent-looking difference equation

xn = 2xn−1−5xn−2 , n ≥ 3 . (4.7)

For the set Z = {z ∈ C : z2 = 2z− 5} = {1± 2ı} = {
√

5e±ıarctan2} it is not hard
to see that ∆Z = {1,1± 1

π
arctan2} satisfies (i) in Definition 4.2. Thus the non-

resonance of Z is equivalent to log5 6∈ spanQ∆Z = spanQ{1, 1
π

arctan2}. While log5
and 1

π
arctan2 can both be shown to be transcendental, it seems to be unknown
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whether or not 1, log5, 1
π

arctan2 are rationally independent [46]. In other words,
it is not known whether the set Z is non-resonant. In the likely case that it is, ev-
ery solution of (4.7), except for xn ≡ 0, would be Benford; otherwise, none would.
Experimental evidence strongly supports the former alternative, see Fig. 5. C

Fig. 5 Relative frequencies of the first (top) and second significant digits for the first N terms of the
solution (xn) of (4.7) with x1 = x2 = 1, see Example 4.13; the data suggests that (xn) is Benford.

The practical difficulty alluded to in Example 4.13 can be avoided altogether only
if all eigenvalues of A, or all roots of zd = a1zd−1 + a2zd−2 + . . .+ ad−1z + ad are
real. In this situation, the following simple observation may be helpful.

Proposition 4.14. A set Z ⊂R is non-resonant if and only if every z ∈ Z \{0} satis-
fies

log |z| 6∈Q and |w| 6= |z| for every w ∈ Z \{z} .

The remainder of this section is devoted to presenting proofs of Theorems 4.5
and 4.11. Both proofs are given here only under the additional assumption that,

for every r > 0, the set σ(A)∩ rS contains at most two elements, (4.8)

i.e., the matrix A has at most two eigenvalues of modulus r, which may take the
form of the real pair −r,r, or a non-real pair λ ,λ with |λ |= r. (For complete proofs
without this assumption, the reader is referred to [6]. Note that the matrices not
satisfying (4.8) form a nowhere dense nullset in Rd×d .) For convenience, let

σ
+(A) := {λ ∈ σ(A) : ℑλ ≥ 0}\{0} .
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Proof of Theorem 4.5: If σ+(A) = ∅, then A is nilpotent, σ(A) = {0} is non-
resonant, every sequence (x>Any) is identically zero for n ≥ d, and the claimed
equivalence trivially holds. Thus, from now on assume that σ+(A) is not empty.

Recall that, given any x,y ∈ Rd , the value of x>Any can be written in the form

x>Any = ℜ

(
∑λ∈σ+(A) pλ (n)λ n

)
, n ≥ d , (4.9)

where pλ is, for every λ ∈ σ+(A), a (possibly non-real) polynomial of degree at
most d−1; moreover, pλ is real whenever λ ∈ R. The representation (4.9) follows
for instance from the Jordan Normal Form Theorem. Note that pλ also depends on
x,y, but for the sake of notational clarity this dependence is not displayed explicitly.

To establish the asserted equivalence, assume first that σ(A) is non-resonant and,
given any x,y ∈Rd , that pλ 6= 0 for some λ ∈ σ+(A). (Otherwise x>Any = 0 for all
n ≥ d.) Let

r := max{|λ | : λ ∈ σ
+(A), pλ 6= 0}> 0 .

Recall that σ(A)∩ rS contains at most two elements. Note also that r and −r cannot
both be eigenvalues of A, as otherwise σ(A) would be resonant. Hence either exactly
one of the two numbers r,−r is an eigenvalue of A, and logr is irrational, or else
σ(A)∩ rS = {re±ıπϑ} with the appropriate irrational 0 < ϑ < 1, and

logr 6∈ spanQ{1,1±ϑ}= spanQ{1,ϑ} .

In the former case, assume w.l.o.g. that r is an eigenvalue. (The case of −r being an
eigenvalue is completely analogous.) Recall that |λ |< r for every other eigenvalue
λ of A with pλ 6= 0. Denote by k ∈ {0,1, . . . ,d− 1} the degree of the polynomial
pr, and let γ := limn→∞ pr(n)/nk. Note that γ is non-zero and real. From (4.9), it
follows that

|x>Any|=
∣∣∣pr(n)rn +∑λ∈σ+(A):|λ |<r pλ (n)λ n

∣∣∣ = rnnk|γ + zn| , n ≥ d ,

with the (real) sequence (zn) given by

zn =
pr(n)

nk − γ +
1

rnnk ∑λ∈σ+(A):|λ |<r pλ (n)λ n , n ≥ d .

Clearly, limn→∞ zn = 0. Since logr is irrational and

log |x>Any|= n logr + k logn+ log |γ + zn| , n ≥ d ,

Proposition 2.3 implies that (x>Any) is Benford.
In the other case, the matrix A has λ0 = reıπϑ and its conjugate λ0 = re−ıπϑ as

eigenvalues, and |λ | < r for every other eigenvalue λ of A with pλ 6= 0. With k
denoting the degree of pλ0 , let again γ := limn→∞ pλ0(n)/nk, and note that γ may
now be non-real, yet is non-zero as before. Deduce from (4.9) that
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|x>Any|=
∣∣∣ℜ(

pλ0(n)rneıπnϑ +∑λ∈σ+(A):|λ |<r pλ (n)λ n
)∣∣∣ = rnnk|ℜ(γeıπnϑ + zn)| ,

with the (possibly non-real) sequence (zn), given by

zn =
(

pλ0(n)
nk − γ

)
eıπnϑ +

1
rnnk ∑λ∈σ+(A):|λ |<r pλ (n)λ n ,

again satisfying limn→∞ zn = 0. Since ϑ is irrational due to the non-resonance
of σ(A), the set I := {n ∈ N : ℜ(γeıπnϑ + zn) = 0} has density zero, that is,
limn→∞

1
n #(I∩{1,2, . . . ,n}) = 0, and

log |x>Any|= n logr + k logn+ log |ℜ(γeıπnϑ + zn)| , ∀n ∈ N\ I . (4.10)

(The reader familiar with the Skolem–Mahler–Lech Theorem [34, Thm.A] will no-
tice that I is actually finite, though this much stronger property is not needed here.)
Lemma 2.6 with ϑ1 = logr, ϑ2 = ϑ , α = k, z = γ shows that the sequence on
the right in (4.10) is u.d. mod 1, and so is (log |x>Any|), by Proposition 2.3. Thus
(x>Any) is Benford, and the proof of (i)⇒(ii) is complete.

To establish the reverse implication, assume that σ(A) is resonant. Then, for
some r0 > 0 and with Z := σ(A)∩ r0S, the set ∆Z contains rational numbers other
than 1, or logr0 ∈ spanQ∆Z , or both. Assume first that 1+ρ ∈ ∆Z for some rational
number ρ > 0. This implies that Z contains exactly two elements, either r0,−r0
or else r0e±ıπρ . In the former case, let b,c be unit eigenvectors corresponding to,
respectively, the eigenvalues r0 and −r0 of A, and let x := y := b+ c. Then

x>Any = (b+ c)>
(
rn

0b+(−r0)nc
)

= (1+b>c)
(
rn

0 +(−r0)n) .

By the Cauchy–Schwarz inequality, 1 + b>c > 0. Hence x>Any = 0 for all odd n
but x>Any > 0 for all even n, and (x>Any) is neither Benford nor terminating. In the
case of non-real eigenvalues, there exist linearly independent unit vectors b,c ∈ Rd

such that, for every n ∈ N0,

Anb = rn
0 cos(πnρ)b−rn

0 sin(πnρ)c , Anc = rn
0 sin(πnρ)b+rn

0 cos(πnρ)c . (4.11)

Hence with x := y := b+ c,

x>Any = rn
0(b+ c)>

(
(cos(πnρ)+ sin(πnρ))b+(cos(πnρ)− sin(πnρ))c

)
= 2(1+b>c)rn

0 cos(πnρ) ,

and again x>Any = 0 periodically but no identically. Thus (x>Any) is neither Ben-
ford nor terminating.

It remains to consider the case where #(∆Z ∩Q)≤ 1 for every Z = σ(A)∩rS and
r > 0, yet logr0 ∈ spanQ∆Z for some r0 > 0. Again it is helpful to distinguish two
cases: either σ(A)∩ r0S⊂R or σ(A)∩ r0S⊂C\R. In the former case, exactly one
of the two numbers r0 and −r0 is an eigenvalue of A. The argument for −r0 being
analogous, assume w.l.o.g. that σ(A)∩ r0S = {r0}. Then ∆Z = {1} and hence logr0
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is rational. Taking x := y := b, where b is any eigenvector of A corresponding to
the eigenvalue r0, yields x>Any = rn

0|b|2, and (x>Any) is neither Benford nor termi-
nating. In the other case, i.e. for Z = σ(A)∩ r0S = {r0e±ıπϑ} with some irrational
0 < ϑ < 1, pick again linearly independent unit vectors b,c ∈ Rd such that (4.11)
holds for all n, with ρ replaced by ϑ . With x := y := b+ c, it follows that

log |x>Any|= n logr0 + log |2(1+b>c)cos(πnϑ)| .

Recall that logr0 ∈ spanQ{1,ϑ}, by assumption. An application of Lemma 2.6 with
ϑ1 = logr0, ϑ2 = ϑ , α = 0, z = 2(1 + b>c) > 0 and zn ≡ 0 shows that the se-
quence (x>Any) is not Benford. Clearly, it is not terminating either. Thus (ii)⇒(i),
as claimed.

To complete the proof, the assertions regarding (|Anx|) and (|An|) have to be ver-
ified. The above argument establishing (i)⇒(ii) can be used to verify the former as-
sertion because, for every x ∈Rd , |Anx|2 = ∑

d
j=1(e

>
j Anx)2, and so (log |Anx|) is eas-

ily seen to be u.d. mod 1 using Lemma 2.6. Finally, if A is not nilpotent (otherwise
(|An|) obviously is terminating) assume first that σ(A)∩ rσ (A)S = {rσ (A)e±ı2πϑ}
for some irrational 0 < ϑ < 1

2 . Then, with the appropriate integer k ≥ 0,

(An)>An = rσ (A)2nn2k(B(nϑ)>B(nϑ)+Cn
)
, n ∈ N ,

where the function B : R → Rd×d is 1-periodic, real-analytic and does not vanish
identically, and (Cn) is a sequence in Rd×d with |Cn| → 0. It follows that

log |An|= n logrσ (A)+ k logn+ 1
2 logrσ

(
B(nϑ)>B(nϑ)+Cn

)
.

Note that rσ

(
B(t)>B(t)

)
> 0 for all but finitely many t ∈ [0,1). By the assumed non-

resonance of σ(A), logrσ (A) 6∈ spanQ{1,ϑ}, and hence [5, Lem.2.9] shows that
(|An|) is Benford. As the argument for the case σ(A)∩ rσ (A)S ⊂ R is completely
analogous, the proof is complete. ut

Proof of Theorem 4.11: Note first that the matrix A associated with (4.4) via (2.2)
is invertible because ad 6= 0. Hence (4.9) is valid for all n ∈ N, and the sequence
(x>Any) vanishes identically unless pλ 6= 0 for some λ ∈ σ+(A). Also note that
σ(A) simply equals {z ∈ C : zd = a1zd−1 +a2zd−2 + . . .+ad−1z+ad}. Thus, if the
latter set is non-resonant then (xn) = (e>d Any) with y = A−1

∑
d
j=1 xd+1− je j either is

Benford or else vanishes identically. This shows that (i)⇒(ii).
To establish the reverse implication, assume that σ(A) is resonant, and dis-

tinguish cases just as in the above proof of Theorem 4.5. If σ(A) is resonant
due to failure of (i) in Definition 4.2 then, for some r0 > 0 and rational num-
ber ρ ∈ (0,1), either {−r0,r0} ⊂ σ(A) or {r0e±ıπρ} ⊂ σ(A). In the former case,
(xn) =

(
rn

0 +(−r0)n
)

solves (4.4) and is neither Benford nor zero. In the latter case,
the same is true for (xn) =

(
rn

0 cos(πnρ)
)
. If, on the other hand, σ(A) is resonant

due to failure of (ii) then, for some r0 > 0 and irrational ϑ ∈ (0,1), either r0 ∈ σ(A)
and logr0 ∈ Q, or else {r0e±ıπϑ} ⊂ σ(A) and logr0 ∈ spanQ{1,ϑ}. In the first
case, (xn) = (rn

0) solves (4.4) and is neither Benford nor zero. In the second case,



Benford solutions of linear difference equations 29

(xn) =
(
rn

0 cos(nπϑ)
)

is a non-zero solution of (4.4) that is not Benford since(
log |rn

0 cos(nπϑ)|
)

=
(
n logr0 + log |cos(nπϑ)|

)
is not u.d. mod 1, by Lemma 2.6. Overall, (ii)⇒(i), and the proof is complete. ut

5 An application to Markov chains

If A is a real d × d-matrix and logrσ (A) is rational then, as an immediate con-
sequence of Theorem 4.5, the sequence (x>Any) is, for most x,y ∈ Rd , not Ben-
ford. If, in addition, A happens to have a positive power then, for instance, none
of the entries ([An] jk) is Benford, according to Corollary 3.3. Even in this situa-
tion, however, it is quite possible that all entries of (An+1 − rσ (A)An), and in fact
most sequences

(
x>(An+1−rσ (A)An)y

)
, are Benford. This phenomenon has already

been observed in Examples 3.10 and 3.11 for the matrix A =

[
1
2

1
2

1 0

]
, for which

logrσ (A) = log1 = 0, and yet

An+1−An =
(
− 1

2

)n+1
[

1 −1
−2 2

]
, n ∈ N0 ,

hence most sequences (x>(An+1 −An)y) are Benford. The purpose of the present
section is to study this “cancellation of resonance” scenario and to demonstrate how
it can be understood easily by utilizing the results from previous sections. The sce-
nario is of particular interest in the case of stochastic matrices which often arise as
transition probability matrices of finite-state Markov chains. (As observed in Exam-
ple 4.9(iii), the spectrum of every stochastic matrix is resonant.) However, “cancel-
lation of resonance” may occur whenever A has a dominant simple eigenvalue, and
it is in this more general and transparent setting that the main result, Theorem 5.1
below, is formulated. The specific result for Markov chains is then a simple corollary
(Corollary 5.4).

Assume, therefore, that the real d×d-matrix A has a dominant eigenvalue λ0 that
is algebraically simple, i.e., |λ |< |λ0| for every λ ∈ σ(A)\{λ0}, and λ0 is a simple
root of the characteristic polynomial of A. Note that λ0 is necessarily a real number,
and rσ (A) = |λ0|. It is not hard to see that under these assumptions the limit

QA := limn→∞

An

λ n
0

(5.1)

exists. Moreover, it is clear from (5.1) that QAA = AQA = λ0QA, but also Q2
A = QA.

In fact, QA is nothing but the spectral projection associated with λ0 and can also be
represented in the form
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QA =
bc>

b>c
, (5.2)

where b,c are eigenvectors of, respectively, A and A> corresponding to the eigen-
value λ0. A dominant, algebraically simple eigenvalue is often observed in practice.
For instance, it occurs whenever AN > 0 for some N ∈ N, see Proposition 3.1. (In
this case even QA > 0.) But it also occurs for matrices such as e.g.[

1 −1
−1 1

]
and

[
2 1
0 1

]
,

of which no power is positive.
Consider now the sequences (An+1−λ0An) and (An−λ n

0 QA), both of which in a
sense measure the speed of convergence in (5.1) and therefore are often of interest
in their own right. Using the results of Section 4, the Benford behaviour of these
sequences is easily analysed.

Theorem 5.1. Assume A∈Rd×d has a dominant eigenvalue λ0 that is algebraically
simple, and let QA be the associated projection according to (5.2). Then the follow-
ing three statements are equivalent:

(i) The set σ(A)\{λ0} is non-resonant;
(ii) The sequence (x>(An+1−λ0An)y) is Benford or terminating for every x,y ∈Rd;
(iii) The sequence (x>(An−λ n

0 QA)y) is Benford or terminating for every x,y ∈ Rd .

Proof. Since all assertions are trivially correct for d = 1, assume d ≥ 2 from now
on, and hence λ0 6= 0. As in the proof of Theorem 3.2, let R := A−λ0QA and observe
that AR = RA as well as QAR = 0 = RQA, and hence

An = λ
n
0 QA +Rn , ∀n ≥ 1 . (5.3)

Note that, for every λ ∈ σ(A) \ {λ0} and x ∈ Rd with (A−λ Id)mx = 0 (i.e., x is a
generalized eigenvector of A corresponding to the eigenvalue λ 6= λ0),

0 = c>(A−λ Id)mx =
(
(A>−λ Id)mc

)>x = (λ0−λ )mc>x ,

and so c>x = 0, which in turn implies QAx = 0, and hence Anx = Rnx for all n, by
(5.3), and λ ∈ σ(R). On the other hand, Ab = λ0b = λ0QAb and therefore Rb = 0.
Thus 0 ∈ σ(R). Also, if Rx = λ0x for some x ∈ Rd then (5.3) yields

QAx = limn→∞

Anx
λ n

0
= QAx+ x ,

hence x = 0. In other words, λ0 6∈ σ(R), and overall σ(R) = (σ(A) \ {λ0})∪{0},
showing that σ(R) is non-resonant if and only if σ(A)\{λ0} is non-resonant. More-
over, deduce from (5.1) and (5.3) that

An+1−λ0An = Rn(R−λ0Id) , An−λ
n
0 QA = Rn , ∀n ≥ 1 .
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Since R−λ0Id is invertible, the asserted equivalences are now obvious from Theo-
rem 4.5. ut

Example 5.2. (i) The (positive) matrix B =
[

6 4
4 6

]
first encountered in Example 3.6

has the dominant simple eigenvalue λ0 = 10. Thus Theorem 5.1 applies, with

QB = limn→∞

Bn

λ n
0

=
1
2

[
1 1
1 1

]
.

Since σ(B)\{10}= {2} is non-resonant, every sequence (x>(Bn+1−10Bn)y) and
(x>(Bn−10nQB)y) is Benford or terminating. This can also be seen directly from

Bn+1−10Bn =−2n+2
[

1 −1
−1 1

]
, Bn−10nQB = 2n−1

[
1 −1

−1 1

]
, n ∈ N0 .

(ii) For the (non-negative) matrix B =
[

19 20
1 0

]
from Example 3.10, λ0 = 20 is a

dominant simple eigenvalue, and

QB =
1
21

[
20 20

1 1

]
.

However, σ(B)\{20}= {−1} is resonant, and hence some (in fact, most) sequences
(x>(Bn+1 − 20Bn)y) and (x>(Bn − 20nQB)y) are neither Benford nor terminating.
Again, this can be confirmed by an explicit calculation as well.

(iii) The matrix C =
[

6 −8
4 −6

]
does not have a dominant eigenvalue, as σ(C) = {±2},

and hence Theorem 5.1 does not apply. Correspondingly, the limit limn→∞ Cn/2n

does not exist. Note, however, that every entry of (Cn+1 − 2Cn), for instance, is
Benford, as

Cn+1−2Cn = 2(−2)n+1
[
−1 2
−1 2

]
, n ∈ N0 . C

Example 5.3. (i) The spectrum of

A =

−10 15 15
−24 29 27

24 −24 −22


equals σ(A) = {−10,2,5}, and hence is resonant, yet λ0 =−10 is a dominant sim-
ple eigenvalue, and σ(A)\{−10}= {2,5} is non-resonant. By Theorem 5.1, every
entry of (An+1 +10An) and (An− (−10)nQA), in particular, is Benford or terminat-
ing, where
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QA =

 1 −1 −1
2 −2 −2

−2 2 2

 .

(ii) Consider the (non-negative) 3×3-matrix

B =

 3 1 0
0 3 0
0 0 2

 .

Clearly, λ0 = 3 is a dominant eigenvalue, and σ(B) \ {3} = {2} is non-resonant.
However,

Bn =

 3n n3n−1 0
0 3n 0
0 0 2n

 , n ∈ N0 ,

and so limn→∞ Bn/3n does not exist. The reason for this is that the eigenvalue λ0,
although dominant, is not simple. Thus Theorem 5.1 does not apply. Nevertheless,
(x>(Bn+1−3Bn)y) is Benford or terminating for every x,y ∈ R3. C

Remark. A close inspection of the proof of Theorem 5.1 shows that the assumption
of algebraic simplicity for λ0 can be relaxed somewhat. As a matter of fact, The-
orem 5.1 remains unchanged if the dominant eigenvalue λ0 is merely assumed to
be semi-simple, meaning that its algebraic and geometric multiplicities coincide or,
equivalently, that A−λ0Id and (A−λ0Id)2 have the same rank.

Arguably the most important application of Theorem 5.1 is to stochastic matrices.
Recall that A ∈ Rd×d is row-stochastic (column-stochastic) if A ≥ 0 and the entries
in each row (column) add up to 1; recall also that rσ (A) = 1 ∈ σ(A) for every (row-
or column-) stochastic matrix. In probability textbooks, the letters P,Q etc. are tradi-
tionally used to denote stochastic matrices, a tradition adhered to for the remainder
of this section. If P ∈ Rd×d is a (row-) stochastic matrix, then it can naturally be
interpreted as the matrix of 1-step transition probabilities of a time-homogeneous
d-state Markov chain (Xn), i.e., (Xn) is a discrete-time Markov process on d sym-
bols, s1,s2, . . . ,sd , and, for every n ∈ N,

P(Xn+1 = sk|Xn = s j) = [P] jk ∀ j,k ∈ {1,2, . . . ,d} . (5.4)

As a consequence of (5.4), the N-step transition probabilities are simply given by
the entries of PN , that is, for every n ∈ N,

P(Xn+N = sk|Xn = s j) = [PN ] jk ∀ j,k ∈ {1,2, . . . ,d} .

Thus the long-term behaviour of the stochastic process (Xn) is governed by the se-
quence of (stochastic) matrices (Pn). Moreover, if |λ |< 1 for every eigenvalue λ 6= 1
of P then QP := limn→∞ Pn exists and is itself a stochastic matrix. A common prob-
lem in many Markov chain models is to estimate QP through numerical simulation.
In this context, the sequences (Pn+1−Pn) and (Pn−QP) are of special interest, as
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they both in a sense measure the speed of convergence of Pn → QP. They are also
rich sources of Benford sequences.

Corollary 5.4. [10, Thm.12] Assume that the stochastic matrix P ∈ Rd×d is irre-
ducible and aperiodic, and let QP := limn→∞ Pn. If σ(P)\{1} is non-resonant then,
for every j,k ∈ {1,2, . . . ,d}, the sequences ([Pn+1 −Pn] jk) and ([Pn −QP] jk) are
Benford or terminating.

Proof. Since P is irreducible and aperiodic, PN > 0 for some N ∈ N, and hence
λ0 = 1 is a dominant, algebraically simple eigenvalue of P. The claim then follows
from Theorem 5.1. ut

Example 5.5. For the stochastic matrix

P =
1

10

 9 0 1
6 3 1
1 0 9

 ,

σ(P)\{1}= { 3
10 , 4

5} is non-resonant. Note that P fails to be irreducible, and hence
Corollary 5.4 does not apply directly. However, λ0 = 1 obviously is dominant and
simple, and so Theorem 5.1 can be used to deduce that every entry of (Pn+1 −Pn)
and (Pn−QP) is Benford or terminating, with

QP =
1
2

 1 0 1
1 0 1
1 0 1

 . C

Example 5.6. Consider the (irreducible and aperiodic) stochastic matrix

P =
1

30

 14 11 5
11 14 5

5 5 20

 ,

for which σ(P) \ {1} = { 1
10 , 1

2} is resonant. While Corollary 5.4 does not apply,
Theorem 5.1 shows that there exist x,y ∈ R3 for which (x>(Pn+1 −Pn)y), for in-
stance, is neither Benford nor terminating. For a concrete example that is neither,
simply take x = e1, y = e1 − e2, which yields (x>(Pn+1 −Pn)y) = (10−n). On the
other hand, with

QP =
1
3

 1 1 1
1 1 1
1 1 1

 ,

it is straightforward to check that all entries of (Pn+1−Pn) and (Pn−Qp) are Ben-
ford. Thus the non-resonance of σ(P) \ {1} is not necessary for the latter prop-
erty. In other words, the implication in Corollary 5.4 cannot in general be reversed.
Moreover, the property asserted by Corollary 5.4, i.e. the property that all entries of
(Pn+1−Pn) and (Pn−QP) are Benford or terminating, is not a spectral property of
P. To see this, consider for example
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P̃ =
1

10

 6 3 1
3 4 3
1 3 6

 ,

and note that σ(P̃) = σ(P) and QP̃ = QP. Again, it is readily confirmed that, for
instance ([P̃n+1 − P̃n]22) = (− 3

5 10−n) and ([P̃n −QP̃]22) = ( 2
3 10−n), and both se-

quences are neither Benford nor terminating. C

The situation described in Corollary 5.4 is very common among stochastic ma-
trices. To put this more formally, denote by Pd the family of all (row-) stochastic
d×d-matrices, that is

Pd =
{

P ∈ Rd×d : P ≥ 0,∑
d
k=1[P] jk = 1 ∀ j = 1,2, . . . ,d

}
.

The set Pd is a compact and convex subset of Rd×d . For example,

P1 = {[1]} and P2 =
{[

s 1− s
1− t t

]
: 0 ≤ s, t ≤ 1

}
.

Note that Pd can be identified with a d-fold copy of the standard (d−1)-simplex,
that is, Pd ' {x ∈ Rd : x ≥ 0,∑d

j=1 x j = 1}d , and hence carries the (normalized)
d(d−1)-dimensional Lebesgue measure Leb. Consider now

Hd :=
{

P∈Pd : P is irreducible and aperiodic, and σ(P)\{1} is non-resonant
}

.

Thus Hd is exactly the family of stochastic matrices covered by Corollary 5.4. For
instance, H1 = {[1]}= P1,

H2 =
{[

s 1− s
1− t t

]
: 0 ≤ s, t < 1, s+ t = 1 or log |s+ t−1| 6∈Q

}
,

and in both cases Hd constitues most of Pd . The latter can be shown to be true in
general: For every d ∈N, the complement of Hd in Pd is a set of first category and
has Leb-measure zero. Thus if P is a Pd-valued random variable, i.e. a random
stochastic matrix, whose distribution is absolutely continuous (w.r.t. Leb, which
means that P(P ∈C) = 0 whenever C ⊂Pd and Leb(C) = 0), then P(P ∈Hd) = 1.
Together with Corollary 5.4, this implies

Corollary 5.7. [10, Thm.17] If the random stochastic matrix P has an absolutely
continuous distribution then with probability one, P is irreducible and aperiodic,
and every sequence ([Pn+1−Pn] jk) and ([Pn−QP] jk) is Benford or terminating.

Note that for example the random stochastic matrix P has an absolutely continuous
distribution whenever its d rows are chosen independently according to the same
density on the standard (d−1)-simplex.

While the above genericity properties are very similar to the corresponding re-
sults for arbitrary matrices (see the Remark on p. 23), they do not follow directly
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from the latter. In fact, they are somewhat harder to prove, as they assert (topologi-
cal as well as measure-theoretic) prevalence of Hd within the space Pd which, as
a subset of Rd×d , is itself a nowhere dense nullset. The interested reader may want
to consult [10] for details.
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