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Abstract. This article develops and analyses a mixed virtual element scheme for the spatial discretization of linear parabolic integro-differential equations (PIDEs) combined with backward Euler's temporal discretization approach. The introduction of mixed Ritz-Volterra projection significantly helps in managing the integral terms, yielding optimal convergence of order $O(h^{k+1})$ for the two unknowns $p(x,t)$ and $\sigma(x,t)$. In addition, a step-by-step analysis is proposed for the super convergence of the discrete solution of order $O(h^{k+2})$. The fully discrete case has also been analyzed and discussed to achieve $O(h)$ in time. Several computational experiments are discussed to validate the proposed schemes computational efficiency and support the theoretical conclusions.
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1. Introduction

Mathematical models for solving the electrical circuit problems specified by the Kirchhoff voltage laws [34], for a disease transmitted through the movement of contagious individuals [29], heat flow in a substance with memory [30], etc., give rise to the linear integro-differential equations. With consideration for the diverse array of applications of these equations across various domains, our focus lies in the exploration of PIDEs of the following form:

\begin{align}
p_t(x,t) - \nabla \cdot \left( a(x) \nabla p(x,t) - \int_0^t b(x,t,s) \nabla p(x,s) \, ds \right) &= f(x,t) \quad (x, t) \in D \times (0,T), \\
p(x,t) &= 0 \quad (x, t) \in \partial D \times (0,T), \\
p(x,0) &= p_0(x) \quad x \in D.
\end{align}

Here, $D \subset \mathbb{R}^2$ is a bounded polygon domain having $\partial D$ as the boundary; furthermore, the interval $[0,T]$ represents a finite time span. This article intends to introduce and examine the mixed virtual element method (VEM) concerning PIDEs (1), with the primary goal of studying the effect of time discretization on virtual element solution. For our analysis, we would require the assumptions listed below on the coefficients and the function $f$:

H.1 the coefficient $a(x)$ is bounded, positive i.e. $a(x) \geq \mu_0 > 0$, and smooth enough,

H.2 the coefficient $b(x,t,s)$ and its derivative $b_t(x,t,s)$, $b_s(x,t,s)$ are real-valued, bounded, and smooth,

H.3 the function $f$ is real-valued and smooth enough.

In literature, various approaches have been made to obtain the numerical solution to these equations and related problems, such as the finite element method (FEM) [23, 14], finite volume method [16], VEM [40], least-square Galerkin method [24], $hp$-local discontinuous Galerkin method [32], spectral method [19], HDG method.
Further, by extending these ideas in [31, 12, 20], fully discrete schemes were proposed in which discretization of time is implemented using implicit finite difference schemes. The reason for employing finite element scheme and their variants is the computational efficiency and well-established theory of these methods. We stress that polygonal meshes have many benefits: greater flexibility in the meshing of arbitrary geometries, better accuracy in the numerical solution over that obtainable using triangular and quadrilateral meshes on a given nodal grid, and many more, see [36]. To deal with polygonal meshes, VEM was introduced in [1] and is very much appreciated by the scientific community. A detailed study shows that this method can be considered as a generalization of the standard FEM over general polygonal and polyhedral meshes as the convergence analysis of this method can be placed within the structure of the FEM, which is well developed in the literature. In general, VEM has been successfully applied for an approximate estimation of various partial differential equations; for recent developments and applications of this method, we refer to [38, 39, 6, 2, 38] and references within.

One of our concerns in (1) is determining the flux or velocity in addition to the pressure; the typical Galerkin method yields a loss of precision because it is estimated from the approximated solution via post-processing. The mixed methods, on the other hand, provide a direct estimate of this physical quantity and lead to locally conservative solutions. Another advantage of using a mixed technique here is the ability to introduce one more unknown of physical importance, which may be computed directly without adding any new sources of error. Mixed VEM has been effectively employed to approximate a number of partial differential equations; see [9, 8, 10, 21, 11, 22] and references therein for details. Here, we introduce \( \sigma(x, t) \), defined by

\[
\sigma(x, t) = a(x) \nabla p(x, t) - \int_0^t b(x; t, s) \nabla p(x, s) ds,
\]

and rewrite (1) as:

\[
p_t(x, t) - \nabla \cdot \sigma(x, t) = f(x, t).
\]

The meaning of this independent variable \( \sigma \) is velocity field while discussing flow in porous media, whereas (3) expresses a mass balance in any subdomain of \( D \), see [35]. So, the mixed formulation for this setting simultaneously approximates the pressure and the velocity field while maintaining the underlying local mass conservation. Since there is an integral term in (2) which involves \( \nabla p \), we introduce a new kernel known as the resolvent kernel to deal with this integral term. This formulation has been explored in [35, 17, 18] for the semi-discrete formulation and non-smooth initial data, but the fully-discrete case has not been explored yet for this formulation to the best of our knowledge.

For the mixed variational formulation corresponding to (2), we will use the resolvent kernel, applicable to any Volterra integral equation of the second kind [33], which takes the form:

\[
X(t) = F(t) + \int_0^t K(t, s) X(s) ds.
\]

The resolvent kernel for (4) can be expressed as:

\[
X(t) = F(t) + \int_0^t R(t, s) F(s) ds.
\]
Moreover, the resolvent kernel of (4) satisfies:

\[ R(t, s) = K(t, s) + \int_t^s K(t, z)R(z, s)dz. \]

Although determining the resolvent kernel for a given kernel may be a challenging task, but computationally, this approach proves significantly more efficient. This is particularly evident when comparing it to the formulation outlined in [27], which involves two terms under the integral sign and hence requires \( N \times N \) times more computation of a matrix. Additionally, in the 3-field formulation discussed in [28], the system of equations is considerably larger than the system arising from this formulation. Hence, whenever the resolvent kernel is available, utilizing this formulation yields computational cost cutting. Furthermore, if the resolvent kernel turns out to be a series, we can truncate the series and get the desired result as shown by Example 3 in Section 5.

There is hardly any result in mixed VEM applied to PIDEs, so an effort has been made to address this shortcoming. With the computational benefits and polygonal meshes in mind, we plan to employ mixed VEM for a certain class of PIDEs to conduct an in-depth analysis of the convergence behavior of PIDEs.

This paper implements the mixed VEM method on (1). This work presents several significant contributions, which are outlined as follows:

- To tackle the integral term, an approach involving a novel projection with a memory term (referred to as mixed Ritz-Volterra (R.V.) projection) is introduced, which helps in achieving the optimal convergence of order \( O(h^{k+1}) \) for both the unknowns.
- A fully discretized scheme is put forth, utilizing the backward Euler’s method for temporal derivative and the left rectangular rule for the discretization of the integral term.
- The analysis is performed to show the super convergence of the discrete solution, which has been verified with the different numerical experiments.
- Theoretical results have been validated through the implementation of numerical experiments.

Unlike finite element formulation, virtual element discretization necessitates using the \( L^2 \) projection operator, complicating the convergence analysis.

Throughout the article, for a bounded polygon domain \( D \) and an integer \( m \geq 0 \), we employ conventional notation \((\cdot, \cdot)_m, D\) and \(\| \cdot \|_m, D\) to denote the \(H^m(D)\) inner product and norm. Furthermore, we write commonly \((\cdot, \cdot)\) and \(\| \cdot \|\) to indicate the \(L^2\) inner product and norm. Also, \(| \cdot |_m, D\) symbolises the \(H^m(D)\) semi-norm. The space \(X^m_q\), for \( q = 1, 2 \) with the standard modification for \( q = \infty \) is defined as:

\[ X^m_q = \{ v(x, t) \in H^m(D) \text{ for a.e. } t \in [0,T] \text{ and } \left( \int_0^T \| v(\cdot, t)\|_m^q dt \right)^{1/q} < \infty \}, \]

with the norm

\[ \| v \|_{X^m_q} = \left( \int_0^T \| v(\cdot, t)\|_m^q dt \right)^{1/q} \quad \| v \|_{X^\infty} = \sup_{0 \leq t \leq T} \| v(\cdot, t)\|_m. \]

We consider the space \( V = H(\text{div}; D) \) and \( Q = L^2(D) \), whereas the spaces \( H(\text{div}; D) \) and \( H(\text{rot}; D) \) is defined as:

\[ H(\text{div}; D) = \{ \chi \in (Q)^2 : \text{div } \chi \in Q \}, \]

\[ H(\text{rot}; D) = \{ \chi \in (Q)^2 : \text{rot } \chi \in Q \}. \]
Moreover, the mesh assumptions can be significantly relaxed. Now, we define the local space \( V_h \) as follows: Section 2 presents the introduction of virtual element spaces along with the variational and semi-discrete VEM formulation. The analysis of convergence for the semi-discrete scheme is conducted in Section 3 by introducing a mixed R.V. projection depending on the memory term. Also, the super convergence property is discussed in the same section. Section 4 outlines the fully discrete scheme and its convergence analysis. Lastly, Section 5 contains details of distinct numerical experiments aimed at validating the theoretical findings presented in Sections 3, and 4.

2. VEM Approximation

2.1. Virtual Element Space. We assume \( \mathcal{I}_h \) to be the collection of decomposition of \( D \) into star-shaped sub-polygons \( E \), and \( \mathcal{E}_h \) is the set of edges \( e \) of \( \mathcal{I}_h \). Along with this, we postulate that for each element \( E \), \( \exists \delta_E > 0 \) such that \( E \) is star-shaped from every point of the disc \( D_{\delta_E} \), where \( h_e \) represents the edge \( e \)’s diameter, of the element \( E \) and fulfills \( h_e \geq \delta_E h_E \). While considering a sequence of decomposition \( \{\mathcal{I}_h\}_h \), we assume \( \delta_E \geq \delta_0 > 0 \) for some \( \delta_0 \) independent of \( E \) and \( \mathcal{I}_h \). The largest diameter of \( \mathcal{I}_h \)’s elements is \( h \), as is customary. Here, \( P_k(E) \) is the set consisting of polynomials of degree \( \leq k \) in \( E \). Moreover, the mesh assumptions can be significantly relaxed with some changes in the interpolation estimates, stability term, etc., as discussed in Remark 3.3 of [4] and further elaborated in [13, 25, 7]. Now, we define the local space

\[
V_k^h(E) = \{ \chi \in H(\text{div}; E) \cap H(\text{rot}; E) : \chi \cdot n|_e \in P_k(e) \; \forall e \in \partial E, \quad \nabla \cdot \chi \in P_{k-1}(E), \; \text{and}, \; \text{rot} \; \chi \in P_{k-1}(E), \; \text{for} \; k \geq 0 \},
\]

where \( P_{-1}(E) = \{ 0 \} \). For our analysis, we define the discrete spaces as:

\[
V^k_h := \{ \chi \in V : \chi|_E \in V^k_h(E) \; \forall E \in \mathcal{I}_h \},
\]

\[
Q^k_h := \{ q \in L^2(D) : q|_E \in P_k(E) \; \forall E \in \mathcal{I}_h \}.
\]

The discrete bilinear forms in spaces \( V^k_h \) and \( Q^k_h \) can be computed via degrees of freedom (dof). For the space \( Q^k_h \), we are considering the scaled monomials on each element \( E \) as dof:

\[
\begin{align*}
&\left( 1, \left( \frac{x - x_{ce}}{h_E} \right), \left( \frac{y - y_{ce}}{h_E} \right) \right) \quad \text{for} \; k = 1; \\
&\left( 1, \left( \frac{x - x_{ce}}{h_E} \right)^2 \left( \frac{y - y_{ce}}{h_E} \right), \left( \frac{x - x_{ce}}{h_E} \right) \left( \frac{y - y_{ce}}{h_E} \right)^2 \right) \quad \text{for} \; k = 2
\end{align*}
\]

and in a similar way for a higher value of \( k \), where \( (x_{ce}, y_{ce}) \) and \( h_E \) represents the centroid and diameter of the polygon \( E \), respectively. For the local space \( V^k_h(E) \), we present the well-defined collection of operators as dof, see [4]:

\[
\begin{align*}
&\int_E \chi \cdot n_{q_k} d\gamma \quad \text{for each edge} \; e \; \text{of the element} \; E, \; \forall q_k \in P_k(e), \\
&\int_E \chi \cdot g_{k-1} dx, \quad \forall g_{k-1} \in \nabla P_k(E), \\
&\int_E \chi \cdot g^+_{k} dx, \quad \forall g^+_{k} \in L^2(E) \; \text{orthogonal of} \; \nabla P_{k+1}(E) \; \text{in} \; (P_k(E))^2.
\end{align*}
\]
To define discrete variational formulation, we make use of the $L^2$-projection operators denoted by $\Pi_k^0 : Q \rightarrow Q_h^k$ and $\Pi_k^1 : V \rightarrow V_h^k$, and defined for any $q \in Q$ and $\chi \in V$ as:

$$\int_E (q - \Pi_k^0 q) p_k \, dx = 0 \quad \forall p_k \in \mathcal{P}_k(E), \quad \forall E \in I_h,$$

$$\int_E (\chi - \Pi_1^0 \chi) p_k \, dx = 0 \quad \forall p_k \in (\mathcal{P}_k(E))^2, \quad \forall E \in I_h.$$

$\Pi_k^0$ and $\Pi_k^1$ satisfies the following estimates, see[4]:

$$||q - \Pi_k^0 q||_0 \leq Ch^r |q|_r, \quad ||\chi - \Pi_k^0 \chi||_0 \leq Ch^r |\chi|_r \quad 0 \leq r \leq k + 1.$$ 

Now, define “Fortin” operator $\Pi_k^F : (H^1(D))^2 \rightarrow V_h^k$ through the dof of the space $V_h^k$ as:

- $\int_E (\chi - \Pi_k^F \chi) \cdot n_q \, d\gamma = 0$ for each edge $e$, $\forall q_k \in \mathcal{P}_k(E),$
- $\int_E (\chi - \Pi_k^F \chi) \cdot g_{k-1} \, dx = 0$ for each element $E$, $\forall g_{k-1} \in \nabla \mathcal{P}_k(E),$
- $\int_E (\chi - \Pi_k^F \chi) \cdot g_k^\perp \, dx = 0$ for each element $E$, $\forall g_k^\perp \in L^2(E)$ orthogonal of $\nabla \mathcal{P}_{k+1}(E)$ in $(\mathcal{P}_k(E))^2$.

$\Pi_k^F$ satisfy the following properties and estimates:

$$\nabla \cdot \Pi_k^F \chi = \Pi_k^0 \nabla \cdot \chi,$$

$$||\chi - \Pi_k^F \chi||_0 \leq Ch^r |\chi|_r, \quad ||\nabla \cdot (\chi - \Pi_k^F \chi)||_0 \leq Ch^r |\nabla \cdot \chi|_r \quad 0 \leq r \leq k + 1.$$ 

For more details about $\Pi_k^F$, we refer to [37].

2.2. The Continuous and Semi-discrete Formulation. Assuming $\mu(x) = a^{-1}(x)$, (2) becomes:

$$\nabla p(x,t) = \mu(x)\sigma(x,t) + \int_0^t \mu(x)b(x; t, s)\nabla p(x, s) \, ds,$$

which can be rewritten as:

$$\nabla p(x,t) = \mu(x)\sigma(x,t) + \int_0^t \mathcal{R}(x; t, s)\mu(x)\sigma(x, s) \, ds.$$

where $\mathcal{R}(x; t, s)$ is the resolvent kernel of $\mu(x)b(x; t, s)$, see [33, 35, 17] and satisfy the following:

$$\mathcal{R}(x; t, s) = \mu(x)b(x; t, s) + \int_s^t \mu(x)b(x; t, z)\mathcal{R}(x; z, s) \, dz \quad t > s \geq 0.$$

One of the possible ways of finding a resolvent kernel $\mathcal{R}(t, s)$ for any kernel $K(t, s)$ is:

$$\mathcal{R}(t,s) = \sum_{m=1}^{\infty} K_m(t,s),$$

where $K_m(t, s)$ is given by:

$$K_1(t, s) = K(t, s); \quad K_m(t, s) = \int_s^t K(t, z)K_{m-1}(z, s) \, dz.$$ 

The smoothness and boundedness of the resolvent kernel are derived from the smoothness and boundedness of $a^{-1}(x)b(x; t, s)$. For further details, please see [17].
By denoting $\mathcal{K}(x; t, s) = \mathcal{R}(x; t, s)\mu(x)$, we define variational formulation as: Find $(p, \sigma) \in L^2((0, T); Q) \times L^2((0, T); V)$, for a.e. $t$ in $(0, T)$, see [15] such that:

$$(p_t, \phi) - (\nabla \cdot \sigma, \phi) = (f, \phi) \quad \forall \phi \in Q,$$

$$(\mu \sigma, \chi) + \int_0^t (\mathcal{K}(t, s)\sigma(s), \chi)ds + (\nabla \cdot \chi, p) = 0 \quad \forall \chi \in V.$$

with the initial condition $p(\cdot, 0) = p_0$.

Now, the mixed VEM formulation reads as: Find $(p_h, \sigma_h) \in L^2((0, T); Q_h^k) \times L^2((0, T); V_h^k)$, for a.e. $t$ in $(0, T)$ such that:

$$(p_h(t), \phi_h) - (\nabla \cdot \sigma_h, \phi_h) = (f, \phi_h) \quad \forall \phi_h \in Q_h^k,$$

$$(a_h(\sigma_h, \chi_h) + \int_0^t \mathcal{K}_h(t, s; \sigma_h, \chi_h)ds + (\nabla \cdot \chi_h, p_h) = 0 \quad \forall \chi_h \in V_h^k,$$

where the initial condition $p_h(\cdot, 0)$ follows Remark 2 and [40]. The discrete bilinear forms above are defined $\forall \chi_h, \chi_h \in V_h^k$ as:

$$a_h(\chi_h, \chi_h) := \sum_{E \in T_h} a_h^E(\chi_h, \chi_h), \quad \mathcal{K}_h(t, s; \chi_h) := \sum_{E \in T_h} \mathcal{K}_h^E(t, s; \chi_h, \chi_h),$$

and bilinear forms $a_h^E(\cdot, \cdot) : V^h_k(E) \times V^h_k(E) \to \mathbb{R}$ and $\mathcal{K}_h^E(\cdot, \cdot) : V^h_k(E) \times V^h_k(E) \to \mathbb{R}$, on every element $E \in T_h$ are defined as:

$$a_h^E(l_h, q_h) := (\mu \Pi^E_0 l_h, \Pi^E_0 q_h)_{0,E} + S_h^E((I - \Pi^E_0)l_h, (I - \Pi^E_0)q_h) \quad \forall l_h, q_h \in V^h_k(E),$$

$$\mathcal{K}_h^E(t, s; l_h, q_h) := (\mathcal{K}(t, s) \Pi^E_0 l_h, \Pi^E_0 q_h)_{0,E} \quad \forall l_h, q_h \in V^h_k(E).$$

The stability term $S_h^E : V^h_k(E) \times V^h_k(E) \to \mathbb{R}$ should be constructed in such a way that, $\exists \mu_*, \mu^*$ independent of $h$ with $0 < \mu_* \leq \mu^*$ and satisfies the following:

$$\mu_1 \mu^* a_h^E(l_h, l_h) \leq S_h^E(l_h, l_h) \leq \mu^* a_h^E(l_h, l_h) \quad \forall l_h \in V^h_k(E).$$

One of the possible choices of $S_h^E(\cdot, \cdot)$ is:

$$S_h^E((I - \Pi^E_0)l_h, (I - \Pi^E_0)m_h) := \bar{\mu} |E| \sum_{i=1}^{N_{doE}} \text{dof}_i(l_h - \Pi^E_0 l_h) \text{dof}_i(m_h - \Pi^E_0 m_h),$$

where $\bar{\mu}$ is some positive constant approximation of the coefficients $\mu(x)$ [5]. Moreover, $\exists \mu_1, \mu_2 > 0$, such that:

$$a_h(\chi_h, \chi_h) \geq \mu_1 \|\chi_h\|^2 \quad \text{and} \quad |a_h(\chi_h, \chi_h)| \leq \mu_2 \|\chi_h\| \quad \forall \chi_h \in V^h_k.$$

For more details about $S_h^E$ and its properties, see [5, 4].

**Remark 1.** Adding the stability term $S_h^E$ in $a_h^E(\cdot, \cdot)$ helps to prove the coercivity of $a_h^E$. However, since we only need $\mathcal{K}_h^E(\cdot, \cdot)$ to be bounded, therefore we don’t need to add this extra term $\mathcal{K}_h^E(\cdot, \cdot)$, see [40].

3. Error Analysis for the Semi-discrete Case

**Lemma 1.** For $E \in T_h$, let the coefficients $\mu(x)$ and $\mathcal{K}(x; t, s)$ be smooth scalar-valued functions in $D$ and $u$ be smooth vector-valued function and $\chi_h \in V^h_k(E)$. Then,

$$a_h^E(\Pi^0_0 u, \chi_h) - (\mu \Pi^0_0 u, \chi_h)_{0,E} \leq C_{\mu} h^{k+1} |u|_{k+1,E} |\chi_h|_{0,E},$$

$$(\mathcal{K}_h(t, s; \Pi^0_0 u, \chi_h) - (\mathcal{K}(t, s) \Pi^0_0 u, \chi_h)_{0,E} \leq C_{\mathcal{K}} h^{k+1} |u|_{k+1,E} |\chi_h|_{0,E}. $$
Proof. Let $l_h, \mathbf{\chi}_h$ be vector-valued functions in $V^k_h(E)$. Then, by using the properties of $\Pi^0_k$, we arrive at:

$$a^F_h(l_h, \mathbf{\chi}_h) - (\mu l_h, \mathbf{\chi}_h)_0, \mathcal{E}$$  

(12)  

$$= (\mu l_h - \Pi^0_k(\mu l_h), \mathbf{\chi}_h - \Pi^0_k(\mathbf{\chi}_h))_0, \mathcal{E} + (l_h - \Pi^0_k l_h, \mu \mathbf{\chi}_h - \Pi^0_k(\mu \mathbf{\chi}_h))_0, \mathcal{E}$$

$$- (l_h - \Pi^0_k l_h, \mu(\mathbf{\chi}_h - \Pi^0_k \mathbf{\chi}_h))_0, \mathcal{E} + S^F_0((I - \Pi^0_k)l_h, (I - \Pi^0_k)\mathbf{\chi}_h).$$

Now, put $l_h = \Pi^0_k u$ in (12) and using the properties of $\Pi^0_k$, last three terms becomes zero and we arrive at:

$$a^F_h(\Pi^0_k u, \mathbf{\chi}_h) - (\mu \Pi^0_k u, \mathbf{\chi}_h)_0, \mathcal{E} \leq C_u h^{k+1} |u|_{k+1, \mathcal{E}} |\mathbf{\chi}_h|_{0, \mathcal{E}}.$$  

Using the similar arguments, we can also prove (11). \hfill \square

### 3.1. Mixed Ritz Volterra Projection.

For the formulation described in (8) and (9), we can now derive the optimal error estimates for both the semi-discrete and fully-discrete cases, we need to deal with the memory term. Therefore, we introduce a new projection here with the memory term known as mixed R.V.projection. Given $(p(t), \mathbf{\sigma}(t)) \in Q \times V$ for $t \in (0, T]$, define mixed R.V. projection $(\tilde{p}(t), \tilde{\mathbf{\sigma}}(t)) \in Q^0_h \times V^k$, as:

$$a_h(\tilde{\mathbf{\sigma}}, \mathbf{\chi}_h) + \int_0^t K_h(t, s; \tilde{\mathbf{\sigma}}(s), \mathbf{\chi}_h)ds + (\nabla \cdot \mathbf{\chi}_h, \tilde{p})$$

$$= (\mu \mathbf{\sigma}, \mathbf{\chi}_h) + \int_0^t (K(t, s)\mathbf{\sigma}(s), \mathbf{\chi}_h)ds + (\nabla \cdot \mathbf{\chi}_h, p) \quad \forall \mathbf{\chi}_h \in V^k,$$

$$(\nabla \cdot (\mathbf{\sigma} - \tilde{\mathbf{\sigma}}), \phi_h) = 0 \quad \forall \phi_h \in Q^0_h.$$

Since (13) is a linear system. To prove the existence and uniqueness of the mixed R.V. projection, it is sufficient to prove that the associated homogenous system (14)-(15) has only a trivial solution.

$$a_h(\tilde{\mathbf{\sigma}}, \mathbf{\chi}_h) + \int_0^t K_h(t, s; \tilde{\mathbf{\sigma}}(s), \mathbf{\chi}_h)ds + (\nabla \cdot \mathbf{\chi}_h, \tilde{p}) = 0 \quad \forall \mathbf{\chi}_h \in V^k,$$

(14)  

$$a_h(\tilde{\mathbf{\sigma}}, \mathbf{\chi}_h) + \int_0^t K_h(t, s; \tilde{\mathbf{\sigma}}(s), \mathbf{\chi}_h)ds + (\nabla \cdot \mathbf{\chi}_h, \tilde{p}) = 0 \quad \forall \mathbf{\chi}_h \in V^k.$$

(15)  

Put $\phi_h = \nabla \cdot \tilde{\mathbf{\sigma}}$ in (15) to arrive at $\nabla \cdot \tilde{\mathbf{\sigma}} = 0$. Substitute $\mathbf{\chi}_h = \tilde{\mathbf{\sigma}}$ in (14) and by using (10), we arrive at the following:

$$\mu_1 \|\tilde{\mathbf{\sigma}}\|^2 \leq - \int_0^t K_h(t, s; \tilde{\mathbf{\sigma}}(s), \tilde{\mathbf{\sigma}})ds$$

$$\|\tilde{\mathbf{\sigma}}\| \leq C \int_0^t \|\tilde{\mathbf{\sigma}}(s)\|ds.$$

Using Grönwall’s lemma, we have $\|\tilde{\mathbf{\sigma}}\| = 0$ Now, we use the $\inf$-$\sup$ condition mentioned in [4], [8], which is:

$$\exists \beta > 0 \text{ such that } \inf_{q \in Q^0_h} \sup_{v \in V^k} \frac{(\nabla \cdot v, q)}{|q||v|} \geq \beta > 0.$$

So,

$$\|\tilde{p}\| \leq c \sup_{v \in V^k} \frac{(\nabla \cdot \mathbf{\chi}_h, \tilde{p})}{|\mathbf{\chi}_h||v|} \leq C \left( \|\tilde{\mathbf{\sigma}}\| + \int_0^t \|\tilde{\mathbf{\sigma}}(s)\|ds \right).$$

We arrive at $\|\tilde{p}\| = 0$. Hence, $\tilde{p} = 0$ and $\tilde{\mathbf{\sigma}} = 0$. 


Below, we present the estimates for R.V. projection:

**Theorem 1.** Under the assumptions H.1-H.3, $\sigma$ and $p \in X^{k+1}$, $\exists$ a unique solution $(\tilde{p}, \tilde{\sigma}) \in Q_h \times V_h$, which satisfies (13). Furthermore, the following estimates hold true:

\[
\|\sigma - \tilde{\sigma}\|_{\mathcal{X}_h} \leq Ch^{k+1} \left( |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right), \tag{16}
\]

\[
|p - \tilde{p}|_{\mathcal{X}_h} \leq Ch^{k+1} \left( |p|_{k+1} + |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right). \tag{17}
\]

**Proof.** In order to prove (16) and (17), we proceed by considering $\theta = \sigma - \tilde{\sigma}$, $\psi_h = \Pi_h \sigma - \tilde{\sigma}$, $\rho = p - \tilde{p}$, and $\tau_h = \Pi_h p - \tilde{p} \in Q_h$. Now, by the definition of the mixed R.V. projection (13):

\[
a_h(\Psi_h, \chi_h) + \int_0^t K_h(t, s; \Psi_h(s), \chi_h) ds
\]

\[
= (\nabla \cdot \chi_h, \tilde{p} - p) + \left( \int_0^t K_h(t, s; \Pi_h \sigma(s), \chi_h) ds - \int_0^t (K(t, s) \sigma(s), \chi_h) ds \right)
\]

\[
+ (a_h(\Pi_h \sigma, \chi_h) - (\mu \sigma, \chi_h)). \tag{18}
\]

For solving the third term in the right-hand side of (18), we use Lemma 1, (10) and Cauchy-Schwarz inequality as:

\[
a_h(\Pi_h \sigma, \chi_h) - (\mu \sigma, \chi_h)
\]

\[
= a_h(\Pi_h \sigma - \Pi_h^0 \sigma, \chi_h) + a_h(\Pi_h^0 \sigma, \chi_h) - (\mu(\sigma - \Pi_h^0 \sigma), \chi_h) - (\mu \Pi_h^0 \sigma, \chi_h)
\]

\[
\leq C(\|\sigma - \Pi_h^0 \sigma\| + \|\Pi_h \sigma - \Pi_h^0 \sigma\| + h^{k+1} |\sigma|_{k+1}) \|\chi_h\| \ [\text{By using (5) and (6)}]
\]

\[
\leq C h^{k+1} |\sigma|_{k+1} \|\chi_h\|. \tag{19}
\]

In a similar manner, one can address the solution of the second term on the right-hand side of equation (18) as:

\[
\int_0^t K_h(t, s; \Pi_h \sigma(s), \chi_h) ds - \int_0^t (K(t, s) \sigma(s), \chi_h) ds
\]

\[
\leq C h^{k+1} |\chi_h| \int_0^t |\sigma(s)|_{k+1} ds. \tag{20}
\]

By using (13), (19), (20), $\|\nabla \cdot \psi_h\| = 0$ and by considering $\chi_h = \psi_h$ in (18), we arrive at the following:

\[
a_h(\psi_h, \psi_h) \leq C h^{k+1} \left( |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right) \|\psi_h\| \leq C h^{k+1} \left( |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right) \tag{21}
\]

Use of boundedness of $K_h(t, s; \cdot, \cdot)$ see [17], coercivity of $a_h(\psi_h, \psi_h)$ and (10), followed by Grönwall’s lemma, yields:

\[
\|\psi_h\| \leq C h^{k+1} \left( |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right).
\]

Now, the use of triangle inequality completes the proof of (16):
To prove (17), we proceed by using the definition of mixed R.V. projection (13) as:

\[(\mu \vartheta, \chi_h) + (\nabla \cdot \chi_h, \tau_h) = \mathcal{F}(\chi_h) \quad \forall \chi_h \in V_h^k,\]

\[(\nabla \cdot \vartheta, \phi_h) = 0 \quad \forall \phi_h \in Q_h^k,\]

where

\[\mathcal{F}(\chi_h) = a_h(\tilde{\sigma}, \chi_h) - (\mu \tilde{\sigma}, \chi_h) + \int_0^t K_h(t, s; \tilde{\sigma}(s), \chi_h)\,ds\]

\[= -\int_0^t (K(t, s)\tilde{\sigma}(s), \chi_h)\,ds.\]

Let \(\xi \in H^2(D) \cap H^1_0(D)\) be the solution of the dual problem:

\[-\nabla \cdot (a\nabla \xi) = \tau_h, \quad \xi = 0 \quad \text{on } \partial D,\]

and satisfy the following regularity condition:

\[\|\xi\|_2 \leq \|\tau_h\|.\]

Consider \(\Phi = a\nabla \xi\), then (24) will satisfy:

\[(\mu \Phi, \chi) + (\nabla \cdot \chi, \xi) = 0 \quad \forall \chi \in V,\]

\[-(\nabla \cdot \Phi, \phi) = (\tau_h, \phi) \quad \forall \phi \in Q.\]

Now, put \(\phi = \tau_h\) in (26) to get:

\[\|\tau_h\|^2 = (\tau_h, -\nabla \cdot (\Pi_h^k a\nabla \xi)) = (\mu \vartheta, \Pi_h^k(a\nabla \xi)) - \mathcal{F}(\Pi_h^k(a\nabla \xi)) \quad \text{[By using (22).]}\]

Now, from (23), we can rewrite \(\mathcal{F}(\Pi_h^k(a\nabla \xi))\) as:

\[\mathcal{F}(\Pi_h^k(a\nabla \xi)) = (a_h(\tilde{\sigma} - \Pi_h^k \sigma, \Pi_h^k(a\nabla \xi)) - (\mu(\tilde{\sigma} - \Pi_h^k \sigma, \Pi_h^k(a\nabla \xi))
+ (a_h(\Pi_h^k \sigma, \Pi_h^k(a\nabla \xi)) - (\mu(\Pi_h^k \sigma, \Pi_h^k(a\nabla \xi) - (\int_0^t (K(t, s)\vartheta(s), \Pi_h^k(a\nabla \xi))
+ \left(\int_0^t K_h(t, s; (\tilde{\sigma} - \Pi_h^k \sigma)(s), \Pi_h^k(a\nabla \xi))\,ds
- \int_0^t (K(t, s)\tilde{\sigma}(s), \Pi_h^k(a\nabla \xi))\right)
+ \left(\int_0^t K_h(t, s; \Pi_h^k \sigma(s), \Pi_h^k(a\nabla \xi))\,ds - \int_0^t (K(t, s)\Pi_h^k \sigma(s), \Pi_h^k(a\nabla \xi))\,ds\right).\]

The first and fourth terms on the right-hand side of (28) can be solved in a similar way as (12). We apply Lemma 1 to deal with the second and last terms whereas we use Cauchy-Schwarz inequality and (21) for the third term. Therefore, we arrive at the following:

\[\mathcal{F}(\Pi_h^k(a\nabla \xi)) \leq C h^{k+1} \left(|\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1}\,ds\right) \|\xi\|_1,\]

whereas

\[(\mu \vartheta, \Pi_h^k(a\nabla \xi)) \leq C \|\vartheta\| \|\xi\|_1.\]
Using (29), (30), (21) and (25) in (27), we arrive at:

\[
\|\tau_h\| \leq C h^{k+1} \left| |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right|.
\]

We get our desired estimates by using a triangle inequality and (5).

3.2. Super Convergence property of $\tau_h$. As evident from the equation (31), it is clear that $\tau_h$ exhibits convergence of order $O(h^{k+1})$. We can potentially enhance the convergence order of $\tau_h$, by utilizing the dual norm approach, resulting in an order of $O(h^{k+2})$. This can be shown by rewriting (27) as:

\[
\|\tau_h\|^2 = (\mu \partial, \Pi_h^F(a \nabla \xi) - a \nabla \xi) + (\nabla \cdot \varphi, \Pi_h^0 \xi - \xi) - \mathcal{F}(\Pi_h^F(a \nabla \xi)).
\]

Now, by using (5) and (6), we arrive at:

\[
(\mu \partial, \Pi_h^F(a \nabla \xi) - a \nabla \xi) \leq Ch\|\partial\|\|\xi\|_2,
\]

\[
(\nabla \cdot \varphi, \Pi_h^0 \xi - \xi) \leq Ch^2\|\nabla \cdot \varphi\|\|\xi\|_2.
\]

Now, (28), can be rewritten as:

\[
\mathcal{F}(\Pi_h^F(a \nabla \xi)) = (a_h(\tilde{\sigma} - \Pi_h^0 \sigma, \Pi_h^F(a \nabla \xi)) - (\mu(\tilde{\sigma} - \Pi_h^0 \sigma), \Pi_h^F(a \nabla \xi))
+ \int_0^t K_h(t, s)(\tilde{\sigma} - \Pi_h^0 \sigma)(s), \Pi_h^F(a \nabla \xi))ds
- \int_0^t (K(t, s)(\nabla \cdot \varphi), \Pi_h^F(a \nabla \xi))(s,
+ \int_0^t K_h(t, s)(\nabla \cdot \varphi)(s), \Pi_h^F(a \nabla \xi) - a \nabla \xi) - \int_0^t (K(t, s)(\varphi)(s), a \nabla \xi).
\]

For the last term in the right-hand side of (35), we will use the dual norm approach, whereas all the remaining terms can be solved similarly to (28) by considering the higher regularity of $\xi$, i.e., $\|\xi\|_2$ as:

\[
\mathcal{F}(\Pi_h^F(a \nabla \xi)) \leq Ch^{k+2} \left| |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1} ds \right| \|\xi\|_2 + \int_0^t \|\varphi(s)\|_{-1}\|a \nabla \xi\|_1.
\]

The term in (33) can be bounded by using (21) and for (34), we proceed as:

\[
\|\nabla \cdot \varphi\|^2 = (\nabla \cdot \varphi, \nabla \cdot (\sigma - \Pi_h^0 \sigma))
\leq \|\nabla \cdot \varphi\|\|\nabla \cdot (\sigma - \Pi_h^0 \sigma)\|
\Rightarrow \|\nabla \cdot \varphi\| \leq Ch^k|\nabla \cdot \sigma|_k.
\]
For the estimate of \(|\|p\|_{-1}\) in (35), let \(\mathbf{x} \in (H^1(\mathcal{D}))^2\), then:

\[
\begin{align*}
(\mu \vartheta, \mathbf{x}) &= a_h(\bar{\sigma}, \Pi_h^0 \mathbf{x}) - (\mu \bar{\sigma}, \Pi_h^0 \mathbf{x}) \\
&= \int_0^t \mathcal{G}_h(\bar{\sigma}(s), \Pi_h^0 \mathbf{x})ds - \int_0^t (\mathcal{G}(s), \Pi_h^0 \mathbf{x})ds \\
&\quad + (\mu \vartheta, \mathbf{x} - \Pi_h^0 \mathbf{x}) - \int_0^t (\mathcal{G}(s), \Pi_h^0 \mathbf{x})ds - (\nabla \cdot \Pi_h^0 \mathbf{x}, \tau_h).
\end{align*}
\]

Solving all these terms and using Grönwall’s lemma, we get the following:

\[
|\|p\|_{-1}| \leq Ch^{k+2} \left( |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1}ds \right) + |\tau_h|.
\]

Using (37), (35), (34) and (36) in (32) followed by Grönwall’s lemma:

\[
|\Pi_h^0 p - \bar{p}| \leq Ch^{k+2} \left( |\sigma|_{k+1} + |\nabla \cdot \sigma|_k + \int_0^t |\sigma(s)|_{k+1}ds \right).
\]

To prove the super convergence of \(\Pi_h^0 p - p_h\), we must estimate \(\Pi_h^0 p_t - \bar{p}_t\). First we differentiate (13) and then follow the similar steps as above, we get the following:

\[
|\tau_{h,t}| \leq Ch^{k+2} \left( |\sigma|_{k+1} + |\nabla \cdot \sigma|_k + \int_0^t |\sigma(s)|_{k+1}ds \right).
\]

\textbf{Lemma 2.} Under all the assumptions of Theorem 1 and \(\sigma_t, p_t \in X_{\infty}^{k+1}\), where \(p_t, \sigma_t, \bar{\sigma}_t\) be the time derivative of \(p, \sigma\) and \(\bar{p}, \bar{\sigma}\) respectively, the following estimates hold true:

\[
|\sigma_t - \bar{\sigma}_t|_{X_{\infty}^{k+1}} \leq Ch^{k+1} \left( |\sigma|_{k+1} + |\nabla \cdot \sigma|_k + \int_0^t |\sigma(s)|_{k+1}ds \right),
\]

\[
|p_t - \bar{p}_t|_{X_{\infty}^{k+1}} \leq Ch^{k+1} \left( |p|_{k+1} + |\sigma|_{k+1} + \int_0^t |\sigma(s)|_{k+1}ds \right).
\]

\textbf{Theorem 2.} Let \(p, \sigma\) and \(p_h, \sigma_h\) be the solution of continuous problem (8) and semi-discrete formulation (9), respectively. Under all the assumptions of Lemma 2, the following estimates hold true:

\[
|p - p_h|_{X_{\infty}^{k+1}} \leq C \left( |p_h(\cdot, 0)|^2 + h^{2(k+1)} \left( |p|_{k+1}^2 + |\sigma|_{k+1}^2 + \int_0^T g(s)ds \right) \right),
\]

\[
|\sigma - \sigma_h|_{X_{\infty}^{k+1}} \leq C \left( |\phi_h(\cdot, 0)|^2 + h^{2(k+1)} \left( |\sigma|_{k+1}^2 + \int_0^T g(s)ds \right) \right),
\]

where \(g(s) = |p_h(s)|_{k+1}^2 + |\sigma_t(s)|_{k+1}^2 + |\sigma(s)|_{k+1}^2\).

\textbf{Proof.} Writing \(p - p_h = p + \rho_h - \sigma - \sigma_h = \vartheta + \theta_h\) where \(\rho_h = (\bar{p} - p_h)\) and \(\theta_h = (\bar{\sigma} - \sigma_h)\). Since, we already have the estimates of \(|\rho|\) and \(|\vartheta|\), we need to find \(|\rho_h|\) and \(|\theta_h|\). Use (8) and (9) to have the error equation as:

\[
(p_t, \phi_h) - (p_{h,t}, \phi_h) - (\nabla \cdot (\sigma - \sigma_h), \phi_h) = 0 \quad \forall \phi_h \in Q^k_h,
\]

\[
(\mu \sigma, \chi_h) - a_h(\sigma_h, \chi_h) + \int_0^t (K(t,s)\sigma(s), \chi_h) - K_h(t,s; \sigma_h(s), \chi_h)ds = (\nabla \cdot \chi_h, p_h - p) \quad \forall \chi_h \in V^k_h.
\]

Again rewrite (40) and (41) as:

\[
(p_{h,t}, \phi_h) - (\nabla \cdot \phi_h, \phi_h) = -(p_t, \phi_h),
\]
Putting $\phi_h = \rho_h$ in (42) and $\chi_h = \Theta_h$ in (43), then adding these equations, we get:

$$(\rho_{h,t}, \rho_h) + a_h(\Theta_h, \Theta_h) = -(\rho_t, \rho_h) - \int_0^t K_h(t, s; \Theta_h(s), \Theta_h) ds.$$  

By utilizing (10), along with the Cauchy-Schwarz inequality, Young’s inequality, and employing the Kickback argument, we reach at the following result:

$$\frac{1}{2} \frac{d}{dt} \|\rho_h\|^2 + C_{\mu_1, X_h} \|\Theta_h\|^2 \leq C_{\epsilon} \|\rho_t\|^2 + C_{\epsilon} \|\rho_h\|^2 + C_K \int_0^t \|\Theta_h(s)\|^2 ds.$$  

Integrating (44) from 0 to $t$, and then using Grönwall’s lemma, we get:

$$\|\rho_h\|^2 + \int_0^t \|\Theta_h(s)\|^2 ds \leq C \left( \|\rho_h(\cdot, 0)\|^2 + \int_0^t \|\rho_t(s)\|^2 ds \right) \left( \epsilon + h^{2(k+1)} \int_0^t g(s) ds \right).$$  

Now, using a triangle inequality and (17):

$$\|\rho - \rho_h\|^2 \leq C \left( \|\rho_h(\cdot, 0)\|^2 + h^{2(k+1)} \left( \|\rho_t\|^2 + \|\Theta_h\|^2 + \int_0^t g(s) ds \right) \right).$$

For the proof of (39), differentiate (43), and then put $\chi_h = \Theta_h$ and $\phi_h = \rho_{h,t}$ in (42) to get:

$$(\rho_{h,t}, \rho_{h,t}) + a_h(\Theta_{h,t}, \Theta_h) + K_h(t, t; \Theta_h, \Theta_h) - \int_0^t k_{h,t}(t, s; \Theta_h(s), \Theta_h) ds$$  

$$= -(\rho_t, \rho_h) \|\rho_{h,t}\|^2 + \frac{\mu_1}{2} \frac{d}{dt} \|\Theta_h\|^2$$  

$$\leq C_k \|\Theta_h\|^2 + C_{k_h} \|\Theta_h\| \int_0^t \|\Theta_h(s)\| ds + C_{\epsilon} \|\rho_t\|^2 + C_{\epsilon} \|\rho_{h,t}\|^2.$$  

Using the Kickback argument followed by the integration from 0 to $t$, we arrive at the following:

$$\int_0^t \|\rho_{h,s}(s)\|^2 ds + \|\Theta_h\|^2 \leq C_1 \left( \|\Theta_h(\cdot, 0)\|^2 + \int_0^t (\|\Theta_h(s)\|^2 + \|\rho_t(s)\|^2) ds \right).$$  

Now, using Grönwall’s lemma:

$$\|\Theta_h\|^2 \leq C \left( \|\Theta_h(\cdot, 0)\|^2 + \int_0^t \|\rho_t(s)\|^2 ds \right).$$  

Using a triangle inequality and (16), we arrive at:

$$\|\sigma - \sigma_h\|^2 \leq C \left( \|\Theta_h(\cdot, 0)\|^2 + Ch^{2(k+1)} \left( \|\sigma\|^2_{k+1} + \int_0^t g(s) ds \right) \right).$$

**Remark 2.** The estimate (38) and (39) involve the term $\rho_h(\cdot, 0)$ and $\Theta_h(\cdot, 0)$ respectively. We need to choose $\rho_h(\cdot, 0)$ and $\Theta_h(\cdot, 0)$ in such a way that $\rho_h(\cdot, 0)$ and $\Theta_h(\cdot, 0)$ is of $O(h^{k+1})$. 

3.3. Super Convergence Analysis.

Theorem 3. Let $p$ and $p_h$ be the solution of continuous problem (8) and semi-discrete formulation (9), respectively. In accordance with all the presumptions outlined in Theorem 2, the following assertion remains valid:

$$\|\Pi_k^0 p - p_h\|_{X_k} \leq O(h^{k+2}).$$

Proof. As shown in Section 3.2, the convergence of $\tau_h$ can be extended to $O(h^{k+2})$. Here we will analyze the super convergence properties of $\Pi_k^0 p - p_h$ by considering

$$\Pi_k^0 p - p_h = \Pi_k^0 p - \tilde{p} + \tilde{p} - p_h = \tau_h + \rho_h.$$ 

Since we know the estimate of $\tau_h$ (32) so our aim is to find the estimate for $\rho_h$ and for that, we will proceed by using the fact that $\phi_h \in Q_h^k$ and $\nabla \cdot \chi_h \in P_h(E)$ and use the definition of $\Pi_k^0$ projection, we write (8) and (9) as:

\begin{align}
(45) & \quad (\Pi_k^0 p_t, \phi_h) - (p_{h,t}, \phi_h) - (\nabla \cdot (\sigma - \sigma_h), \phi_h) = 0 \quad \forall \phi_h \in Q_h^k, \\
(46) & \quad (\mu \sigma, \chi_h) - a_h(\sigma_h, \chi_h) + \int_0^t \left[ ([K(t,s)\sigma(s), \chi_h] - K_h(t,s; \sigma_h(s), \chi_h)]ds \\
& \quad = (p_h - \Pi_k^0 p, \nabla \cdot \chi_h) \quad \forall \chi_h \in V_h^k.
\end{align}

Rewriting (45) and (46) as:

\begin{align}
(47) & \quad (\delta_{h,t}, \phi_h) - (\nabla \cdot \vartheta_h, \phi_h) = - (\Psi_{h,t}, \phi_h), \\
(48) & \quad a_h(\vartheta_h, \chi_h) + \int_0^t K_h(\vartheta_h(s), \chi_h)ds + (\nabla \cdot \chi_h, \rho_h) = 0.
\end{align}

Put $\phi_h = \rho_h$ in (47) and $\chi_h = \vartheta_h$ in (48), followed by the similar steps as in Theorem 2, we get:

\begin{align}
\|\rho_h\|^2 & \leq C\|\rho_h(\cdot,0)\|^2 \\
& \quad + Ch^{2(k+2)} \int_0^t \left[ |\sigma_t(s)|_{L_h}^2 + |\nabla \cdot \sigma_t(s)|_{L_h}^2 + |\nabla \cdot \sigma(s)|_{L_h}^2 + |\sigma(s)|_{L_{h+1}}^2 ds.
\end{align}

4. Fully-Discrete Scheme

The error produced by a fully discrete scheme has two ingredients in theory: the error caused by spatial discretization, which is dependent on $h$, and the error caused by the time discretization, which is dependent on time phase size $\tau$.

Now, we’ll discretize our problem in time. To discretize in time, we use the Euler backward process. Divide the time interval into $N$ distinct points that are evenly spaced, let $t_n = n\tau$ and the sequence $\{P_n\}$ and $\{\sigma_n\}$ be generated as:

$$P_n \approx p_h(\cdot, t_n), \quad \sigma_n \approx \sigma_h(\cdot, t_n), \quad n = 0, 1, 2, ..., N,$$

$$\tau = T/N.$$

Define $\hat{\partial}_t \Phi^n = \frac{\Phi(t_n) - \Phi(t_{n-1})}{\tau}$ and the left rectangular rule for the partitioning of the integral term for any function $\Phi(t)$ as:

$$\int_0^{t_n} \Phi(s)ds \approx \tau \sum_{j=0}^{n-1} \Phi(t_j).$$
Therefore, the fully discrete scheme is defined as:

\[
\begin{align*}
(\partial_t \rho^n_h, \phi_h) - (\nabla \cdot \sigma^{n}, \phi_h) &= (f(t_n), \phi_h), \\
\end{align*}
\]

(49)

\[ a_h(\sigma^n, \chi_h) + \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \sigma^n, \chi_h) + (\nabla \cdot \chi_h, P_n) = 0. \]

**Theorem 4.** Let \( p(\cdot, t_n) \) and \( P_n \) be the solution of continuous problem (8) and fully-discrete formulation (49) at time \( t = t_n \) respectively. In accordance with all the presuppositions outlined in Theorem 2 and for \( p_{nt} \in L^2, \) the following assertion remains valid:

\[
\begin{align*}
&\|P_n - p(\cdot, t_n)\| \leq O(h^{k+1} + \tau), \quad \forall n = 1, 2, \ldots, N, \\
&\|\sigma^n - \sigma(\cdot, t_n)\| \leq O(h^{k+1} + \tau) \quad \forall n = 1, 2, \ldots, N. \\
\end{align*}
\]

**Proof.** Let us write,

\[
\begin{align*}
P_n - p(\cdot, t_n) &= P_n - \tilde{p}(\cdot, t_n) + \tilde{p}(\cdot, t_n) - p(\cdot, t_n) = \rho^n_h + \rho^n, \\
\sigma^n - \sigma(\cdot, t_n) &= \sigma^n - \tilde{\sigma}(\cdot, t_n) + \tilde{\sigma}(\cdot, t_n) - \sigma(\cdot, t_n) = \theta^n_h + \theta^n. \\
\end{align*}
\]

Since, we know the estimates for \( \rho^n \) and \( \theta^n, \) we need to find \( \|\rho^n_h\| \) and \( \|\theta^n_h\| \) and for that, we proceed by rewriting (49) and using (8) as:

\[
\begin{align*}
(\partial_t \rho^n_h, \phi_h) - (\nabla \cdot \theta^n_h, \phi_h) &= (p_t(\cdot, t_n) - \partial_t \tilde{p}^n, \phi_h), \\
\end{align*}
\]

(50)

\[
\begin{align*}
a_h(\theta^n_h, \chi_h) + \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \theta^n_h, \chi_h) + (\nabla \cdot \chi_h, \rho^n_h) \\
= (\nabla \cdot \chi_h, p(\cdot, t_n) - \tilde{p}(\cdot, t_n)) \\
+ \int_{t_0}^{t_n} (K(t,s)\sigma(s), \chi_h)ds - \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \sigma(\cdot, t_j), \chi_h) \\
+ (\mu \sigma(\cdot, t_n), \chi_h) - a_h(\tilde{\sigma}(\cdot, t_n), \chi_h). \\
\end{align*}
\]

(51)

Add (50) and (51), after putting \( \phi_h = \rho^n_h \) and \( \chi_h = \theta^n_h, \) and then use the definition of mixed Ritz Volterra projection to obtain:

\[
\begin{align*}
(\partial_t \rho^n_h, \rho^n_h) + a_h(\theta^n_h, \theta^n_h) + \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \theta^n_h, \theta^n_h) \\
= \int_{t_0}^{t_n} K_h(t_n, s; \tilde{\sigma}(s), \theta^n_h)ds - \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \tilde{\sigma}(\cdot, t_j), \theta^n_h) + (p_t(\cdot, t_n) - \partial_t \tilde{p}^n, \rho^n_h). \\
\end{align*}
\]

Using (10) and boundedness of \( K_h(t_n, t_j; \cdot, \cdot), \) we arrive at:

\[
\begin{align*}
\frac{1}{2} \left( \|\rho^n_h\|^2 - \|\rho^{n-1}_h\|^2 \right) + \frac{\|\rho^n_h - \rho^{n-1}_h\|^2}{\tau} + \mu_1 \|\theta^n_h\|^2 \\
\leq (I_{11}^n, \rho^n_h) + (I_{12}^n, \theta^n_h) + C\tau \sum_{j=0}^{n-1} \|\theta^n_h\|\|\theta^n_h\|, \\
\end{align*}
\]

(52)

where

\[
\begin{align*}
(I_{11}^n, \rho^n_h) &= (p_t(\cdot, t_n) - \partial_t \tilde{p}^n, \rho^n_h) \\
&\leq (\|p_t(\cdot, t_n) - \partial_t \tilde{p}^n\| + \|\partial_t \tilde{p}^n\|)\|\rho^n_h\|. \\
\end{align*}
\]
Using (53) and (54) in (52), we get the following:

\[
(I_1^n, \rho_h^n) \leq C \left( \int_{t_{n-1}}^{t_n} \|p_{\tau}(s)\| ds + \frac{h^{k+1}}{\tau} \int_{t_{n-1}}^{t_n} (|p_{\tau}(s)| + |\sigma_{\tau}(s)| + |\sigma(s)|) ds \right. \\
+ \left. \int_0^s |\sigma(z)|_{k+1} dz ds \right) \|\rho_h^n\|.
\]

where the term \((I_2^n, \theta_h^n)\) can be solved as:

\[
(I_2^n, \theta_h^n) = \int_0^{t_n} \mathcal{K}_h(t_n, s; \bar{\sigma}(s), \theta_h^n) ds - \tau \sum_{j=0}^{n-1} \mathcal{K}_h(t_n, t_j; \bar{\sigma}(s), \theta_h^n)
\]

\[
\leq C \tau \int_0^{t_n} \left| \frac{\partial}{\partial s} (\mathcal{K}_h(t_n, s; \bar{\sigma}(s), \theta_h^n)) \right| ds
\]

\[
\leq C \tau \int_0^{t_n} (||\bar{\sigma}(s)| + ||\sigma(s)| + ||\bar{\sigma}(s)| + ||\sigma(s)||) ds ||\theta_h^n||,
\]

and

\[
(I_2^n, \theta_h^n) \leq C \tau \int_0^{t_n} (||\bar{\sigma}(s)| + ||\sigma(s)| + h^{k+1} (|\sigma(s)| + |\sigma(s)|) ds ||\theta_h^n||
\]

\[
+ \int_0^s |\sigma(z)|_{k+1} dz ds ||\theta_h^n||.
\]

Using (53) and (54) in (52), we get the following:

\[
\frac{1}{2} \left( \frac{||\rho_h^n||^2 - ||\rho_h^{n-1}||^2}{\tau} \right) + \mu_1 ||\theta_h^n||^2
\]

\[
\leq C \left( \left( \tau \int_0^{t_n} (||\bar{\sigma}(s)| + ||\sigma(s)| + h^{k+1} (|\sigma(s)| + |\sigma(s)|) ds \\
+ \tau \sum_{j=0}^{n-1} ||\theta_h^n|| ||\theta_h^n|| \right) \right)
\]

\[
+ \left( \int_{t_{n-1}}^{t_n} ||p_{\tau}(s)|| ds + \frac{h^{k+1}}{\tau} \int_{t_{n-1}}^{t_n} (|p_{\tau}(s)| + |\sigma_{\tau}(s)| + |\sigma(s)|) ds \right) \left. \right) \|\rho_h^n\|.
\]

Applying Young’s inequality and subsequently employing the Kickback argument leads us to the following:

\[
\frac{1}{2} \left( \frac{||\rho_h^n||^2 - ||\rho_h^{n-1}||^2}{\tau} \right) + C_1 ||\theta_h^n||^2
\]

\[
\leq C_2 \left( \tau \sum_{j=0}^{n-1} ||\theta_h^n|| + ||\rho_h^n|| + \tau \int_{t_{n-1}}^{t_n} ||p_{\tau}(s)||^2 ds.
\]

\[
+ \tau^2 \int_0^{t_n} (||\bar{\sigma}(s)|| + ||\sigma(s)|| + h^{2(k+1)} (|\sigma(s)| + |\sigma(s)|) ds \\
+ \frac{h^{2(k+1)}}{\tau} \int_{t_{n-1}}^{t_n} (g(s) + \int_0^s |\sigma(z)|_{k+1} dz) ds \right). \]
Multiplying (55) by $2\tau$ and summing from 1 to $m$, with $1 \leq m \leq N$ gives:

\[
\|\rho^n_h\|^2 + 2\tau C_1 \sum_{n=1}^{m} \|\vartheta^m_n\|^2 \\
\leq \|\rho(\cdot, 0)\|^2 + 2C_2 \left( \tau^2 \sum_{n=1}^{m} \sum_{j=0}^{n-1} \|\vartheta^j_n\|^2 + \tau \sum_{n=1}^{m} \|\rho^m_n\|^2 \\
+ \tau^2 \int_0^T (\|\sigma(s)\|^2 + \|\sigma_t(s)\|^2)ds + \tau^2 \int_0^T \|p_{\sigma}(s)\|^2ds \\
+ h^{2(k+1)} \int_0^T g(s)ds + \tau^2 h^{2(k+1)} \int_0^T (|\sigma(s)|^2_{k+1} + |\sigma_t(s)|^2_{k+1})ds \right).
\]

Using Grönwall’s lemma and replacing $m$ by $n$, we get our desired result:

\[
\|\rho^n_h\| \leq O(h^{k+1} + \tau).
\]

For the estimate of $\vartheta^n_h$, we proceed by rewriting (51) as:

\[
a_h(\vartheta^n_h, \chi_h) + \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \vartheta^j_h, \chi_h) + (\nabla \cdot \chi_h, \rho^n_h) \\
= \int_0^{t_n} K_h(t_n, s; \tilde{\sigma}(s), \chi_h)ds - \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \tilde{\sigma}(t_j), \chi_h).
\]

Again considering (56) at time step $t = t_{n-1}$, we obtain:

\[
a_h(\vartheta^{n-1}_h, \chi_h) + \tau \sum_{j=0}^{n-2} K_h(t_{n-1}, t_j; \vartheta^j_h, \chi_h) + (\nabla \cdot \chi_h, \rho^{n-1}_h) \\
= \int_0^{t_{n-1}} K_h(t_{n-1}, s; \tilde{\sigma}(s), \chi_h)ds - \tau \sum_{j=0}^{n-2} K_h(t_{n-1}, t_j; \tilde{\sigma}(t_j), \chi_h).
\]

Now, subtracting (57) from (56), and then dividing by $\tau$, we arrive at:

\[
a_h(\tilde{\vartheta}_h^n, \chi_h) + \sum_{j=0}^{n-1} K_h(t_n, t_j; \vartheta^j_h, \chi_h) \\
- \sum_{j=0}^{n-2} K_h(t_{n-1}, t_j; \vartheta^j_h, \chi_h) + (\nabla \cdot \chi_h, \tilde{\vartheta}_h^n) \\
= \frac{1}{\tau} \left( \int_0^{t_n} K_h(t_n, s; \tilde{\sigma}(s), \chi_h)ds - \tau \sum_{j=0}^{n-1} K_h(t_n, t_j; \tilde{\sigma}(t_j), \chi_h) \right) \\
- \frac{1}{\tau} \left( \int_0^{t_{n-1}} K_h(t_{n-1}, s; \tilde{\sigma}(s), \chi_h)ds - \tau \sum_{j=0}^{n-2} K_h(t_{n-1}, t_j; \tilde{\sigma}(t_j), \chi_h) \right).
\]
Put \( \phi_h = \partial_t \rho_h^n \) in (50) and \( \chi_h = \tilde{\theta}_h^n \) in (58) and then add, we obtain:

\[
\| \partial_t \rho_h^n \|^2 + a_h \left( \partial_t \theta_h^n, \theta_h^n \right) + \sum_{j=0}^{n-1} \mathcal{K}_h(t_n, t_j; \theta_h^n) - \sum_{j=0}^{n-2} \mathcal{K}_h(t_{n-1}, t_j; \theta_h^n)
\]

\[
= (p_t(t, t_n) - \partial_t \tilde{\rho}_h^n, \partial_t \rho_h^n)
\]

\[
+ \frac{1}{\tau} \left( \int_0^{t_n} \mathcal{K}_h(t_n, s; \tilde{\sigma}(s), \theta_h^n)ds - \tau \sum_{j=0}^{n-1} \mathcal{K}_h(t_n, t_j; \tilde{\sigma}(t_j), \theta_h^n) \right)
\]

\[
- \frac{1}{\tau} \left( \int_0^{t_{n-1}} \mathcal{K}_h(t_{n-1}, s; \tilde{\sigma}(s), \theta_h^n)ds - \tau \sum_{j=0}^{n-2} \mathcal{K}_h(t_{n-1}, t_j; \tilde{\sigma}(t_j), \theta_h^n) \right)
\]

and

\[
\| \partial_t \rho_h^n \|^2 + a_h \left( \partial_t \theta_h^n, \theta_h^n \right) + \sum_{j=0}^{n-1} \mathcal{K}_h(t_n, t_j; \theta_h^n) - \sum_{j=0}^{n-2} \mathcal{K}_h(t_{n-1}, t_j; \theta_h^n)
\]

\[
(59) = (I_1^n, \partial_t \rho_h^n) + \frac{1}{\tau} (I_2^n, \theta_h^n),
\]

where

\[
(I_1^n, \partial_t \rho_h^n) \leq C \tau \int_0^{t_n} \| p_{tu}(s) \|^2 ds + \frac{h^{2k+2}}{\tau} \int_0^{t_n} \left( g(s) + \int_0^s |\tilde{\sigma}(z)|^2 \, dz \right) ds
\]

\[+ C \tau \| \partial_t \rho_h^n \|^2,\]

and

\[
(I_2^n, \theta_h^n) = \left( \int_0^{t_n} \mathcal{K}_h(t_n, s; \tilde{\sigma}(s), \theta_h^n)ds - \tau \sum_{j=0}^{n-1} \mathcal{K}_h(t_n, t_j; \tilde{\sigma}(t_j), \theta_h^n) \right)
\]

\[
- \left( \int_0^{t_{n-1}} \mathcal{K}_h(t_{n-1}, s; \tilde{\sigma}(s), \theta_h^n)ds - \tau \sum_{j=0}^{n-2} \mathcal{K}_h(t_{n-1}, t_j; \tilde{\sigma}(t_j), \theta_h^n) \right)
\]

\[
= \int_0^{t_{n-1}} \left( \mathcal{K}_h(t_n, s; \tilde{\sigma}(s), \theta_h^n) - \mathcal{K}_h(t_{n-1}, s; \tilde{\sigma}(s), \theta_h^n) \right) ds
\]

\[
- \tau \sum_{j=0}^{n-2} \left( \mathcal{K}_h(t_n, t_j; \tilde{\sigma}(t_j), \theta_h^n) - \mathcal{K}_h(t_{n-1}, t_j; \tilde{\sigma}(t_j), \theta_h^n) \right)
\]

\[
+ \int_0^{t_{n-1}} \mathcal{K}_h(t_{n-1}, s; \tilde{\sigma}(s), \theta_h^n)ds - \tau \mathcal{K}_h(t_{n-1}, t_{n-1}; \tilde{\sigma}(t_{n-1}), \theta_h^n)
\]

\[
\leq \tau^2 \int_0^{t_{n-1}} \left| \frac{\partial}{\partial s} \left( \mathcal{K}_{h,t}(t_{n-1}, s; \tilde{\sigma}(s), \theta_h^n) \right) \right| ds
\]

\[+ \tau \int_0^{t_{n-1}} \left| \frac{\partial}{\partial s} \left( \mathcal{K}_h(t, s; \tilde{\sigma}(s), \theta_h^n) \right) \right| ds,
\]
where \( t_{n^*} \in (t_{n-1}, t_n) \).

(61)

\[
\frac{1}{\tau} \int_{t_{n-1}}^{t_n} \left| \frac{d}{ds} (K_h(t_n^*, s; \bar{\sigma}(s), \bar{\sigma}_h^n)) \right| ds + \int_{t_{n-1}}^{t_n} \left| \frac{d}{ds} (K_h(t, s; \bar{\sigma}(s), \bar{\sigma}_h^n)) \right| ds \\
\leq C \left( \tau \int_0^{t_{n-1}} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \tau \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \\
+ \tau^2 h^{2(k+1)} \int_0^{t_{n-1}} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \\
+ \tau^2 h^{2(k+1)} \int_0^{t_{n-1}} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \right).
\]

Put (60) and (61) in (59), to arrive at:

(62)

\[
\|\hat{\sigma}_h^n\|^2 + \mu_1 \left( \frac{\|\bar{\sigma}_h^n\|^2 - \|\bar{\sigma}_h^{n-1}\|^2}{2\tau} \right) \\
\leq -\tau \sum_{j=0}^{n-2} \mathcal{K}_{h,n} (t_{n^*}, t_{n-1}; \bar{\sigma}_h^n, \bar{\sigma}_h^{n-1}, \bar{\sigma}_h^n) + C (\|\hat{\sigma}_h^n\|^2 + \|\bar{\sigma}_h^n\|^2) \\
+ \frac{\tau^2 h^{2(k+2)}}{\tau} \int_{t_{n-1}}^{t_n} \left( g(s) + \int_0^s \|\sigma(z)\|^2_{k+1} dz \right) ds \\
+ \tau \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \tau \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \\
+ \tau \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \\
+ \tau \int_{t_{n-1}}^{t_n} (|p_{t}(s)|^2 + h^{2(k+1)} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds + \int_{t_{n-1}}^{t_n} (\|\sigma(s)\|^2 + \|\sigma(s)\|^2) ds \right).
\]

Multiplying (62) by \( 2\tau \), using kickback argument and then summing from \( n = 1 \) to \( m \), we obtain:

\[
\|\bar{\sigma}_h^n\|^2 \leq C_1 \tau \sum_{n=1}^m \|\bar{\sigma}_h^n\|^2 + C_2 \left( \tau^2 \int_0^T (|p_{t}(s)|^2 + \|\sigma(s)|^2 + \|\sigma(s)\|^2) ds \\
+ \|\bar{\sigma}_h(\cdot, 0)|^2 + h^{2k+2} \int_0^T g(s) ds \right).
\]

By using Grönwall’s lemma, we may replace \( m \) by \( n \) to get our desired estimate:

\[
\|\bar{\sigma}_h^n\|^2 \leq O(h^{k+1} + \tau).
\]

\[\square\]

5. Numerical Results

Within this section, we are set to conduct numerical experiments aimed at validating the effectiveness of the introduced mixed virtual element scheme for the
Our investigation encompasses distinct mesh types: a quadrilateral mesh, a hexagonal mesh, voronoi mesh as illustrated in Figure 1 and Figure 2. Here, we consider the domain $D$ the unit square in $\mathbb{R}^2$. Before presenting the numerical results, it is important for us to have a better understanding of both the spaces, dofs, and how bilinear forms can be computed on these spaces. All the discrete forms are already explained in Section-2.2. In (49) the bilinear forms $(P_n, \phi_h)$ and $(f(t_n), \phi_h)$ involves multiplication with polynomials so, can be done by using...
any quadrature rule of appropriate order, whereas for the discrete forms $a_E^h(\cdot, \cdot)$, $K_E^h(\cdot, \cdot)$ and $(\nabla \cdot \sigma_h, \phi^h)_E$, dofs of $V_h^k(E)$ will be needed (as defined in section 2.1). For more details about the implementation, we refer to [5].

We use the backward Euler approach for time discretization coupled with mixed VEM discretization to tackle the fully discrete problem, for the polygonal mesh sequences.

**Example 1** Consider the linear PIDE (1), with coefficients $a(x) = x$, $b(x; t, s) = xe^{(t-s)}$, exact solution $p(x, t) = t\sin(2\pi x) \sin(2\pi y)$ whereas $K(x; t, s) = e^{2(t-s)}$. Notably, the load term $f$, boundary data, and initial data $u_0$ are all determined using the exact solution as a reference point.

**Example 2** Consider the linear PIDE (1), with coefficients $a(x) = x$, $b(x; t, s) = x \left( \frac{2+ \cos(s)}{2+ \cos(t)} \right)$, exact solution $p(x, t) = te^{(t-t)}(x-x^2) \sin(2\pi y)$ whereas $K(x; t, s) = e^{(t-s)}$. Notably, the load term $f$, boundary data, and initial data $u_0$ are all determined using the exact solution as a reference point.

**Example 3** Consider the linear PIDE (1), with coefficients $a(x) = 1$, $b(x; t, s) = ts$, exact solution $p(x, t) = t(x-x^2)(y-y^2)$. Here $K(x; t, s)$ is approximated by the first
five terms of the series generated using (7). Notably, the load term $f$, boundary data, and initial data $u_0$ are all determined using the exact solution as a reference point.
Below, we present a numerical example showing that even if we don’t know the explicit form of a resolvent kernel our formulation still works by truncating the series of resolvent kernel after a few steps. In the example presented below, the resolvent kernel comes out to be in a series so here, we have considered the first five terms of the resolvent kernel and find out that numerical results are still in accordance with the theoretical results.

Fig. 3 and 4 depict the order of convergence for both $p_h$ and $\sigma_h$ for Example 1 in case of $k = 1, 2$ and 3 on quadrilateral and hexagonal mesh respectively. Both the figures show that these orders of convergence are accomplished in perfect accordance with theory while Fig. 5 shows the super convergence results for both Example 1 and Example 2 in the case of $k = 1, 2$, and 3 on the quadrilateral mesh whereas in Fig 6 shows the order of convergence for Example 2 on the quadrilateral mesh. Fig 7 shows the convergence corresponding to Example 3. Figure 8 displays the convergence of Example 1 and Example 2 on the Voronoi mesh. From all the figures and Table, we can see that our theory is well according to our numerical results.

Remark 3. From Remark 6.3 of [8], we can see that the lowest order Raviart Thomas element can be constructed for $k = 0$ with the usual convention $P_{-1}(E) = 0$.

Remark 4. Whenever we are unable to find the explicit form of the resolvent kernel, we can use the first few terms of the series to achieve the optimal order of convergence, as shown in example 3.

6. Conclusions

Considering the advantages of VEM and mixed methods, we applied a mixed VEM approach to address both the semi-discrete and fully-discrete schemes to solve the PIDE (1). In this article, we have introduced a novel projection known as mixed R.V. projection, which helps in handling the integral term. The semi-discrete scheme and error estimates presented in this work align with those obtained in the previous study [18]. This research marks a significant contribution to the literature [35, 17, 18] only with semidiscrete formulation while here, we represent the first comprehensive examination of the fully discrete scheme within this formulation. Furthermore, a step-by-step analysis is proposed for the super convergence of the discrete solution of order $O(h^{k+2}).$ Several computational experiments are
discussed to validate the proposed schemes computational efficiency and support the theoretical conclusions.
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