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1. Stokes' Theorem

1.1. The theorem and its proof

Theorem 1. (Stokes's Theorem) Let S be a C1 orientable surface in R3 with @S union of
�nitely many C1 curves. Let a normal vector �eld n be chosen on S. Let @S be oriented such that
when moving along @S on the positive side of S, the interior of S is to the left. Then for any C1

function f =

0@ f
g
h

1A:R3 7!R3,Z
@S
f dx+ g dy+hdz=

Z
S

�
@h
@y
¡ @g
@z

�
dy^dz+

�
@f
@z
¡ @h
@x

�
dz ^dx+

�
@g
@x
¡ @f
@y

�
dx^dy (1)

Remark 2. In R3 with Cartesian coordinates, (1) can be memorized as the formal �cross-product�
between the vector operator

�
@

@x
;
@

@y
;
@

@z

�
with the vector function (f ; g; h). See �3.1.3.

Remark 3. If we take f = f(x; y); g = g(x; y); h= 0, then (1) reduces to Green's Theorem. On
the other hand, roughly speaking (1) is simply Green's Theorem after a �change of variables�. This
relation can be clearly seen from the proof below.

Notation 4. In many Calculus textbooks,
I
@S

is used instead of
Z
@S

to emphasize the fact that

the integral is along a closed curve. We will not follow this tradition.

The proof of the theorem in its full generality is a bit technical. Therefore we relegate it to �4.2.1
and only prove the special case when S in R3 is given by part of a graph: z= �(x; y); (x; y)2D.

Proof. (when S is part of a graph) We have

S: z= �(x; y); (x; y)2D: (2)

Let (u(t); v(t)); t2 [a; b] be a parametrization of @D so that when t increasesD is always to the left.
Then (u(t); v(t); �(u(t); v(t))); t2 [a; b] is a parametrization of @S consistent with that speci�ed in
the theorem. Now we calculateZ

@S
f dx+ g dy+hdz =

Z
a

b
�
f
du
dt

+ g
dv
dt
+h

d�
dt

�
dt

=

Z
a

b

[f u0+ g v 0+h�uu
0+h�v v

0] dt

=

Z
a

b

[(f +h�u)u
0+(g+h�v) v

0] dt

=

Z
@D

F du+Gdv (3)

where

F (u; v) := f(u; v; �(u; v))+h(u; v; �(u; v)) �u(u; v) (4)
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and

G(u; v) := g(u; v; �(u; v))+h(u; v; �(u; v)) �v(u; v): (5)

By Green's Theorem we haveZ
@D

F du+Gdv=

Z
D

�
@G
@u
¡ @F
@v

�
d(u; v): (6)

Now calculate

@G
@u

= gx+ gz�u+(hx+hz�u) �v+h�uv; (7)

@F
@v

= fy+ fz�v+(hy+hz�v) �u+h�vu: (8)

This givesZ
D

�
@G
@u
¡ @F
@v

�
d(u; v) =

Z
D
(gz¡hy) �u+(hx¡ fz) �v+(gx¡ fy) d(u; v)

=

Z
D

0@ hy¡ gz
fz¡hx
gx¡ fy

1A�
0@ ¡�u
¡�v
1

1Ad(u; v)
=

Z
S

0@ hy¡ gz
fz¡hx
gx¡ fy

1A�dS
=

Z
S
(hy¡ gz) dy^dz+(fz¡hx) dz ^dx+(gx¡ fy) dx^ dy: (9)

Thus ends the proof. �

1.2. Calculations with Stokes's Theorem

Example 5. (Folland) CalculateZ
C

x2+1
p

dx+ xdy+2 y dz (10)

where C is the intersection of z=x y and x2+ y2=1, oriented counterclockwise when viewed from
above.

Exercise 1. Try to visualize the surface!

Solution. We apply Stokes's Theorem to the surface z=x y inside x2+ y2=1. The natural parametrization is now
(u; v; u v) with D= f(u; v)ju2+ v26 1g. Then we have

ru� rv=�

0@ ¡y
¡x
1

1A: (11)

Since the curve is oriented counterclockwise when viewed from above, n points upward and therefore we pick the
positive sign.
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Straightforward calculation now givesZ
C

x2+1
p

dx+x dy+2 y dz=

Z
x2+y261

(1¡ 2 y) d(x; y)=�: (12)

Example 6. (Demidovich 2356) Apply Stokes' theorem to calculateZ
C
(y+ z) dx+(z+ x) dy+(x+ y) dz (13)

where C is the circle x2+ y2+ z2= a2; x+ y+ z=0, oriented counter-clockwise when viewing from
above.

Solution. We choose S to be the intersection of x2 + y2 + z2 6 a2 and x + y + z = 0. To be consistent with the
orientation of @S, we choose n to point upward, that is n=(1; 1; 1)/ 3

p
. Simple calculation givesZ

C

(y+ z) dx+(z+x) dy+(x+ y) dz=

Z
S

0 �dS =0: (14)

Example 7. (Demidovich 2357) CalculateZ
C
(y¡ z) dx+(z ¡x) dy+(x¡ y) dz (15)

where C is the ellipse x2 + y2 = 1; x + z = 1. Oriented counter-clockwise when viewing from the
positive x axis.

Solution. We take S to be x2+ y26 1 cut bo x+z=1. Then the orientation of the curve implies n pointing upward.

That is n= 1

2
p

0@ 1
0
1

1A.
Now we calculate

I =

Z
S

0@ ¡2
¡2
¡2

1A�
0B@ 1/ 2

p

0

1/ 2
p

1CAdS=Z
S

¡
¡2 2
p �

dS=¡2 2
p
�Area of the ellipse=¡4�: (16)

This curve is easy to parametrize so we check our result through direct calculation.

Solution. (Direct Calculation) We parametrize

x= cos �; y= sin �; z=1¡ cos �: � 2 [0; 2�]: (17)

Note that this is consistent with the speci�ed orientation.
Nowe calculate

I =

Z
0

2�

[(sin �¡ 1+ cos �) (¡sin �)+ (1¡ 2 cos �) cos �+(cos �¡ sin �) sin �] d�

=

Z
0

2

(¡2) d�=¡4�: (18)

Example 8. (Demidovich 2358) CalculateZ
C
xdx+(x+ y) dy+(x+ y+ z) dz (19)

where C is given through x= sin t; y= cos t; z= sin t+ cos t; t2 [0; 2�].
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Solution. To apply Stokes's Theorem we need to �nd a surface S such that @S =C and further choose the normal
n according to the given orientation of C.

Notice that z=x+ y so we choose

S: z=x+ y; D: x2+ y26 1: (20)

The normal n should be chosen from either 1

3
p

0@ 1
1
¡1

1A or 1

3
p

0@ ¡1
¡1
1

1A. We notice that as t increases, (x; y; z) moves

clockwise along @S when viewed from above. Therefore n should point downward and we should choose 1

3
p

0@ 1
1
¡1

1A.
Now we have

Z
C

x dx+(x+ y) dy+(x+ y+ z) dz =

Z
S

0@ 1
¡1
1

1A�n dS
=

Z
D

0@ 1
¡1
1

1A�
0@ 1

1
¡1

1Ad(x; y)
= ¡�: (21)

Of course the integral can be more easily calculated directly:

Solution. (Direct calculation) We haveZ
C

xdx+(x+ y) dy+(x+ y+ z) dz =

Z
0

2�

[sin t cos t+(sin t+ cos t) (¡sin t)+ 2 (sin t+ cos t) (cos t¡ sin t)] dt

=

Z
0

2�

[2 (cos t)2¡ 3 (sin t)2] dt=¡�: (22)

Example 9. Prove the following:

Let S be a closed surface (that is no boundary) in R3 with unit outward normal n. Let

0@ f
g
h

1A
be C1. ThenZ

S

�
@h
@y
¡ @g
@z

�
dy^dz+

�
@f
@z
¡ @h
@x

�
dz ^dx+

�
@g
@x
¡ @f
@y

�
dx^ dy=0: (23)

Proof. Take any x02S. Take "> 0. Denote

S" := S \fkx¡x0k> "g: (24)

When " is small enough we have @S" � S \ fkx ¡ x0k= "g. Then we have, by Stokes's Theorem,
the integral equalsZ

@S"

f dx+ g dy+hdz+

Z
¡@S"

f dx+ g dy+hdz=0: (25)

Here ¡@S" denotes @S" with orientation reversed. �
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2. Gauss's Theorem (Divergence Theorem)

2.1. The theorem and its proof

Gauss's Theorem transforms between a surface integral and a volume integral. The simplest situa-
tion is on an interval.

Lemma 10. Let f =

0@ f
g
h

1A be C1 on an interval I := [x1; x2]� [y1; y2]� [z1; z2]. ThenZ
@I
f dy^dz+ g dz ^dx+hdx^dy=

Z
I

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z): (26)

Proof. It clearly su�ces to proveZ
@I

f dy^ dz=
Z
I

@f

@x
d(x; y; z);

Z
@I

g dz ^dx=
Z
I

@g

@y
d(x; y; z);

Z
@I

hdx^dy=
Z
I

@h

@z
d(x; y; z) (27)

The three identities can be proved similarly, therefore we prove the �rst one only.

It is clear that Z
@I
f dy dz =

Z
top

f dy dz+

Z
bottom

f dy dz

=

Z
[0;1]2

[f(1; u; v)¡ f(0; u; v)] d(u; v)

=

Z
[0;1]2

�Z
0

1 @f
@x
(s; u; v) ds

�
d(u; v)

=

Z
I

@f
@x
(s; u; v) d(s; u; v)

=

Z
I

@f
@x
(x; y; z) d(x; y; z): (28)

Note that we have used Fundamental Theorem of Calculus Version 1 and Fubini. �

Exercise 2. Without doing any di�erential or integral calculation, prove that if ( 26) holds for all f as speci�ed
in Lemma 10, then necessarily (27) holds.

Exercise 3. Prove (26) with I replaced by the unit simplex:

V := f(x; y; z)jx> 0; y> 0; z> 0; x+ y+ z6 1g: (29)

In general, we have

Theorem 11. (Gauss's Theorem) Let V be a compact region with @V a union of �nitely many

C1 surfaces. Let f =

0@ f
g
h

1A be C1 on V. Then

Z
@D

f dy^dz+ g dz ^dx+hdx^dy=
Z
D

�
@f

@x
+
@g

@y
+
@h

@z

�
d(x; y; z): (30)
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Proof. See �4.2.2. �

It is easy to overlook the requirement that f =

0@ f
g
h

1Amust be C1 not only on the boundary

@V , but also inside V . However this assumption is crucial.

Exercise 4. Resolve the following paradox:
We try to calculate Z

S

1
z
dx^dy (31)

where S is the unit sphere oriented by the outer normal via two methods: directly or through Gauss's Theorem.

� Direction calculation: It is clear that nz> 0 when z > 0 and <0 when z < 0. ThereforeZ
S

1

z
dx^ dy=

Z
S

nz
z
dS > 0: (32)

� Through Gauss's Theorem: We take V to be the unit ball and calculateZ
S

1
z
dx^dy=

Z
V

@
@z

�
1
z

�
d(x; y; z)=¡

Z
V

d(x; y; z)
z2

< 0: (33)

This understanding is also key to the theory of fundamental solutions/Green's functions in
linear partial di�erential equations.

Warning: Regularity requirement on f cannot be dropped!

Remark 12. (Relation to Green's Theorem) If we consider a two-dimensional domainD�R2

and formally write the line integral Z
@D

�
f
g

�
�n ds (34)

where n is the unit normal vector pointing outward with respect to D, then since
�
nx
ny

�
=

�
Ty
¡Tx

�
where T is the unit tangent vector so that when moving in the direction of T , D is always to the
left of the boundary, we have by Green's Theorem,Z
@D

�
f
g

�
�
�
nx
ny

�
ds=

Z
@D

�
¡g
f

�
�
�
Tx
Ty

�
ds=

Z
@D
¡g dx+ f dy=

Z
D

�
@f
@x

+
@g
@y

�
d(x; y) (35)

Thus we see that Green's Theorem is formally Gauss's Theorem in dimension two.

T

n

D

Figure 1. n is obtained from T by turning T clockwise by 90 degrees
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2.2. Calculations with Gauss's Theorem

When S is the boundary of a region, n is always taken to be
the outer-normal unless otherwise speci�ed.

Example 13. Let V � R3 be smooth enough for the application of Gauss's Theorem. Then its
volume is given by the following surface integral:

Vol=
Z
@V
x dy^dz=

Z
@V
y dz ^dx=

Z
@V
z dx^dy= 1

3

Z
@V
x dy^dz+ y dz ^dx+ z dx^dy: (36)

Proof. We have

Z
@V
xdy^dz=

Z
@V

0@ x
0
0

1A�dS= Z
V
[1+ 0+0] d(x; y; z) (37)

and the conclusion follows. �

Example 14. Calculate

I :=

Z
@V

0B@ x2

y2

z2

1CA�dS (38)

where V is the unit cube f(x; y; z)j 06 x; y; z6 1g.

Solution. We have by Gauss's Theorem (and then Fubini),

I =

Z
V

[2x+2 y+2 z] d(x; y; z)

=

Z
0

1
�Z

0

1
�Z

0

1

(2x+2 y+2 z) dz

�
dy

�
dx

= 3: (39)

Example 15. Calculate

I :=

Z
@V
x dy ^dz+ y dz ^ dx+x2dx^dy (40)

where V is the pyramid bounded by x+ y+ z=1; x=0; y=0; z=0.

Solution. By Gauss's Theorem we have

I =

Z
V

[1 + 1+0]d(x; y; z)= 2�Volume of the pyramid=1
3
: (41)

Example 16. (Demidovich 2367) Calculate

I :=

Z
@V
x3 dy^dz+ y3 dz ^dx (42)

where V is the unit ball.
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Solution. By Gauss's Theorem we have

I =

Z
@V

0B@ x3

y3

0

1CA�dS = Z
V

3 (x2+ y2) d(x; y): (43)

Now change into spherical coordinates:0@ x
y
z

1A=
0@ � cos� cos 

� sin� cos 
� sin 

1A=) ����det @(x; y; z)@(�; �;  )

����= �2 cos ; �2 [0; 1]; �2 [0; 2�];  2 [¡�/2; �/2]; (44)

We have

I =3

Z
[0;1]�[0;2�]�[¡�/2;�/2]

�2 ��2 cos  d(�; �;  )= 12 �
5
: (45)

Example 17. (Demidovich 2369) Let S=@V be a closed surface and l2R3 be a constant vector.
Prove that Z

S
cos (n; l) dS=0 (46)

where n is the outernormal and (n; l) is the angle between the two vectors n and l.

Proof. Denote l=

0@ lx
ly
lz

1A. Recall that
cos (n; l) :=

n � l
knk klk =n �

l
klk : (47)

Thus we apply Gauss's Theorem:Z
S
cos (n; l) dS=

Z
S

l
klk �dS=

Z
V

�
@
@x

�
lx
klk

�
+

@
@y

�
ly
klk

�
+

@
@z

�
lz
klk

��
d(x; y; z)= 0 (48)

since l is a constant vector. �

2.3. Applications of Gauss's Theorem

Gauss's Theorem is crucial in classical mathematical physics. We will give one example here. More
discussion about this can be found in the section on continuum mechanics in Week 10's notes, as well
as any introductory partial di�erential equations book, for example Tyn Myint-U, Lokenath Debnath,
Linear Partial Di�erential Equations for Scientists and Engineers , 4ed, Birkhäuser, 2007, Chapters 3 & 13.

Example 18. (Derivation of Heat Equation) Consider a domain 
 with boundary @
. Let
u(x; y; z; t) be the temperature at location (x; y; z) and time t. Now consider any region V � 
.
The total �heat� in V can be represented asZ

V
u(x; y; z; t) d(x; y; z): (49)

Now the change of �heat� in V is caused by �heat �ows� into and out from V :

d
dt

Z
V
u(x; y; z; t) d(x; y; z)=Rate of heat �ow across @V : (50)

10 Math 317 Week 09: Vector Calculus



The rate of the �ow of heat at every space-time point can be models as a vector function F (x; y;

z; t)=

0@ f
g
h

1A. Then we obtain

d
dt

Z
V
u(x; y; z; t) d(x; y; z)=¡

Z
@V
F (x; y; z; t) �dS: (51)

Exercise 5. Explain the negative sign.

Now we exchange the order of di�erentiation and integration on the left hand side and apply
Gauss's Theorem on the right hand side:Z

V

@u(x; y; z; t)
@t

d(x; y; z)=

Z
V
¡
�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z): (52)

If we now assume the continuity of both integrands, the arbitrariness of V leads to

@u
@t

=¡
�
@f
@x

+
@g
@y

+
@h
@z

�
: (53)

To move the modeling further we need a �constitutive� relation between u and F . Such a relation
does not come from mathematical argument but from either experiments or more fundamental
physical laws such as statistical or quantummechanics. In the case of heat �ow, we use Fourier's law:

F =¡� (gradu) (54)

where � > 0 is called the �thermal conductivity� of the material. Note that the negative sign is
because heat �ows from high temperature to low temperatute.

Putting everything together, we have

@u
@t

=
@
@x

�
�
@u
@x

�
+

@
@y

�
�
@u
@y

�
+

@
@z

�
�
@u
@z

�
(55)

which is called the �heat equation�.
When the body consists of one single material, we can assume that � is a constant and further

simplify the equation to

@u
@t

=�

�
@2u

@x2
+
@2u

@y2
+
@2u

@z2

�
: (56)

Remark 19. In modeling heat �ow, it is obvious that �> 0 should be enforced, since �< 0 would
mean �heat� �ows from low temperature to high temperature � the hot gets hotter and the cold gets
colder, which is ridiculous.

However once (55) has been formulated it has its own mathematical existence not con�ned by
the physical theory of heat conduction. Thus it is not a meaningless question to study the equation
with � < 0. In fact it turned out to be very meaningful: In 1987 Pietro Perona of Caltech and his
then Ph.D. student Jitendra Malik realized that (55) with � < 0 provides a good framework to
guide algorithms sharpening the edges in a digital image. Since then the �Perona-Malik equation�
has become one of the most important PDEs in applied mathematics.
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3. Gradient, Curl, Divergence in R3

3.1. Gradient; Divergence; Curl

3.1.1. Gradient in R3

Definition 20. (Gradient) Let A � R3 be open and f : A 7! R be di�erentiable. Let x0 2 A.
The matrix representation of the di�erential (Df)(x0) is called the gradient of f at x0, denoted
(grad f)(x0).

Lemma 21. Let f : R3 7! R be di�erentiable and let x: [a; b] 7! R3 be a C1 curve. Then for any
t02 (a; b),

f 0(x(t))jt=t0=(grad f)(x(t0)) �x0(t0): (57)

Proof. By the chain rule we have

f 0(x(t))jt=t0=[Df(x(t0))](x0(t0))= (grad f)(x(t0)) �x0(t0) (58)

Thus ends the proof. �

Corollary 22. Let f :R3 7!R be di�erentiable. Then for any x02R3,

(grad f)(x0)=

0BBB@
@f

@x
@f

@y
@f

@z

1CCCA(x0): (59)

Proof. Exercise. �

Remark 23. Clearly the above generalizes to RN , where we have

(grad f)(x0)=

0BB@
@f

@x1���
@f

@xN

1CCA(x0): (60)

3.1.2. Divergence

Definition 24. (Divergence) Let f =

0@ f
g
h

1A:R3 7!R3 be C1. Then its divergence at any x02R3

is de�ned as,

(div f)(x0)=
@f
@x
(x0)+

@g
@y
(x0)+

@h
@z
(x0): (61)

Remark 25. We note that Gauss's Theorem now can be written more compactly asZ
D
div f dx=

Z
@D

f �ndS: (62)
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Lemma 26. Let A�R3 be open and let f :A 7!R3 be C1. Let S be any closed C1 surface enclosing
x02A. Denote by V the region enclosed by S. Then we have

(div f)(x0)= lim
d(S)¡!0

1

�(V )

Z
S
f �n dx (63)

the divergence of f at x0.

Proof. Let "> 0 be arbitrary. Since f is C1, div f is continuous at x0. Consequently there is � >0
such that

kx¡x0k<�=)j(div f)(x)¡ (div f)(x0)j<": (64)

Now consider any surface with d(S)<�. We have���� 1

�(V )

Z
S
f �ndx¡ (div f)(x0)

����= 1

�(V )

����Z
D
[(div f )(x)¡ (div f)(x0)]

����<": (65)

Thus (63) holds. �

3.1.3. Curl

Definition 27. (Curl) Let A�R3 be open and let f :A 7!R3. Let x02A. We de�ne

(curl f)(x0)=

0BBB@
@h

@y
¡ @g

@z
@f

@z
¡ @h

@x
@g

@x
¡ @f

@y

1CCCA: (66)

Remark 28. (Physical meaning of curlf) Consider a vector �eld f(x; y; z). Fix a point (x0; y0;
z0). We are interested in the deviation of f from its zeroth order approximation f0 := f(x0; y0; z0).
Taylor expansion to �rst order gives

f(x; y; z)¡ f0�A

0@ x¡x0
y¡ y0
z ¡ z0

1A=:A �x: (67)

where A :=
@(f ; g; h)

@(x; y; z)
(x0; y0; z0) is the Jacobian matrix of f at (x0; y0; z0). Thus if we imagine that

the space is �lled with particles moving with velocity f , that is

d
dt

0@ x(t)
y(t)
z(t)

1A= f(x(t); y(t); z(t)); (68)

then modulo the uniform �ow with velocity f 0 (that is if we pick the particle moving with f 0 as
the origin of our reference frame), the particles are moving with velocity �A �x.

Now de�ne V :=
1

2
(A+AT) and 
 := 1

2
(A¡AT). We clearly have A=V +
 which means

f(x; y; z)¡ f0�V �x+
 �x: (69)

From linear algebra we know that as V is symmetric it has the decomposition V = OT � O

where O is orthogonal and � =

0@ �1 0 0
0 �2 0
0 0 �3

1A is diagonal. Therefore the �rst part V �x �stretches�

and/or �compresses� any volume of particles.
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On the other hand,

Exercise 6. Check that for any v 2R3,

2
v=(curl f )� v ; (70)

thus we see that curl f represents twice the angular velocity of the �ow (relative to the base
point moving with f0). See http://en.wikipedia.org/wiki/Vorticity for some nice illustrations.

Example 29. (ABC Flow) An important vector �eld in dynamical system and �uid mechanics
is the following �ABC �ow�:

f =

0@ A sin z+C cos y
B sinx+A cos z
C sin y+B cosx

1A: (71)

We easily check

curl f = f : (72)

Thus f is an �eigen-function� of the curl operator with eigenvalue 1.

Exercise 7. Find f :R3 7!R3 such that curl f =�f for �2R arbitrarily given. (Hint:1 )

Remark 30. Note that Stokes's Theorem now can be written asZ
S
(curl f ) �dS=

Z
@S
f � dl: (73)

Exercise 8. Explain why it is a bit subtle to try to obtain a result based on Stokes's Theorem, in the same spirit
as Lemma 26. (Hint:2 ) (Also see Exercise 44.)

Remark 31. We notice that formally,

grad f =

0BBB@
@

@x
@

@y
@

@z

1CCCAf ; div f =

0BBB@
@

@x
@

@y
@

@z

1CCCA� f ; curl f =

0BBB@
@

@x
@

@y
@

@z

1CCCA� f : (74)

Thus if we denote

r :=

0BBB@
@

@x
@

@y
@

@z

1CCCA; (75)

we can simply write

grad f =rf ; div f =r � f ; curl f =r� f : (76)

Indeed such notations are used in much of the literature. However one should keep in mind that such
formal equivalence only holds when we use the Cartesian coordinates. See �4.3 for some discussion
on this issue in R3. A fully satisfactory theory of grad, div, and curl will be developed in the theory
of di�erential forms.

1. Replace x; y; z by �x; � y; � z.

2. We need some extra control over the normal n of the shrinking surface.
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We empha-
size again
that this
relation
between
curl and

cross pro-
duct is only
true in R3

with Carte-
sian coordi-

nates.

Thanks to (74) we see that to remember the formula for curl, it su�ces to remember the cross
product formula 0@ a1

a2
a3

1A�
0@ b1

b2
b3

1A=
0@ a2 b3¡ a3 b2

a3 b1¡ a1 b3
a1 b2¡ a2 b1

1A: (77)

There are many ways to remember (77):

� Remember that the �rst term in the �rst component is a2 b3. Then the subscripts for
the positive terms in the 2nd and 3rd components are a? b? where ? appears in the order
1! 2! 3! 1.

� Let i=

0@ 1
0
0

1A; j=
0@ 0
1
0

1A; k=
0@ 0
0
1

1A, then
0@ a1

a2
a3

1A�
0@ b1

b2
b3

1A= det

0@ i j k
a1 a2 a3
b1 b2 b3

1A; (78)

� Write �
a1 a2 a3 a1 a2
b1 b2 b3 b1 b2

�
: (79)

Then the three components of a� b are the determinants of 2� 2 matrices formed by the
2nd,3rd; 3rd, 4th; 4th,5th columns, respectively, of (79);

How to remember curl (How to remember the cross product formula).

3.2. Examples
Example 32. (Demidovich 2393) Evaluate the divergence and the �ux of an attractive force

F =¡mr

r3
where r :=

0@ x
y
z

1Aand r := krk of a point massm, located at the coordinate origin, through

an arbitrary closed surface.
Solution. Let S be the closed surface, we need to calculateZ

S

F �dS: (80)

The plan is to apply Gauss's Theorem. Denote by V the region enclosed by S. In the following we assume the
orientation of S is the outernormal of S as the boundary of V . The answer would take the opposite sign if S is
oriented by the inner normal.

It is easy to see that F 2C1(R3¡f0g) and div F =0 except at the origin. Therefore we need to separately discuss
two cases: 02 V o and 02 (V� )c.3

� 02V o. There is ">0 such that the closed ball centered at 0 with radius " is contained in V o. Denote this ball
by B" and its surface with outer normal by S". Denote V"=V ¡B". Then we haveZ

S

F �dS =

Z
S

F �dS ¡
Z
S"

F �dS +
Z
S"

F �dS

=

Z
@V"

F �dS +
Z
S"

F �dS

=

Z
V"

[div F ] d(x; y; z)+
Z
S"

F �dS

=

Z
S"

F �dS: (81)

3. The calculation is subtle when 02S and we do not discuss it here.
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To calculate the resulting integral, notice that on S", the outer normal is given by

n"=
r

r
=
r

"
: (82)

Thus we have Z
S"

F �dS =

Z
S"

¡m r

r3
� r
r
dS

=

Z
S"

¡m
r2
dS

= ¡m
Z
S"

dS

"2

= ¡m"¡2Area(S")

= ¡4�m: (83)

Thus the �ux is ¡4 �m for all closed surfaces enclosing 0.

� 02 (V� )c. This case is simpler and left as exercise. The answer is 0.

Remark 33. Clearly the above conclusion applies to gravity and electricity �elds.
On the other hand, the fact that divF =0 on R3¡f0g is crucial to the above calculation. We

easily check

Exercise 9. If F : R3 7! R3 is a central force �eld, that is F (r) = f(r) r, then div F = 0 on R3 ¡ f0g only if
f(r)= k r¡3 where k is constant. (Hint:4 )

3.3. Vector identities

Theorem 34. Let f ; g be scalar functions and f ; g be vector functions. All of them C1. Then

grad(f g) = f grad g+ g grad f ; (84)
grad(f � g) = (f � r)g+ f � (curl g)+ (g � r)f + g� (curl f ); (85)
curl(f g) = f curl g+(grad f)� g; (86)

curl(f � g) = (g � r)f +(div g) f ¡ (f � r)g¡ (div f) g; (87)
div (f g) = f div g+(grad f) � g; (88)

div (f � g) = g � (curl f)¡ f � (curl g): (89)

Are you
surprised by
the minus

sign in
( 89)? Here f � r := f

@

@x
+ g

@

@y
+h

@

@z
.

Proof. Direct calculation. �

Theorem 35. Let f ; f be C2. Then

curl(grad f) = 0; (90)
div (curl f) = 0; (91)
div (grad f) = 4f ; (92)
curl(curl f) = grad(div f)¡4f : (93)

Here 4 :=
@2

@x2
+

@2

@y2
+

@2

@z2
is the Laplacian.

Proof. Direct calculation. �

4. divF =(grad f) � r+ f (divr)= r f 0(r) + 3 f . Solve the ODE for r2 (0;1).
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There are two useful tricks for deriving the above identities quickly when needed.

1. Use subscripts with Einstein's summation convention � repeated indices imply summation.
For example,

[grad (f g)]i= @i(f g)= f @ig+ g @if =) grad(f g)= f grad g+ g grad f ; (94)
Note: i is
repeated!

div (f g)= @i(f gi)= (@if) gi+ f (@igi)= f div g+(grad f) � g (95)

This is enough for identities involve grad and div . To be able to deal with curl, we need
the next trick.

2. Use Kronecker delta and alternating tensor.
The Kronecker delta and alternating tensor are de�ned as

�ij=

�
1 i= j
0 i=/ j

; �ijk=

8<: 1 (i; j ; k)= (1; 2; 3); (2; 3; 1); (3; 1; 2)
¡1 (i; j ; k)= (1; 3; 2); (2; 1; 3); (3; 2; 1)
0 otherwise

: (96)

Exercise 10. Verify

�ij= �ji; (97)

�ijk= �jki= �kij=¡�ikj=¡�jik=¡�kji: (98)

Exercise 11. Verify:

a � b= ai bi= �ij ai bj; (a� b)i= �ijk aj bk; (curl f )i= �ijk @i fk: (99)

Exercise 12. Verify:

�ijk �klm= �il �jm¡ �im �jl: (100)

With the help of (97 � 100), deriving identities involving curl becomes straightforward.
For exmaple,

div (f � g) = @i(�ijk fj gk)

= �ijk [(@ifj) gk] + �ijk [fj (@igk)]

= gk [�ijk @i fj] + fj [�ijk @i gk]

= gk [�kij @i fj] + fj [¡�jik @i gk]
= gk [curl f ]k+ fj [¡curl g]j
= g � (curl f)¡ f � (curl g): (101)

How to Quickly Derive Vector Identities.

Exercise 13. Prove the vector identities using the two tricks introduced above.

Exercise 14. Prove

�ijk �lmn= det

0@ �il �im �in
�jl �jm �jm
�kl �km �kn

1A: (102)

(Hint:5 )

5. Take full advantage of (98) and the symmetry of determinant.
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4. Advanced Topics, Notes, and Comments

4.1. Triangulation of C1 surfaces

4.1.1. What is wrong with Schwarz's triangulation

We consider the possibility of approximating a surface with a union of triangles whose vertices are
points in the surface. This is called �triangulation� of the surface. The goal is to approximate not
only the surface, but also the normal vectors. However the example of H. A. Schwarz indicates that
this cannot be accomplished by simply requiring

d(Sn)¡! 0 (103)

where Sn is the approximating surface and d(Sn) is the largest length of sides of all triangles in Sn.
It turns out that, there is one more requirement on the triangles. To see what it is, we �rst try

to understand why (103) is not enough.

Consider a piece of C1 surface S parametrized by r(u; v) :=

0@ x(u; v)
y(u; v)
z(u; v)

1A:D 7!R3. Wlog assume

(0; 0)2D and (0; 0; 0)2S. Now consider the triangle given by0@ 0
0
0

1A¡
0@ x(u1; v1)

y(u1; v1)
z(u1; v1)

1A0@ :=

0@ x1
y1
z1

1A1A¡
0@ x(u2; v2)

y(u2; v2)
z(u2;v2)

1A0@ :=

0@ x2
y2
z2

1A1A: (104)

Denote the triangle
�
0
0

�
¡

�
u1
v1

�
¡

�
u2
v2

�
by P . Let h1 :=

�
u1
v1

� and h2 :=
� u2

v2

�. Now clearly

d(P )¡! 0 is equivalent to h1; h2¡! 0. Note that no relation between the speed of h1; h2¡! 0 is
assumed.

Now we compare the normal vector of the surface at (0; 0):

ru(0; 0)� rv(0; 0)
kru(0; 0)� rv(0; 0)k

(105)

and the normal vector of the triangle

r1� r2
kr1� r2k

; ri :=

0@ xi
yi
zi

1A: (106)

By Taylor expansion and continuity of Dr we have

r1= ru(0; 0)u1+ rv(0; 0) v1+R1; r2= ru(0; 0)u2+ rv(0; 0) v2+R2 (107)

Here

lim
(ui;vi)!(0;0)

kRik
hi

=0: (108)

However note that there is no information on the directions of Ri.
Now we have

r1� r2= ru(0; 0)� rv(0; 0) [A(P )]+R (109)

where

lim
d(P )¡!0

kRk
h1h2

=0: (110)

Thus we have

ru(0; 0)� rv(0; 0)= [A(P )]¡1 r1� r2+ [A(P )]¡1R: (111)
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Now it is clear that, for r1�r2
kr1�r2k

to approach the true normal vector, we need

lim
d(P )¡!0

kRk
A(P )

= 0: (112)
As

A(P )=
h1h2 sin �

2
(113)

where � is the angle between r1 and r2, we see that (112) does not hold if �¡! 0 which is exactly
the case for Schwarz's triangulation.

As we have shown above, the problem with Schwarz's triangulation is that, the surfaces formed
by these triangles converges to the target surface as sets of points, but not as smooth surfaces. In
particular, the normal vectors of the approximating surfaces do not converge to the normal vectors
of the target surface.

Smooth surfaces are more than collection of points.

On the other hand, once we add a condition preventing �!0, there is no problem approximating
surfaces through triangulation.

Lemma 36. Let S be a piece of C1 surface parametrized by r(u; v) :=

0@ x(u; v)
y(u; v)
z(u; v)

1A: D 7! R3. Let P

be a triangulation of D. Let SP be the corresponding triangulation of S with the corresponding
parametrization rn(u; v):DP 7!R3. Assume that there is �0> 0 such that any angle in any triangle
of P is between �0 and �¡ �0. Then

lim
d(P )¡!0

Z
DP\D

(krn(u; v)¡ r(u; v)k+ kDrn(u; v)¡Dr(u; v)k) d(u; v)= 0: (114)

Proof. Exercise. �
4.1.2. Approximating area and integration

Theorem 37. Let Sn; S be pieces of C1 surfaces in R3 and rn:Dn�R2 7!R3; r:D �R2 7!R3 be
the corresponding C1 parametrizations. Assume that �(Dn4D)¡! 0 6 and

lim
n!1

Z
Dn\D

(krn(u; v)¡ r(u; v)k+ kDrn(u; v)¡Dr(u; v)k) d(u; v)= 0: (115)
Then

Area(Sn)¡!Area(S): (116)

Proof. Exercise. �

Corollary 38. Let Sn; S satisfy the conditions above. Let

0@ f
g
h

1A:R3 7!R3 be continuous. Then

lim
n¡!1

Z
Sn

f dy dz+ g dz dz+hdxdy=

Z
S
f dy dz+ g dz dz+hdxdy: (117)

Proof. Exercise. �
Remark 39. From the above discussion we see that it is important for the triangulation to avoid
long, thin triangles. One technique of achieving this is the theory/algorithm of Delaunay triangula-
tion. It has wide application in all kinds of computations involving surfaces, such as computational
�uid mechanics and computer graphics/computer vision.7

6. A4B := (A¡B)[ (B ¡A).
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4.2. Proofs of Stokes's and Gauss's Theorems

4.2.1. Proof of Stokes's Theorem
First as a special case of what we proved in �1.1, we

Lemma 40. We have, when S �R3 is a triangle, f =

0@ f
g
h

1A:R3 7!R3 C1,

Z
@S
f dx+ g dy+h dz=

Z
S

�
@g
@x
¡ @f
@y

�
dx^dy+

�
@h
@y
¡ @g
@z

�
dy^dz+

�
@f
@z
¡ @h
@x

�
dz^dx (118)

Exercise 15. Prove the above through choosing a new orthogonal coordinate frame x0; y 0; z 0 such that the triangle
lies in the x0y 0 plane. And then use Green's formula.

Corollary 41. Let S be a �nite union of triangles, then ( 118) holds.

Proof. It su�ces to prove (1) for one piece of C1 surface given by parametrization r(u; v):D 7!R3.
Let P be any triangulation of D such that there is �0> 0 such that any angle in any triangle of P
is between (�0; �¡�0), and let SP be the corresponding triangulation of S. Then Lemma 40 implies
that (1) holds for SP . Now notice that @Sn is a polygonal approximation of @S, which means

lim
d(P )¡!0

Z
@SP

f dx+ g dy+hdz=

Z
@S
f dx+ g dy+hdz; (119)

On the other hand, by the theory developed in �4.1, we have

lim
d(P )¡!0

Z
SP

�
@g
@x
¡ @f
@y

�
dx^dy+

�
@h
@y
¡ @g
@z

�
dy^ dz+

�
@f
@z
¡ @h
@x

�
dz ^dx (120)

equals the right hand side of (1). Thus ends the proof. �

4.2.2. Proof of Gauss's Theorem
Proof for simple regions.

This time we consider the domain D := I \P1\P2\ ::::\Pm where I is a compact interval and
P1; ::::; Pm are half spaces. Since this can be turned into a special case of �simple regions� that are
used in most advanced calculus books, we will just follow them and prove the theorem for �simple
regions�.

Definition 42. (Regular regions) A region is called xy-simple if it can be written as

D= f(x; y; z)j (x; y)2W; '1(x; y)6 z6 '2(x; y)g: (121)

A region is called simple if it is simultaneous xy- yz- and xz- simple.

Lemma 43. Let D be a compact convex set in R3. Then D is simple.

Proof. Denote by W the projection of D onto the xy plane:

W := f(x; y)j 9z; (x; y; z)2Dg: (122)

We prove that for any (x0; y0)2W , D\f(x; y; z)jx= x0; y= y0g is a closed interval. Let

a := min
z2D\f(x;y;z)jx=x0;y=y0g

z; b := max
D\f(x;y;z)jx=x0;y=y0g

z: (123)

7. Triangulation is also important in Game programming. For example, compare �rst person shooters from early 1990s
(no triangulation), late 1990s (triangulation with thousands of triangles) and after 2000 (triangulation with tens of thousands
of triangles or even more) to see the big di�erence in the quality of the 3D graphics.
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Note that the minimum and maximum exist because D is compact and is therefore closed. Thus
we have

(x0; y0; a); (x0; y0; b)2D: (124)
Since D is convex, this implies

f(x0; y0; z)j z 2 [a; b]g�D\f(x; y; z)jx=x0; y= y0g: (125)

On the other hand, by (123) we have

D\f(x; y; z)jx=x0; y= y0g�f(x0; y0; z)j z 2 [a; b]g: (126)
Therefore

D\f(x; y; z)jx=x0; y= y0g= f(x0; y0; z)j z 2 [a; b]g: (127)

Now for each (x; y)2W if we de�ne '1(x; y); '2(x; y) to be the corresponding a; b, we would have
(121) and consequently D is xy-simple. That it is yz- and zx- simple are proved similarly. �

Lemma 44. Let D be a simple region. Let f =

0@ f
g
h

1A be C1 on D. Then

Z
@D

f dy^ dz+ g dz ^dx+hdx^dy=
Z
D

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z): (128)

Proof. We prove Z
@D

hdx^dy=
Z
D

@h
@z

d(x; y; z) (129)

and leave the other two (almost identical) cases as exercises.
Note that it su�ces to prove (129) for regions of the form D = f(x; y; z)j (x; y) 2 W;

06 z6 '(x; y)g. So we will restrict ourselves to this situation.
We denote

S1 := f(x; y; z)j (x; y)2W; z= '(x; y)g; S2 := f(x; y; z)j (x; y)2 @W ; 06 z6 '(x; y)g (130)

and S3 :=W �fz=0g.
First it is easy to calculateZ

D

@h
@z

d(x; y; z) =

Z
W

"Z
0

'(x;y) @h
@z

dz

#
d(x; y)

=

Z
W
h(x; y; '(x; y)) d(x; y)¡

Z
W
h(x; y; 0) d(x; y): (131)

On the other hand, we have @D=S1[S2[S3 andZ
@D

hdx^dy=
Z
S1

hdx^dy+
Z
S2

hdx^dy+
Z
S3

hdx^dy: (132)

Recalling the de�nition of the integrals, we haveZ
S2

hdx^ dy=
Z
S2

0@ 0
0
h

1A�n dS=0; (133)

and Z
S3

hdx^ dy=
Z
S3

0@ 0
0
h

1A�
0@ 0

0
¡1

1AdS=¡Z
W
h(x; y; 0) d(x; y): (134)

April 3, 2014 21



Finally, on S1 we have

n(x; y; '(x; y))=
1

1+ 'x
2+ 'y

2
q

0@ ¡'x
¡'y
1

1A (135)

which gives Z
S1

hdx^ dy =

Z
S1

0@ 0
0
h

1A�
0@ ¡'x
¡'y
1

1A dS

1+ 'x
2+ 'y

2
q

=

Z
S1

h(x; y; z)
dS

1+ 'x
2+ 'y

2
q

=

Z
W
h(x; y; '(x; y)) 1+ 'x

2+ 'y
2

q
d(x; y)

1+ 'x
2+ 'y

2
q

=

Z
W
h(x; y; '(x; y)) d(x; y): (136)

Thus ends the proof. �

Exercise 16. Show that it su�ces to prove (129) for regions of the form D=f(x; y; z)j (x; y)2W ;06z6'(x; y)g.
Exercise 17. Finish the proof of Lemma 44.

From Lemmas 43 and 44, we easily obtain the following.

Corollary 45. Let D= I \P1\ ::::\Pm such that I is a compact interval and P1; ::::; Pm are half
space. Then the formula ( 128) holds.

From Corollary 45 the following is immediate:

Theorem 46. Let D be a compact polyhedron. Let f =

0@ f
g
h

1A be C1 on D. Then

Z
@D

f dy^ dz+ g dz ^dx+hdx^dy=
Z
D

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z): (137)

Proof for the general case.

Proof. All we need to show is that there is a sequence of polyhedra Dn such thatZ
@Dn

f � n dS !
Z
@D

f � n dS;

Z
Dn

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z)!

Z
D

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y;

z): (138)

From �4.1.2 we see that for C1 surfaces the former is true for any triangulation Sn with d(Sn)¡!0
and the smallest angle of any triangle in Sn is bounded away from 0. On the other hand, for any
"> 0, there is are closed set E and open set F such that

E�Do�D��F (139)

and �(F ¡E)< "

M
where M := supx2D� kf(x)k. Now if d(Sn)¡!0, we have d(Sn; @D)¡!0 which

means that, if we denote by Dn the region enclosed by Sn, for n large we always have

E�Dn�F =)
����Z
Dn

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z)¡

Z
D

�
@f
@x

+
@g
@y

+
@h
@z

�
d(x; y; z)

����<": (140)
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Thus ends the proof. �

4.3. Curvilinear coordinates
4.3.1. Polar coordinates
We start by considering the simple case of 2D gradient and divergence operators. In R2, we have

grad f =

0@ @f

@x
@f

@y

1A; div
�
f
g

�
=
@f
@x

+
@g
@y

(141)

which can be formally written as (denote f :=
�
f
g

�
)

grad f =rf ; div f =r � f (142)

where r=

0@ @

@x
@

@y

1A. Now what if we switch to polar coordinates? We will see that this formal corre-

spondence between gradient and divergence disappears � there is no longer a (vector) di�erential
operator D such that one can formally write

grad f =Df ; divf =D � f : (143)

First consider gradient. Since we are using polar coordinates, the function f is represented as
f(r; �). Now the the �rst thing we need to clarify is that we do not use polar coordinates to represent
(grad f)(r; �). Instead we establish a Euclidean coordinate system at the point (r; �) with

er=

�
cos �
sin �

�
=

1

x2+ y2
p �

x
y

�
; e�=

�
¡sin �
cos �

�
=

1

x2+ y2
p �

¡y
x

�
: (144)

O

(r1; �1)

er
e�

(grad f)(r1; �1)

(r2; �2)

er

e�

(grad f)(r2; �2)

Figure 2. The natural coordinate system at (r; �)
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and try to represent

(grad f)(r; �)= f1(r; �) er+ f2(r; �) e�: (145)

Note that er; e� change with (r; �).

The reason why this is natural and necessary, is that the vector grad f does not �live� in the
plane on which f is de�ned. It lives in a new plane that is centered at (r; �) and overlaid on top
of the original plane. In other words, at every (r; �), a new �tangent plane� is de�ned with (r; �)
as its origin. If we consider a curve C in the underlying plane, then at x2C, the tangent vectors
to C does not belong to the underlying plane but belongs to the tangent plane at x.

It turns out that the coordinate system in the original plane induces a �natural� coordinate
system on every tangent plane. More speci�cally, consider the original plane with coordinates

x=X(u; v); y=Y (u; v); (146)

then at (x0; y0) := (X(u0; v0); Y (u0; v0)), the natural induced coordinate system for the tangent
plane there are given by the unit tangent vectors for the curves�

X(u; v0)
Y (u; v0)

�
and

�
X(u0; v)
Y (u0; v)

�
: (147)

Exercise 18. Prove that the natural induced coordinate system for polar coordinates is given by ( 144).

The separation between the underlying plane and the tangent planes is much more intuitive if
we replace the underlying plane by a curved surface. It turns out that even in the current situation
it is still bene�cial to keep this distinction.

Tangent plane.

Now we carry out the calculation. Consider f(r; �)= f(r(x; y); �(x; y)). Then we have

grad f = @f
@r

grad r+ @f
@�

grad �: (148)

Some calculation leads to

grad r= grad x2+ y2
p

=
1

x2+ y2
p �

x
y

�
= er; (149)

grad�=
1
r
e�: (150)

Exercise 19. Calculate grad �. (Hint:8 )

This gives

grad f = @f
@r
er+

1
r
@f
@�
e�: (151)

Exercise 20. Let (r(t); �(t)) be a curve in R2. Let x0=
�
r(t0) cos (t0)
r(t0) sin (t0)

�
be on the curve. Let f be C1. Use

d

dt
f(r(t) cos�(t); r(t) sin�(t))= (grad f)(tangent of C at x0) (152)

8. Di�erentiate cos�=x/r and sin�= y/r.
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to derive (151).

On the other hand, for reasons that will be clear in Di�erential Geometry, when considering
divergence we have to consider

f = fer+ ge�: (153)

Treating everything as functions of x; y, we have

div f =(rf) � er+ f (div er)+ (rg) �e�+ g (div e�): (154)

Exercise 21. Prove that

(rf) � er=
@f
@r
: (155)

On the other hand, direct calculation gives

div er=
1
r
; div e�=0: (156)

Exercise 22. Prove (156).

Summarizing, we have

div f = @f
@r

+
f
r
+
@g
@�
: (157)

Note that, formally,

grad f =

0@ @

@r
1

r

@

@�

1Af ; div
�
f
g

�
=

0@ @

@r
+

1

r
@

@�

1A�� f
g

�
(158)

and clearly the operators 0@ @

@r
1

r

@

@�

1A=/
0@ @

@r
+

1

r
@

@�

1A! (159)

Definition 47. (Laplacian) Arguably the most important di�erential operator, the Laplacian is
de�ned as

4f :=div (grad f): (160)

Exercise 23. Prove that in the usual Cartesian coordinates,

4f = @2f

@x1
2 + ���+

@2f

@xN
2 : (161)

Exercise 24. Let f :R2 7!R be C2 and depending on r only. Prove that

4f = @2f
@r2

+
1
r
@f
@r
: (162)

Exercise 25. Let f :R3 7!R be C2 and depending on r only. Prove that

4f = @2f

@r2
+
2

r

@f

@r
: (163)

What is the formula for f :RN 7!R? (Hint:9 )

9. diver=div
�

x

kxk

�
depends on dimension.
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Why is it that when calculating grad f we write f(r; �), while when calculating div f we write

f = f(r; �) er+ g(r; �) e� instead of f =
�
f
g

�
or f =

�
R(r; �)
�(r; �)

�
? The reason is that, while grad is

an operator applied to (scalar) functions de�ned on the (r; �) plane, div as an operator does not
act on such functions. For now let's just say it acts on vector functions de�ned on the tangent
plane. Therefore we have to write f = f(r; �) er+ g(r; �) e�.

More precisely,

� grad acts on functions;

� div acts on (N ¡ 1)-forms;

� curl acts on one-forms.

On the other hand, we can try to force these operators to act on vectors through the Hodge star
operator ? and the musical isomorphisms ]; [ as follows (although this does not change the �natural
spaces� on which these operations live)

grad f := (df)]; (164)
div f := ?d

¡
?f [

�
; (165)

curl f :=
�
?
¡
df [

��
] (166)

4f := ?d(?df): (167)

Here f , f are functions. The ] operator maps a one-form (essentially the di�erential of f as de�ned
in 217) to the corresponding vector in the tangent plane; The [ operator is its dual which maps
a vector to a one-form; The Hodge star operator takes a m-form and maps it to a (N ¡m)-form,
through the so-called �volume form�.

grad ; curl ;div : They act on di�erent spaces!

4.3.2. General curvilinear coordinates in R3

We consider general curvilinear coordinates:

x = X(u; v; w); (168)
x= r(u): y = Y (u; v; w); (169)

z = Z(u; v; w): (170)

The �natural� coordinate vectors at each point is given by:

ru; rv; rw: (171)

Lemma 48. Let R := @(x; y; z)

@(u; v;w)
= ( ru rv rw ) and A := ( ru rv rw ). We have

RAT = I: (172)

Proof. Di�erentiate (168�170) and the result follows. �

First we try to obtain the formula for gradient.

grad f(u; v; w)=
@f
@u
ru+ @f

@v
rv+ @f

@w
rw=U

0BBB@
@f

@u
@f

@v
@f

@w

1CCCA: (173)
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Thanks to (172) we have

ART = I =)A=R¡T : (174)

Lemma 49. Let A= ( a1 a2 a3 ) be a non-singular 3� 3 matrix. Then

A¡T =
1

detA
( a2�a3 a3�a1 a1�a2 ): (175)

Exercise 26. Prove that

detA=a1 � (a2�a3)=a2 � (a3�a1)=a3 � (a1�a2): (176)

Proof. Direct calculation. Left as exercise. �

Thus we have

ru= rv� rw
J

; rv= rw� ru
J

; rw= ru� rv
J

; (177)

where

J := det
�
@(x; y; z)
@(u; v; w)

�
: (178)

Therefore

grad f(u; v; w)=
1
J

�
@f
@u

(rv� rw)+
@f
@v

(rw� ru)+
@f
@w

(ru� rv)
�
: (179)

Similarly we calculate

div f (u; v; w)=
1
J

�
@f
@u
� (rv� rw)+

@f
@v
� (rw� ru)+

@f
@w
� (ru� rv)

�
(180)

which can be further simpli�ed to

div f(u; v; w)= 1
J

�
@
@u
[f � (rv� rw)] +

@
@v
[f � (rw� ru)] +

@
@w

[f � (ru� rv)]
�
: (181)

Exercise 27. Prove through direct calculation:

@

@u
(rv� rw)+

@

@v
(rw� ru)+

@

@w
(ru� rv)= 0: (182)

(Hint:10 )

4.3.3. General orthogonal curvilinear coordinates in R3

The situation can be signi�cantly simpli�ed when ru; rv; rw form an orthogonal set, that is

ru � rv= rv � rw= rw � ru=0: (183)

. In this case, we write

ru=U eu; rv=Vev; rw=W ew (184)

where eu; ev; ew form an orthonormal set and furthermore det ( eu ev ew ) = 1. Thus (179), (181)
simplify to

grad f(u; v; w)=
1
U
@f
@u

eu+
1
V
@f
@v
ev+

1
W

@f
@w

ew; (185)

and

div f (u; v; w)= 1
UVW

�
@
@u

�
VW
U

f � eu
�
+

@
@v

�
UW
V

f � ev
�
+

@
@w

�
UV
W

f �ew
��
: (186)

10. Remember that a� b=¡b�a.
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4.4. Potential �eld
We have the following fact.

� Let C be a closed curve that is the union of �nitely many C1 curves. Let D be the region
enclosed by C. Let f be C1 on D. Then we have

g=rf =)
Z
C
g � dl=0: (187)

� Let A be open and g:A 7!R3 be such that for every closed curve C � A that is piecewise
C1,

R
C
g �dl=0. Then there is f :A 7!R such that g=rf .

Exercise 28. Prove these facts.

Exercise 29. Show that it is not enough to assume f to be C1 on A for some open set A containing C.

When studying a function, it is often convenient if it is the gradient of another function. In the
following we will try to �nd su�cient conditions for this to be so. From the above fact, we see that
one such su�cient condition is

R
C
g �dl=0 for all closed curve C. However this is not practical to

check. To �nd more practical conditions, we notice that

r� (rf)= 0 (188)

for every f that is C2 (from now on we will make this assumption). Thus it would be great if we
can prove

r� g=0=) g=rf for some f: (189)

However this is in general not true.

Exercise 30. Show that (189) may not hold through studying

g(x; y; z)=
1

x2+ y2

0@ ¡y
x
0

1A: (190)

Theorem 50. LetD�R3 be convex and open. Let g:D 7!R3 be C1 and satisfy r�g=0 everywhere
in D. Then there is a function f :D 7!R3 such that g=rf.

Proof. All we need to show is that for every closed curve C�A that is piecewise C1,
R
C
g �dl=0.

Let C be one such curve. Wlog we assume C is polygonal. Denote the vertices by v1; :::; vm;
vm+1=v1, following an orientation of C. Now take any a2A. By Stokes's Theorem we haveZ

@Si

g � dl=
Z
Si

(r� g) �ndS=0 (191)

where Si is the triangle formed by a; vi; vi+1, with @Si so oriented as to be consistent with the
orientation of @S. But now we haveZ

@S
g � dl=

X
i=1

m Z
@Si

g �dl=0: (192)

Thus ends the proof. �

Exercise 31. What doesn't this proof work for (190)?
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5. More Exercises and Problems

For (many many) more exercises on calculation of line and surface integrals,
see (Demidovich) ,(Efimov) .

5.1. Basic exercises

5.1.1. Stokes's Theorem

Exercise 32. Calculate Z
L

y dx+ z dy+x dz (193)

where L is the intersection of f(x; y; z)j x2+ y2+ z2=R2g and f(x; y; z)j x+ z =Rg. Oriented as follows: Start
from (0; 0; R) and moves �rst into y < 0. (Hint:11 )

Exercise 33. Calculate Z
L

z dx+x dy+ y dz (194)

where L is the intersection of x2+ y2+ z2=R2 and x+ y+ z=R. (Ans:12 )

Exercise 34. Calculate Z
L

y dx¡ 2 z dy+xdz (195)

where L is the intersection of y = x and 2 x2 ¡ y2 + z2 = R2, oriented such that the related n points into the
positive x direction. (Ans:13 )

5.1.2. Gauss's Theorem

Exercise 35. Let S be a closed C1 surface enclosing a region D. Let f ; g be C1. Prove the following (Green's
formulas): Z

S

f (grad g) �n dS=
Z
D

[f 4g+(grad f) � (grad g)] dV ; (196)

Z
S

[f (grad g)¡ g (grad f)] �n dS=
Z
D

[f 4g¡ g4f ] dV : (197)

Exercise 36. Calculate Z
S

x2 dy ^dz+ y2dz ^dx+ z2 dx^dy (198)

where

S= f(x; y; z)j (x¡a)2+(y¡ b)2+(z ¡ c)2=R2g (199)

oriented by outer normal. (Answer:14 )

Exercise 37. Calculate Z
@V

f �dS (200)

where f =

0B@ x3

y3

R2 z

1CA and V =
�
(x; y; z)j H

R2 (x
2+ y2)6 z6H

	
with @V oriented by the outer normal. (Ans:15 )

11. Pick the most convenient surface to apply Stokes's Theorem.

12. 2�R2/ 3
p

.

13. 3�R2.

14. 8

3
�R3 (a+ b+ c).

15. �HR4.
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5.1.3. Gradient, curl, divergence

Exercise 38. (Folland) Without going through any calculations, show that

div (f � g)= g � (curl f )+ f � (curl g) (201)

must be wrong. (Hint:16 )

Exercise 39. (Folland) Show that for any C2 functions f ; g,

div (grad f � grad g)= 0: (202)

(Hint:17 )

5.2. More exercises
Exercise 40. Prove Stokes' Theorem for one piece of C1 surface:

S :=

8<:
0@ x(u; v)
y(u; v)
z(u; v)

1Aj (u; v)2D
9=; (203)

through direct calculation and Green's Theorem.

Exercise 41. Let S be a piece of C1 surface with orientation n. Let u; v be C1 functions. ProveZ
S

n � (ru�rv) dS=
Z
@S

udv (204)

where @S is oriented consistently with the orientation of S. (Hint:18 )

Exercise 42. (Brand) Let S be a piece of C1 surface with orientation n. Let f :R3 7!R be C1. ProveZ
S

[n�rf ] dS=
Z
@S

f dl: (205)

(Hint:19 )

Exercise 43. (Cylindrical coordinates) Consider the cylindrical coordinates:

x= � cos '; y= � sin '; z= z: (206)

Prove:

grad f =
@f
@�

e�+
1
�
@f
@'

e'+
@f
@z

ez; (207)

div f =
1

�

@

@�
(� v�)+

1

�

@v'
@'

+
@vz
@z

; (208)

curl f =

�
1

�

@vz
@'

¡ @v'
@z

�
e�+

�
@v�
@z
¡ @vz
@�

�
e'+

�
1

�

@(� v')

@�
¡ 1

�

@v�
@'

�
ez; (209)

4f =
1
�
@
@�

�
�
@f
@�

�
+
1
�2

@2f
@'2

+
@2f
@z2

: (210)

Exercise 44. Let f ; f be C1. Let x02R3. Let S be a closed piecewise C1 surface enclosing a region D3x0. Prove

(grad f)(x0) = lim
d(S)¡!0

1

�(D)

Z
S

fn dS; (211)

(div f )(x0) = lim
d(S)¡!0

1

�(D)

Z
S

f �n dS; (212)

(curl f )(x0) = lim
d(S)¡!0

1

�(D)

Z
S

n� f dS: (213)

5.3. Problems

16. Switch f$ g.

17. grad f � gradg= curl(f grad g).

18. ru�rv=r� [::::].
19. Use (a� b)� c=(a �c)b¡ (b �c)a to prove (ru�rv)�rf =(ru f)v¡ (rv f)u.
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