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Well-posedness for fractional Navier-Stokes
equations in the largest critical spaces
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This note studies the well- posedness of the fractional Navier-Stokes equations in some supercritical Besov spaces as well

as in the largest critical spaces B (2’3 " (R™) for B € (1/2,1). Meanwhile, the well-posedness for fractional magnetohydro-
dynamics equations in these Besov spaces is also studied. Copyright © 2012 John Wiley & Sons, Ltd.
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1. Introduction

In this note, we will study the well-posedness of mild solutions to the fractional Navier-Stokes equations (also called generalized
Navier-Stokes equations) on the half-space Rf” =(0,00) xR, n>2:
du+ (-M)Pu+@u-Viu—Vp=0, in R
V-u=0, in RYF"; (1.1)
u(OIX) = UO(X)r in R

with 8 € (1/2,1) in the largest critical spaces By (2‘8 1)(R”). The mild solution to (1.1) is defined as the fixed point of the operator
(Au)(t, x) = et o) — /0 {9 0)” PV (U ® u)(s,x)ds == e 4o (x) = B(u, u). (1.2)
Here,
O 00 = kP F(x) with  KP(§) = et
and P is the Helmholtz-Weyl projection onto divergence free vector fields:

P =1Pik}jk=1,-n = ik + RiRk}jk=1,-n

where §;  is the Kronecker symbol and R; = aj(—A)_]/2 are the Riesz transforms.

An important property of the fractional Navier-Stokes equations is its invariance under the following time and space scaling:
Uy (t,x) = 2A2P 2B ax),  patx) = AP 2p(A2Ptax),  (uo)s () = AP up(Ox). (1.3)

This scaling invariance naturally leads to the following notion of critical spaces. A function space is critical for (1.1) if it is invariant under
the same spatial scaling

Fx) — 22871 f(x).
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In other words, a function space is critical for (1.1) when it is homogeneous and of degree —(2 — 1). Examples include Ln/@B=1)
(B>1/2), BMO_Q/S_]), and Bgé,%ﬁ“), the space that will be discussed in this note. Non-critical spaces are further classified into super-
critical and subcritical. A space is said to be supercritical for (1.1) if it is of degree « > —(28 — 1) and subcritical if it is of degree
a < —(2p — 1). A general understanding in the study of nonlinear PDEs is that one can expect local well-posedness in supercritical
spaces. However, the issue is much more complicated for critical spaces, as we will see in the following discussion.

When B = 1, Equation (1.1) becomes the classical incompressible Navier-Stokes equations. In this case, the theory of mild solutions
is pioneered by Kato and Fujita [1, 2] where they transformed the classical incompressible Navier-Stokes equations into an integral
equation and proved the local existences in some Lebesgue and Sobolev spaces. These works inspired extensive study in the following
years on the well-posedness of Navier-Stokes equations in various critical spaces. Kato in [3] proved the existence of mild solutions in
LP(R"™) for p > n. Existence of solutions for initial values in LP spaces had also been studied by Fabes et al. [4] and by Giga [5]. The local

3

well-posedness in Bp,;:" (R3) was studied by Cannone in [6]. Giga and Miyakawa [7], Kato [8], and Taylor [9] studied the well-posedness
in certain Morrey spaces. Koch and Tataru in [10] proved the well-posedness of classical incompressible Navier-Stokes equations in the
space BMO™(R") = V - (BMO(R™))". Xiao in [11] generalized the result of Koch and Tataru [10] to Q;;LO(]R”) fora € (0,1). Chen
and Xin in [12] studied the classical incompressible Navier-Stokes equations in several critical spaces. All these works naturally lead
to the question of whether the 3D classical incompressible Navier-Stokes equations is well posed in B&,‘m(R3), whose significance
is due to the fact that it is the largest critical space in the sense that all other critical spaces are continuously embedded in it (see,
e.g., Cannone [13], Frazier et al. [14], and Meyer [15]). In fact, this question was proposed as conjectures in Cannone [13] and Meyer
[15]. The answer to this question is most likely negative in light of several recent results. In [16], Montgomery-Smith constructed a 1D
model equation with the same scaling invariance as the Navier-Stokes equations, but is ill posed in its largest critical space, which is of
course B;J,OO(R3), the same as that of the 3D Navier-Stokes equations. Later, Bourgain and Pavlovi¢ studied in [17] the Navier-Stokes
equations itself and constructed a class of initial values whose Bgooo(R3) norm can grow arbitrarily fast, a.k.a. the phenomenon of
‘norm inflation’. This result is later generalized by Yoneda [18] to a generalized Besov space, which is smaller than B 1q forallg > 2.
Recently, Cheskidov and Shvydkoy in [19] showed that there are initial values for which the solution map of Leray-Hopf solutions in
Bgoloo to the 3D Navier-Stokes equations is not continuous at t = 0.

For the general case (1.1), Lions [20] proved the global existence of the classical solutions when g > % in a 3D case. Wu in [21]
obtained a similar result for § > l + % in dimension n. For the important case f < % + %, Wu in [22, 23] considered the existence

n__

of solution to Equation (1.1) in Bp: 2 (R™). Dong and Li in [24] established the optimal local smoothing estimates of solutions to
(1.1) in Lebesgue spaces. In Li and Zhai [25, 26], inspired by Koch and Tataru [10] and Xiao [11], they studied (1.1) in critical space

p ~ (RN =V- (03 (RM)" for B € (1/2,1) and « € (0, B). Here, Oﬁ (RM) for a € (—o0, B) is the set of all measurable functions with

2a+B—1)—n If(x) —f(y)|?
SL;p(/(I)) //—|x dxdy < oo,

— y|t2(e—B+1)

where the supremum is taken over all cubes / with edge length /(/) and edges parallel to the coordinate axes in R". o{i (R™) is a gen-
eralization of Qy (R") studied in Essen et al. [27], Xiao [28], and Dafni and Xiao [29]. Recently, in [30], Zhai proved the well-posedness
for Equation (1.1) in critical spaces BMO~(B—D(R") = _(2’3 1)(R") which are all close to By ( ﬂ " for
B €(1/2,1).Here, fors > 0,

_ Sho o (—A)B
G,*(R") = {f e S'R"): |f| € S'(R), ||fHGp—s(Rn):§gB)t2pﬁ et A ][00 oy < 00},

which is a subclass of Besov spaces and also contains the Morrey-type space of measures. These well-posedness results extend that of
Chen and Xin [12] and Koch and Tataru [10]. For the regularity of mild solutions to Equation (1.1), we refer the readers to Dong and Li
[24], Katz and Pavlovi¢ [31], Li and Zhai [25], Wu [32], and Zhai [33].

For the fractional Navier-Stokes equation (1.1), it has also been shown that all critical spaces are continuously embedded in the
largest space B1 28 = (R") (see, e.g., Li-Zhai [25]). Given that all the well-posedness results for the Navier-Stokes equations have been
developed in the fractional case, a natural conjecture would be that Bourgain and Pavlovi¢'s and Cheskidov and Shvydkoy'’s ill-
posedness results for Navier-Stokes equations can also be transplanted. It is difficult to answer this problem directly. In this note, we
will prove that the fractional Navier-Stokes equations is globally well-posed in its largest critical space Bog (2’3 1)(R”) with 8 € (1/2,1)
for small initial data. Thus, our result leads us to expect that it is unlikely to extend the above- mentloned ill-posedness result to the
fractional case.

Our proof of the global existence depends on the contraction principle in a suitable space. In fact, for adapted value space

_(Zﬁ 1)(]R”) with € (1/2, 1), we can find an admissible path space Y defined by
28—1
Y=1qu:(0,00) —L®R"):V-u=0 and supt 28 [u(t)] comm) <00
t>0

such that the bilinear operator B(-,-) : Y x Y — Y is continuous. Then, we can apply the contraction principle in Y to find a solution

u. Finally, we prove u € B1 2’3 ]R”) Note that our method breaks down for the Navier-Stokes equations (8 = 1), consistent with the
ill-posedness of the latter i in Bgo'oo (R™).

. ______________________________________________________________________________________________________|
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We will also show local well-posedness for the fractional Navier-Stokes equations in supercritical spaces Bg’q(R”) with g > o >
1-28+2,1<q < 00,20 +min{0, 1 —%}>Oandﬂe(%,%+%).
Finally, our method can be applied without difficulty to the fractional magnetohydrodynamics (MHD) equations:

du+ (=A)Pu+u-Vu+Vp-b-Vb=0, in RY";

b+ (—A)Pb+u-Vb—b-Vu=0, in R1™; (14
V.u=V-b=0, in RYT"; ’
ult=0 = uo, blt=0 = by, in R,

with 8 € (1/2,1) and establish the global well-posedness for small initial data in its largest critical space B;éf)ﬁ‘”(R"). We refer the
readers to Cao and Wu [34], Wu [21, 32, 35], Yuan [36], Zhou [37], and the references therein for more information about the MHD
system.

The remainder of this note is organized as follows: In Section 2, we will review the classical Littlewood-Paley theory as well as the
general framework for mild solutions. Then, in Section 3, we will state and prove our main results.

2. Preliminaries

2.1. Littlewood-Paley theory

We recall the definition of the homogeneous Besov spaces. For more details, see Berg and Lofstrom [38], Runst and Sickel [39], and
Triebel [40,41]. We start with the Fourier transform. The Fourier transform f of f € S is defined as

f&) = @)™/ /R ) fx)e ™ Edx.

Here, S(R™) denotes the Schwartz class of rapidly decreasing smooth functions and S’(R") is the space of tempered distributions. The
fractional power of the Laplacian can be defined by the Fourier transform. For 6 € R,

) P2f(E) = 1£177 ().

Then, we introduce the Littlewood-Paley decomposition by means of {¢; j‘?;’_oo. Take a function ¢ € C§° with

supp(¢) = {£ € R":1/2 < |E| <2}
suchthat 320 ¢(277¢) = 1 forall £ # 0.Then, we define functions ¢;(j = 0, £1,42,---) as
G(&) = p27%).
Let Ajf = ¢+ f,forj=0,41,£2,43,---. Then,fors e Rand 1 < p,q < oo, we define

oo 1/q
IFllgs @y = | 22 CTIAFle@n)? | 1=a<o0

j=—00
Iflgs oy = sup QIIAflp@n). a=00,
' —00<j<00

where LP(R") means the usual Lebesgue space on R with the norm || - || (rn). The homogeneous Bosev space B;,yq(R”) is defined by
RS ny _ /. .
BS o(R") = {fe S IFll  my < oo}.

Moreover, for negative s, the homogeneous Besov spaces B;,yq (R™) can be defined equivalently as follows.

Lemma 2.1 ]
[42] Let1 <p,g<o00,s<0and0 < B <oo.Then,f e Bf,’q(]R{”) if and only if

o s dt 1/q
([ 1 @) " <oo 12000,
0
supt 28 ||e*t(*A)Bf||Lp(Rn) <00, q=o0.
t>0

. ______________________________________________________________________________________________________|
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We will use the LP — L9 type estimates for et i Lebesgue and Besov spaces and product in Besov spaces. See Kozono et al.
[43], Miao et al. [42], Runst and Sickel [39], and Zhai [44] for the proof of the following lemma.

Lemma 2.2
Let & > 0and 1 < p, g < oco. Then, the following statements hold:

(i)

(AN

le™ A Flp @y < ClIfllio o).
—t(— 0 —29

Ve Al = G2 oy

—t(— 0 _ 1
1PVe A o rmy < CE728 ||fl 1o Rr)-
(i) Ifs; <sy, then

—t=0) ¢y, <t | f| .
e fHB;%q(Rn) <Ct 2 Hf”B;q(R”)’

52—S

i 2 (19+l f
2 .
t [ ‘|3:11,q(Rn)'

(=)0 ¢y
||V€ f”Bp%q(]R”) =

(iii) Ifsq,50 < g and sy + s +nmin {0,1 — %} > 0, then there exists a positive constant C such that

< . .
||uv||é:,1q+52_'%(R") = C”“”BEQ(R")||V||B,S,?q(R")’

2.2. Anabstractlemma
We need the following abstract result, which can be proved by Banach fixed point theorem (see Lemarié-Rieusset [45] and Meyer [15]).

Lemma 2.3
Let (Z, || - ||z) be a Banach space and H:Z x Z — Z a bounded bilinear form satisfying

[HCq, x2) |1z < GollxallzlIx2 |z (2.1

for all x1,x € Zand a constant Cp > 0. Then, if 0 < ¢ < 4%0 and ify € Z with |y||z < &, then the equation u = y 4+ H(u, u) has a solution

in Z such that ||ul|z < 2e. This solution is the only one in the ball B(0, 2¢). Moreover, the solution u depends continuously on y in the
sense thatif ||y/||z <& u' =y + HW, ') and |||z < 2, then

lu—dllz < ] Iy —ylz.

1
—4eCy
Recalling the definition of mild solutions to Equation (1.1), we easily see that to establish local or global well-posedness in a space X;

roughly speaking, all we need is the bilinear estimate (2.1) with Co = CT? fora > 0and Z = L°°((0, T); X) or an absolute constant Cyp
and Z = L*°((0, c0); X).

3. Main results
We divide this section into two parts in which we study fractional Navier-Stokes equations and fractional MHD equations, respectively.

3.1. Fractional Navier-Stokes equations

Theorem 3.1
(i) (Global existence in critical spaces) For all 8 € (1/2, 1) there exists eg >0 such that forall ug € B;é,%ﬁ*‘)(ﬁa") with V- ug = 0and

HUOHB;,%Q*”(W) =g,
for (1.1), there exists a solution u € L°°((0, 00), Bgé?oﬁ‘”(R")) such that

28—1
supt 28 [[u(t)|| oo (rry < 00
t>0

Copyright © 2012 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 676-683
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(ii) (Local existence in supercritical spaces) Let 1 <p < 00,1 <g<o0,B € (3,3 + 3), 2 >a>1-2f+7and 2¢+min{0, 1 —%} > 0.

Then, forany ug € Bg’q(R”) with V-ug = 0, for (1.1), there exists T = T(||uo||ng(R,,)) and a unique solution u € L*°([0, T], B,‘}Iq(R”)).
Proof
(i) We will use the method of integral equations and the contraction mapping principle to prove the existence. To do this, we define
28—1
Y=1u:(0,00) —L®R"):V-u=0 and supt 28 [u(t)] comn) <00,
t>0
which is a Banach space with the norm
281
lully = supt 28 |lu(t)| o0 rn)-
t>0
We will find a fixed point of operator Auin Y. To do this, we first estimate [|Au(t)|| oo (rn) for t > 0. By (1.2) and Lemma 2.2, we have
t(—n)P ‘ -5 2
[Au(®) [l 00 rny < [le™ "7 oll oo rm) + /0 (t=s5) 2P [u(s) oo (gn)ds.
This estimate and the definition of X imply that
2B8—1 —t(—A)B 2B—1 t 1
[Au@®lly = iuopt 2 e Uol| oo () + i“gt # /O (t—=35) 2B [[u(s) oo @n) llU(s) oo @mnyds
> >

) 28—1 [t 1281
= Glluolly=@s—1) gy + lullysupt 25 [ (t—s) 2Ps £ ds
Bocloo (R") t>0 0
2
< Cilluoll—zp - gy + Calll

because

/r( )—% _2/3/9—1d 8(1 11 1 ) 1—§ﬁ
t—s) s s=B|l-—-1,1—— ]t 2
0 B 2B

for B € (1/2,1).Here, B(a, b) is the classical beta function for positive a and b. Thus, we have
[Au —Aully = G max{|lully, [ully} lu—ully,

foranyu,ueY.
Then, we will prove that A is a contraction mapping on By (0, r) with a suitable r. In fact, if there exists eg > 0 small enough such
that

—t(—A)B
e A uolly < luoll—ap—» gmy < and  6C3Cilluollg—@p—n gay < 1/2:

then, we can prove that for any u, v € By (0, r) with r = 2Cq |[ug || ,—@26—1) ;o ¢
Booioo (R

[Au — Avlly < Gz max {{lully, Ivlly} lu = vy
=Grllu—vly

= 21 ” ”
u—Vily.
Yy

Thus, A is a contraction mapping in By (0, r) and has a unique fixed point u.

Now, we prove sup;sg [[u(t) | .—@s—n < oo. Infact, by (1.2) and Lemma 2.2,
Booioo (RN

t
e/ Aue) ooy < eI ug ) oo gy + ‘ / I P s
0

Lo (RM)

t+/ _

—(— B _ 1 _2B—

<72 uo||LOO(Rn)+/ (I+t—s) 285 B ds|ul?.
0

Copyright © 2012 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2012, 35 676-683
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So, we have
261 A)B
1AU()ll5_ 25 gy = SUPT 7 127 Au(0) oo oy
g >

2B—1

281 [t _1 _28—1 )
< Clluo| +Sluop/ 2B /0 (I+t—s) 265 £ ds|ully
>

BTV (R
2B—1 _2B—1 1 1
< Cluollap-1 oy + 500157 (107578 (5 =11 22 ) ul
v >

2
= Clluoll @p—n gm + Cliully

forall t > 0. Thus, sup;=g ”Au(t)||£3_(2’3_”(Rn) < 00.
00,00
(ii) ForT >0, we define

Xr=3u:(0,T — B (RM:V-u=0 and sup lu®)|lse (rn <oo},
( ) pP.q 0<t<T” ( ”prq(]R )
which is a Banach space with the norm

Il = oiligr ”u(t)”[??q(R")'

For any ug € BS ,(R"), we have

EVENY: s (—A)B
14Ul gy =< e uollzy oy + / le= A PV U@ 1) (5,90 g, gy ds

" A)B a—Qa—1)+1
<|e ™ uollper (ony + t—s U U)(S,X)| . 2q—n ds
|| i+ [ =97 7 @@, 8
- A) o— (Za—ﬂ)+1
< 1A g g gy + / =97 % a0l o 10 g5 s
A a— (2a7g)+1 ,
< 1 ol oy + [ =97 7 aslul,
by applying Lemma 2.2. Thus, we have
H(=A)B W g
[Au®)llxy < lle”™ %7 wollx +CT 25 Jlulli,

as2f +a — % — 1> 0.Therefore, Lemma 2.3 finishes the proof.

3.2. Fractional MHD equations
We prove the existence of solutions to the fractional MHD equations by similar methods used in the proof of Theorem 3.1.
Proposition 3.2
(i) (Global existence in critical spaces) For all 8 € (1/2,1), there exists eg > 0 such that for all (u, bo) € B (2'3 1)(IR”) with
Ibollz @8- gy + Uollg= 81 gn) = 8-
for (1.4), there exists a solution (u, b) € L°°((0, 00), B_(Zﬂ 1)(]R”)) such that

28—1 2B—1
supt 28 |[u(t)|[joo(rn) + supt 25 [[b(t)]| o0 (rm) < 00
t>0 t>0

(i) (Local existence in supercritical spaces) Let 1 <p <00, € (2 5+ ) >a > 1—2/3+ 1 1<g<ooand22a+min{0,1— 2} > 0.
Then, for any (ug, bo) € pyq(R”), for (1.4), there exists T = T(|| (uo, bo)||ng(R,,)) and a unlque solution (u, b) € L*°([0, T], p,q(R”))'

Proof
Here, we only prove (i) because (ii) follows from a similar argument and the proof of Theorem 3.1 (ii). The solution (u, b) to Equation (1.4)
can be written as

—t(—A)B
u(t,x) = e {27 o (x) — B(u, u) + B(b, b) := F1 (u, b),
. ______________________________________________________________________________________________________|
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b(t,x) = e~ 2 bo(x) — B(u, b) + B(b, u) := F2(u, b),

with
B(u,v) = /0 te—(f—s)(—A)B PV - (u® v)(s)ds.
Define
Y ={(u,b):(0,00) — L¥RM)|V-u=V-b=0, |[(ub)|y<oc}
with

2B—1
[, O)lly = llully + [lblly = supt 2 (lu@® oo @y + 16 100 (7))
>

We want to show that Fy and F; are contraction mappings from a ball of Y to itself. We rewrite the solution (u, b) as

ul)_ [ Fub) \
(b )_( F;(u,b) )._F(u,b).

By similar argument as Theorem 3.1, we obtain

IF1 b)) < Clluol s gy + Cll Wb
and
IF1 (s, b)(®) = F1 (W', )y < Cll(u = ', b= B) [y ([l @, b) Iy + [, &) ).
Similarly,
IF2(u, b1 < Cllbol a1 gy + Cliw O
and

IF2(u, )(t) = F2(u', b)lly = Cll(u = u, b= )y (ll(w, &) Iy + [[ (W', 6)[Iy)

Like in the proof of Theorem (3.1), we find a fixed point (u, b) of the operator F. Finally, we can prove similarly that

sup U1l z=@8—1 gy T SUP 16D || :=@8—1) (ny < OO
t>0” ||Boo§>o1(R) r>o” )||Boo§>o1(R)
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