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Abstract

This dissertation first reviews the construction of an optimal design for a straight linear regression model with uncorrelated errors when the experimenter seeks protection against the biases which will accrue if her straight line model is slightly erroneous. The optimal design is derived from the minimax method, and is robust against bias caused by a small departure from the fitted model.

The study then points out a gap within the part of the minimax method related to minimizing the maximized loss function based on A- and E-optimality criteria: it is not applicable to finding an optimal design for these criteria when the emphasis is much more on the errors from bias than on those from variation.

Finally, an alternative technique is applied in order to achieve an A- and E-optimal design whether the experimenter places more emphasis on the errors from bias or on the errors from variance.
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Chapter 1: Introduction

Some experiments seek to investigate the effect of an independent variable $x$, which might be a vector, on a dependent variable $y$; in them, an experimenter observes the response variable $y$ corresponding to each value of the explanatory variable $x$, which is under her control. In such cases, the experimenter is confronted with the problem of how to choose the values of the controlled variable $x$ at which she takes the observations, in order that a limited number of observations provide the maximum information with sufficient efficiency at minimum cost. Therefore, the experimenter first needs to design an experiment by making a structure for the selection of the controlled variable $x$. This issue - constructing a ‘good’ design - is challenging, considering some requirements of the experiment such as time, expenditure and the limitation for selected values of the controlled variable $x$, which are often required in the analysis of medical data, biological or chemical data. From an ethical point of view, it is always advisable to work with a small sample size in these areas of research – for example, by having fewer patients undergoing a controversial treatment or sacrificing fewer animals in a toxicology study.

An example of such research may clarify the importance for the experimenter to
construct a ‘good’ design. Suppose a radiologist is interested in studying the linear effect of radiation dose-rates $x$ on tumour shrinkage $y$. A wide range of dose-rates has been used in radiotherapy, expanding from a few rads per day to thousands of rads in a fraction of a second. In clinical practice, the range of dose-rates must be restricted, because an ultra-high dose-rate can harm patients by causing unacceptable damage to the tissue. On the other hand, a dose-rate that is too small might have no effect on tumour reduction. In such a situation, the experimenter should define a domain space for the explanatory variable (radiation dose-rates) $x$, which is the set of all possible design points – known as the design space – in advance. Suppose as well that in this research, the radiologist can only use a dose rate between 100 rads/minute and 10 rads/hour; Then the region space of the design, which is a set of all possible design points, is symbolized by $S = \left[ \frac{1}{5}, 100 \right]$. The available funding is only sufficient for $n = 16$ patients. In practice, we linearly transform a design space to the popular scale $[-1, 1]$, which provides easier interpretation for comparing results. The experimenter should create a design carefully to allocate 16 patients to a dose-rate and observe the outcome variable (tumour shrinkage) in order to study the relationship between these two variables with minimum cost and maximum efficiency.

In this introductory chapter, we review a technical definition of ‘good’ design, namely optimal design, and some other basic concepts in the design of a study such as exact design, and approximate design. We describe some requirements for achieving an optimal design, including such criteria as I-optimality. Next, we review both classical and robust approaches to finding an optimal design. Within the robust approach, we review the minimax method, which is the main subject of this dissertation.
In the second chapter, we apply the minimax method to achieve an optimal design for three different criteria, A-, E-, and I-optimality. Then we address a gap in the existing theory applied within the part of the minimax method using two criteria, A-, and E-optimality. In the final chapter, we apply a technique to remedy this gap.

1.1 Exact versus Approximate Design

In this section, we define exact and approximate design, and clarify the difference between these two types of designs. This distinction is important for understanding the content of this research project, and it suggests the reasons why we work with approximate rather than exact designs.

Let us suppose that an experimenter wishes to select $n$ various values of the specified predictor variables $x$ and observes the corresponding values of a dependent variable $y$. An implementable design $\xi$ shows the experimenter which values of the input variable $x$, with how many repetitions, should be selected from a “design space” $S$. Let $x_1, \ldots, x_m$ be individual points of $S$, and $m \leq n$. The integer value $n \times \xi(x_i)$ for $i \in \{1, \ldots, m\}$ is the number of repeated observations at each particular point $x_i$ in the experiment. This implementable design $\xi$ is called an exact design which determines the frequency $n_i$ at particular point $x_i$ where the sum of these frequencies
$n_i$ is $n$. The exact design thus defines a discrete probability measure,

$$
\xi_n = \left\{ \begin{array}{c}
\mathbf{x}_1 & \mathbf{x}_2 & \ldots & \mathbf{x}_m \\
\omega_1 = \frac{n_1}{n} & \omega_2 = \frac{n_2}{n} & \ldots & \omega_m = \frac{n_m}{n}
\end{array} \right\},
$$

$$
\xi_n(x) = \frac{1}{n} \sum_{i=1}^{n} n_i I_{x_i}(x),
$$

where $I_{x_i}(x)$ denotes the pointmass 1 at $x_i$, for all points $x_i \in S$.

In practice, only discrete (or exact) designs are implementable, since the weights of design points are a ratio of integers. But mathematically an exact design cannot be computed easily, and it might come from a complicated optimization problem such that it is intractable even for a simple situation.

As discussed later, the optimal design depends on the fitted model and optimality criterion. But the exact optimal design also depends on the sample size $n$. That is, there are different exact optimal designs for different sample sizes using an identified model optimality criterion.

Kiefer (1959) introduced the theory of continuous design in which he eliminated the requirement of the $\omega_i$ being a ratio of integers (namely a multiple of $\frac{1}{n}$). The approximate or continuous design is defined with continuous weight

$$
\xi = \left\{ \begin{array}{c}
\mathbf{x}_1 & \mathbf{x}_2 & \ldots & \mathbf{x}_m \\
\omega_1 & \omega_2 & \ldots & \omega_m
\end{array} \right\},
$$

$$
0 \leq \omega_i \leq 1, \sum_{i=1}^{m} \omega_i = 1.
$$
The essential advantage of an approximate design is that we can compute an implementable optimal design from an optimal approximate design by rounding its \( n \omega_i \)'s off to the value of the nearest integer. Pukelsheim and Rieder (1992) introduced the “efficient rounding method” to round an approximate design into an exact design.

In fact an implementable exact design can be approximately obtained easily using all calculus techniques in the continuous domain. Of course, the exact design approximated by rounding off a continuous design for implementation is not unique. But if the sample size becomes large, the implemented optimal approximate design is always close to the optimal exact design.

### 1.2 Optimal Design

As noted above, a ‘good’ design is desirable for an experimenter in order to achieve the most efficient result at minimal cost. In order to have a technical definition of ‘good’ design, let us suppose that the following linear regression model completely describes the relationship between the predictor \( x \) and the dependent variable \( y \):

\[
y = z^T(x)\theta + \varepsilon, \quad x \in S,
\]

where \( z(x) = (1, x)^T, \quad \theta = (\theta_0, \theta_1)^T, \) and the error terms \( \varepsilon_i \) are uncorrelated with zero mean and a common variance \( \sigma^2 \) (that is homoscedasticity). In accordance with the previous example, the predictor variables \( x \) is radiation dose-rate which is defined on the design space \( S = \left[ \frac{1}{6}, 100 \right] \), and the dependent variable \( y \) is tumour shrinkage.
The radiologist assumes that a simple linear regression model describes the relation between radiation dose-rate and tumour shrinkage.

The structure of choosing $n$ various values of the predictor variable $x$ from the design space $S$ in an experiment is completely explained by a design $\xi$, which is a discrete probability measure. Indeed, an implementable design $\xi$ determines which points of the design space $S$, with how many repetitions, should be selected.

Let the class $\Xi$ be the set of all possible designs of an experiment, which can be performed to obtain $n$ points $x_1, \ldots, x_n$, from the design space $S$. An optimal design is one of the designs belonging to the class $\Xi$ in which a certain criterion is optimized. Hence, we need to define a sensible criterion based on (1.1) to compare all designs in the class $\Xi$; this is called optimality or design criterion. Indeed, an optimality criterion illuminates how good a design is. It means that the criterion is minimized or maximized by an optimal design.

1.2.1 Classical Approach to Acquiring an Optimal Design

The classical approach was the first method used to compute an optimal design. Suppose an experimenter measures water purity as a function of input variable $x = \text{chlorine}$, linearly transformed so that $S = [-1, 1]$. The dependent variable $y$ (water purity) is expected to change whenever the independent variable (chlorine) is altered, through a vector $z(x)$ of regressors. Suppose the experimenter fits, by the least squares, a simple straight line regression model and she is also confident that the model fits on
the data. Then

\[ y_i = \theta_0 + \theta_1 x_i + \varepsilon_i = z^T(x_i)\theta + \varepsilon_i, \quad (1.2) \]

\[ E(y_i|x_i) = \theta_0 + \theta_1 x_i = z^T(x_i)\theta, \]

where \( z(x_i) = (1, x_i)^T \), \( \theta = (\theta_0, \theta_1)^T \), and the error terms \( \varepsilon_i \) are uncorrelated with zero mean and a common variance \( \sigma^2_\varepsilon \). Define \( Z^T = [z(x_1), \ldots, z(x_n)] \) (which is called the design matrix) and \( Y = (y_1, y_2, \ldots, y_n)^T \). Based on the Least Squares method, if \( Z^T Z \) is nonsingular, the estimate

\[ \hat{\theta} = (Z^T Z)^{-1} Z^T Y, \]

(based on the Gauss–Markov theorem) is the best estimate of \( \theta \) among all linear unbiased estimates. Here "best" means giving the lowest possible variance of the estimate where

\[ E(\hat{\theta}) = \theta, \]

\[ \text{COV}(\hat{\theta}) = \sigma^2_\varepsilon (Z^T Z)^{-1}. \]

Hence, in order to obtain a more efficient estimate, a “smaller” covariance matrix is required. Since the covariance matrix depends only on the data through \( (Z^T Z)^{-1} \), the efficiency of the estimator \( \hat{\theta} \) can be completely determined by the design \( \xi \). In this example, we focus on minimizing a scalar-valued function of the covariance matrix of
the parameter estimates,

\[
\text{COV} \left( \hat{\theta} \right) = \sigma^2 \left( ZZ^T \right)^{-1}
\]

\[= \frac{\sigma^2}{n \sum x_i^2 - n^2 \bar{x}^2} \begin{pmatrix}
\sum x_i^2 & -\sum x_i \\
-\sum x_i & n
\end{pmatrix}.
\]

In terms of \( S^2_x = \frac{\sum (x_i - \bar{x})^2}{n} \), we have

\[n\text{VAR} \left( \hat{\theta}_1 \right) = \frac{\sigma^2}{S^2_x}, \quad n\text{VAR} \left( \hat{\theta}_0 \right) = \sigma^2 (1 + \frac{\bar{x}^2}{S^2_x}).\]

Therefore, both variances are minimized by putting half of the \( x \)'s at each of \( \pm 1 \). In other words, the probability distribution of the optimal design is

\[\xi (-1) = \xi (1) = \frac{1}{2}.\]

Another scalar function of the covariance matrix is

\[
\det \left[ \text{COV} \left( \hat{\theta} \right) \right] = \frac{\sigma^4}{n \sum x_i^2 - n^2 \bar{x}^2},
\]

again this value is minimized by putting half of the \( x \)'s at each of \( \pm 1 \). In fact, for a straight line regression, the design

\[\xi (-1) = \xi (1) = \frac{1}{2}.
\]
is optimal with respect to a wide range of criteria.

These methods are called classical approaches to finding the optimal design. They assume that the proposed model (1.2) is a correct model in which the error terms $\varepsilon_i$ are uncorrelated. In fact, the optimal design is constructed based on minimizing the covariance matrix or a measure of the size of the covariance matrix. In particular, the determinant is used as a measure of the size of the covariance matrix in (1.4). These optimality criteria (1.3) and (1.4) construct a design that concentrates all mass at extreme points of the design space $S$ when a straight line with intercept is being fitted.

The classical approach has been discussed in great detail, using diverse optimality criteria (which are also known as alphabetical optimality criteria), by several authors. From a historical point of view, Smith (1918) was one of the first to define a specific optimality criterion to obtain optimal designs on a fixed design space for polynomial regression models up to degree six. Later on, Smith’s criterion was called global optimality (and was also called G-optimality by Kiefer (1959)). Her optimality criterion was the worst-case prediction error over the design space to be minimized,

$$\min_{x_i, i=1, \ldots, n} \max_{x \in S} \text{VAR}(\hat{y}_x).$$

Another optimality criterion, proposed by Wald (1943), is popular and important in life applications. This criterion is defined as maximizing the determinant of the matrix $(Z^T Z)^{-1}$, and it is known as the determinant criterion (also called D-optimality by
Kiefer(1959)). It is optimized, as follows:

\[ \min \det \left( (Z^T Z)^{-1} \right) = \max \det (Z^T Z). \]

Based on the above definition, D-optimality is essentially a parameter estimation criterion, whereas G-optimality is a response estimation criterion. The equivalence of these two alphabetic criteria, G- and D-optimality, under certain conditions was proved in the Equivalence Theorem by Kiefer and Wolfowitz (1960). The optimality criteria A-optimality and E-optimality which put an emphasis on the quality of the parameter estimate, as does D-optimality, were introduced respectively by Chernoff (1953) and Ehrenfeld (1955). The criterion A-optimality is the average variance of the estimates of the regression coefficients, and E-optimality is the maximum variance of all possible normalized linear combinations of parameter estimates. They are optimized, in order, as follows:

\[ \min \text{tr} \left( (Z^T Z)^{-1} \right), \]
\[ \min c_{h_{\max}} \left( (Z^T Z)^{-1} \right) = \max c_{h_{\min}} (Z^T Z), \]

where \( c_{h_{\max}} \left( (Z^T Z)^{-1} \right) \) is the maximum characteristic root of the matrix \( (Z^T Z)^{-1} \), \( c_{h_{\min}} (Z^T Z) \) is the minimum characteristic root of the matrix \( Z^T Z \).

Other criteria have been introduced and studied by various authors. These include c-optimality (Elfving (1952)), Generalized D-optimality or \( D_A \)-optimality (Sibson (1974)), L-optimality (Fedorov (1972)) and so on, in a huge literature. But certain
of the criteria, including G- and D-optimality, have been studied in more depth. Since all of the above mentioned design criteria are related to the matrix \((Z^T Z)\), which is proportional to the inverse of the covariance matrix for the least-squares estimates of the estimated parameters in the linear regression model \((1.1)\), they are also known as information-based criteria. But for parametric models, these criteria are sometimes called the loss function.

Although some optimality criteria such as G-, D-, A- and E-optimality are quite reasonable measures for obtaining optimum design in the classical approach, the severe practical disadvantages of using these criteria in the classical optimal design problems should be noted. As the results of the water purity and chlorine example shows, the optimum designs of both criteria, variance of the parameter estimates, and D-optimality for the linear regression model \((1.2)\) concentrate all mass at the extreme points, and the experimenter cannot explore all of the points within the design space. On the other hand, the result of the D-optimum model is extremely model dependent; for if the linear regression model \((1.2)\) is inadequate and a quadratic regression model is more appropriate, it is impossible to detect any curvature (the presence of the term \(x^2\)) using just the end points of the design space. In fact, the optimal design based on the classical approach is so dependent on the proposed model that it is impossible to check the adequacy of the model.

As stated above, in a classical optimal design problem, it is assumed that the model suggested by experimenter \((1.1)\) is correctly specified and also it is assumed that the error terms \(\varepsilon_i\) are uncorrelated. However, such assumptions may not be satisfied in reality, and the violation of either assumption can occur. In this dissertation, our
attention is focused on the case in which the proposed model (1.1) has deviation from the true model. In such a case, as noted above, it is impossible to detect the deviation, if the optimal design is achieved by classical approach. That is why it is necessary to study another method which could be applied in this situation. This alternative approach is called the robust approach.

1.2.2 Acquiring a Robust Optimal Design

In the previous example related to water purity, notwithstanding the experimenter’s choice that is only approximate:

\[ E(Y \mid x) \approx z^T(x)\theta, \quad x \in S, \quad (1.5) \]

it is more realistic that we define a precise model

\[ E(Y \mid x) = z^T(x)\theta + f(x), \quad x \in S, \quad (1.6) \]

for some unknown but small non-linear function \( f \) belonging to some class \( \mathcal{F} \). The parameter \( \theta \) is not identifiable, since we might equally well write the alternate models

\[ E(Y \mid x) = z^T(x)(\theta + \phi) + (f(x) - z^T(x)\phi), \quad x \in S. \]

To avoid this problem, we define the “true” \( \theta \) as that which makes (1.5) most accurate:

\[ \theta = \arg\min_{\alpha} \int_S \left\{ E(Y \mid x) - z^T(x)\alpha \right\}^2 dx. \quad (1.7) \]
Taking the derivative of (1.7):

\[ 2 \int_S z(x) \{ E(Y \mid x) - z^T(x) \theta \} \, dx = 0, \]

leads us to the orthogonality property for \( f(x) \),

\[ \int_S f(x)z(x) \, dx = 0. \quad (1.8) \]

In such a situation, we have not only a variance due to sampling variation

\[ \text{COV} (\bar{\theta}) = \sigma^2_\varepsilon (Z^T Z)^{-1} = \sigma^2_\varepsilon \frac{B^{-1}}{n}, \]

(whose \( B = \sum \frac{n_i}{n} z(x_i) z^T (x_i) = E_\xi [z(x) z^T (x)] \) depends only on the design \( \xi \), not on \( f \)) but also a bias due to the inadequacy of the linear regression model,

\[ \text{bias} = E \left( (Z^T Z)^{-1} Z^T (Z\theta + f + \varepsilon) \right) - \theta \]

\[ = n (Z^T Z)^{-1} \sum \frac{n_i}{n} z(x_i) f(x_i) \]

\[ = B^{-1} b(f, \xi), \]
where \( b(f, \xi) = \sum \frac{n}{n} z(x_i) f(x_i) = E_{\xi} [z(x) f(x)] \). Therefore the Mean Squared Error (MSE) matrix of \( \hat{\theta} \),

\[
\text{MSE} = E \left[ (\hat{\theta} - \theta) (\hat{\theta} - \theta)^T \right] = \text{COV} (\hat{\theta}) + \text{bias} \cdot \text{bias}^T,
\]

might be written as a function of \( f \) and \( \xi \), namely:

\[
\text{MSE} = \frac{\sigma^2}{n} B^{-1} + B^{-1} b(f, \xi) b^T(f, \xi) B^{-1}. \tag{1.9}
\]

In this thesis we consider a design (\( \xi \)) with its design measure, which is a probability measure \( \xi(dx) \) on \( S \).

Box and Draper (1959) considered a similar case in which an experimenter fits a polynomial or a multinomial linear regression model on the data in the circumstance where the true response has higher degree. They adopted the minimization of mean square error of \( \hat{y} \) integrated over a region of interest \( S \) as a basic criterion. This criterion is known as IMSE or I-optimality, and it involves both variance and bias. Their unexpected result (at least in the cases considered) was that “......the optimal design in typical situations in which both variance and bias occur is very nearly the same as would be obtained if variance were ignored completely and the experiment designed so as to minimize bias alone.” (Box and Draper [1959, p. 622])

For that reason, we need to study optimal designs which are not sensitive to small deviations from the model proposed by an experimenter. In other words, we are in-
interested in designing an experiment that works reasonably well not only in the fitted model, but also in a small neighbourhood around the fitted model. A method of achieving an optimal design considering the contamination term of the true model (1.6) is called robust approach, as distinguished from the classical approach to constructing an optimal design. After the publication of Box and Draper’s paper (1959), a series of papers were spawned; in these papers, the authors constructed optimal designs which are robust against bias caused by model misspecification. Based on Box and Draper’s results, some authors such as Karson, Manson, and Hader (1969) suggested the choice of the estimator according to minimizing the average squared bias. But Stigler (1971) explained that “minimum bias designs, while they are an important attempt to meet realistically the problem of checking the representational adequacy of the model, may often be inappropriate, inefficient, or both.”(Stigler [1971, p. 313]), and he found the optimal designs which permit a check of the adequacy of the model.

The criteria of the robust approach are generally functions of the Mean Squared Error matrix of the estimator (MSE), and as shown in (1.9), MSE is a function of \( f \) and \( \xi \) (\( \text{MSE}(f, \xi) \)).

Minimax is a well-known and well-studied method in the robust approach of achieving optimal design. Considering any function of MSE (as a function of \( f \) and \( \xi \) (\( \mathcal{L}(f, \xi) \))), the minimax method aiming to find \( \xi^*(\text{optimum design}) \) might be written as follows,

\[
\xi^* = \min_{\xi} \max_{f} \mathcal{L}(f, \xi).
\]

Based on the orthogonality condition of the function \( f \) and the regressors \( z(x) \)
(1.8), the parameter $\theta$ is uniquely defined, provided the matrix $\int_S z(x)z^T(x)dx$ is non-singular. In addition, the following boundary condition on the disturbance function $f(x)$ was used by Huber (1975) and Wiens (1990) to prevent the domination of the error due to bias over the error due to variance

$$\int_S f^2(x)dx \leq \eta,$$  

(1.10)

where the radius $\eta$ is assumed known and small.

Huber (1975) defined a class $\mathcal{F}$ with (1.10) and (1.8) properties in order to construct a specific neighborhood around a straight line regression as a fitted model, and he found an optimal robust design (from a class of symmetric designs) with respect to the Lebesgue measure on $S = [-\frac{1}{2}, \frac{1}{2}]$ by minimizing the maximum “Integrated Mean Squared Error” of the predictions (or I-optimality as a loss function),

$$IMSE = \int_S MSE(\hat{Y}(x))dx,$$

as the true model varying over the full neighborhood where

$$MSE(\hat{Y}(x)) = E \left(\hat{Y}(x) - E(Y|x)\right)^2.$$

(16)

(It is noteworthy that he used the standard least squares estimates based on the model (1.1).) Huber’s contamination class was criticized by Marcus and Sacks (1976) and Li and Notz (1982) as being too large. They pointed out that any discrete design has infinite maximum loss in this class; their claim was proved by Wiens (1992),
who demonstrated that only absolutely continuous design measures with respect to Lebesgue measure on the design space \( S \) have finite maximum loss in Huber’s contamination class. In fact, Huber restricted himself to absolutely continuous design measures with respect to Lebesgue measure on the design space \( S \). Thus, using Huber’s contamination class, we achieve an optimal continuous design (density). This optimal density leads us to another problem; that is, how an implementable design can be extracted from the optimal density. (Computing an implementable design from the optimal density is explained briefly in the next chapter.) However, as Wiens (1992) noted, “our attitude is that an approximation to a design which is robust against more realistic alternatives is preferable to an exact solution in a neighbourhood which is unrealistically sparse.”

Wiens (1990, 1992) extended Huber’s work and found a minimax design for multiple linear regression for five different loss functions, I-, A-, E-, G- and D-optimality. He described the neighbourhood of a fitted model in a general form using the contamination class

\[
\mathcal{F} = \left\{ f \mid \| f \|_2 = \left( \int_S f^2(x)dx \right)^{\frac{1}{2}} \leq \eta, \int_S f(x)z(x)dx = 0, \quad x \in S \right\}. \tag{1.11}
\]

To achieve optimal robust designs, he applied Mean Squared Error (MSE) rather than variance of the estimate using A-, E-, G- and D-optimality.

Marcus and Sacks (1976) defined a contamination class

\[
\mathcal{F} = \{ f \mid |f(x)| \leq \phi(x), \quad x \in S \}, \tag{1.12}
\]
for a straight line regression on $S = [-1, 1]$, where $\phi(x)$ is a given function on $S$ with $\phi(0) = 0$. This class seems to be thinner than Huber’s class. They found estimates and designs minimizing the maximum mean squared error,

$$
\sup_{f \in \mathcal{F}} E \left( \left( \hat{\theta}_0 - \theta_0 \right)^2 + \alpha^2 \left( \hat{\theta}_1 - \theta_1 \right)^2 \right),
$$

where $\hat{\theta}_0$ and $\hat{\theta}_1$ (not necessarily obtained by the least squares method) denote the estimates of $\theta_0$ and $\theta_1$, and $\alpha$ is a specific constant. Marcus and Sacks found an optimal exact design for some choices of $\phi(x)$. If $\phi(x) \geq mx$ ($m$ is constant) then the (unique) optimal exact design is on the points $\{-1, 0, +1\}$. If $\phi$ is a convex function there is a wide range of cases for which a design can be found on two points $\{-z, +z\}$ where $z$ depends on $\phi$ and $\theta$. Since their robust designs are constructed based on the concentration of all mass on a small number of, generally extreme, points over the specified design space, the experimenter has little or no ability to check the validity of the fitted model.

Li and Notz (1982) modified and combined the clever ideas of Marcus and Sacks (1976) and of Huber (1975) to get optimal designs for multivariate straight line regression (where $z(x_i) = (1, x_{i1}, \ldots, x_{ik})^T$, and $\theta = (\theta_0, \theta_1, \ldots, \theta_k)^T$) on $S = [-1, 1]^k$ using the contamination class

$$
\mathcal{F} = \left\{ f \mid |f(x)| \leq \phi(x), \int_S f(x)z(x)d\mathbf{x} = 0, \mathbf{x} = (x_1, \ldots, x_k) \in S \right\}.
$$

The second condition again ensures the uniqueness of the $\theta_i$’s in model (1.6). Li and
Notz minimized the following weighted mean squared error:

$$\sup_{\Phi \in \mathcal{F}} E \left( \alpha_0^2 (\hat{\theta}_0 - \theta_0)^2 + \sum_{i=1}^{k} \alpha_i^2 (\hat{\theta}_i - \theta_i)^2 \right),$$

where $\hat{\theta}_0$ and $\hat{\theta}_1$ denote the estimates of $\theta_0$ and $\theta_1$ (not necessarily the standard least squares estimate), and $\alpha_i$’s are specific constants. Furthermore, designs were restricted to have finite support. The result for optimal design puts point mass $\frac{1}{2^k}$ on each of the $2^k$ corners of the cube $S = [-1, 1]^k$. This result has the same shortcoming as the previous result in which the robust design only covers the extreme points of $S$.

Other authors such as Sacks and Ylvisaker (1978), Li (1984) and Pesotchinsky (1982) used the contamination class (1.12). Pesotchinsky (1982) also extended Marcus and Sacks’s work (1976), and he found a minimax design for multiple linear regression using the $\Phi_p$ - family,

$$\Phi_p = \left[ \frac{1}{k + 1} tr (M (f, \xi)^p) \right]^{\frac{1}{p}} = \left\{ \frac{1}{k + 1} \sum_{j=0}^{k} \lambda_j^p (f, \xi) \right\}^{\frac{1}{p}},$$

(where $M (f, \xi)$ is the mean squared error matrix (MSE) and $\lambda_0 (f, \xi) \leq \lambda_1 (f, \xi) \leq \ldots \leq \lambda_k (f, \xi)$ are the eigenvalues of $M (f, \xi)$) as criteria (introduced by Kiefer (1974, 1975)), in particular criteria $\Phi_0, \Phi_1, \Phi_\infty$ corresponding respectively to D-, A- and E-optimality. Like Huber, he confined himself to the use of the standard least squares estimates. He used the contamination class (1.12) for multivariate covariates where $\phi(x)$ is a convex function of $\|x\|^2 = x_1^2 + \cdots + x_k^2$. He also confined his consideration
to the class Ξ(\(m\)) of all symmetric designs \(\xi\) with fixed second moment \(E_\xi(x_i^2) = m\).

Then he showed that, given all of the above conditions, any symmetric design \(\xi_0\) belonging to the class \(\Xi(m)\) will be D-optimal, if it is supported only by the points of sphere \(S_R\) of radius \(R = \sqrt{mk}\). He also found unique optimal symmetric designs for A- and E-optimality criteria which correspond to the uniform continuous measures on appropriate spheres.

In general, the robust optimal designs, found in these papers, are quite sensitive to the choice of \(\phi\), and they tend to concentrate all mass function at a small number of, generally extreme, points in the design space such that we have little or no chance to test the validity of the fitted model.

### 1.3 Purpose of This Research

In this introductory chapter, we have reviewed some basic concepts of regression design such as exact and approximate designs. We have also described the definition of an optimal design, its requirements, and two different types of approaches, classical and robust, to achieving an optimal design by reviewing some statisticians’ contributions. The main concentration in the robust approach was on the minimax method.

In the next chapter, we will review the minimax method, which has been applied by Huber (1975) and Wiens (1992), in order to achieve the robust optimal design (or optimal density) for an approximate straight linear regression (1.2) over the design space \(S = [-\frac{1}{2}, \frac{1}{2}]\), using I-, A- and E-optimality as optimality criteria. The model
has been transformed in such a way that the design space is $S = [-\frac{1}{2}, \frac{1}{2}]$. We should note that although this transformation provides easier computation and easier interpretation for comparing results, for A- and E-optimality the optimal robust design obtained from the original design space and the optimal robust design of its transformation $(S = [-\frac{1}{2}, \frac{1}{2}])$ are different. This is true even though we apply the same method to achieve these optimal robust designs.

Next, we will briefly show how an exact design can be extracted from optimal density using the methods discussed in Xu and Yuen (2011). Based on the definition of minimax design using Huber’s class, the algorithm for acquiring optimal design is divided into two main steps:

1. Maximizing the loss function over the contamination class $\mathcal{F}$, defined at (1.11).

2. Minimizing the maximum loss over the class of all possible symmetric absolutely continuous designs over the design space $S = [-\frac{1}{2}, \frac{1}{2}]$, in order to achieve optimal density.

Wiens (1992) showed that using the existing theory in the second part of this algorithm for A- and E-optimality does not allow us to find a robust design on the design space $S$ when there is much more emphasis on the errors from bias than on those from variation. He pointed out that this problem arises for multiple (even simple) linear regressions without interactions and also for quadratic regressions with an intercept. In this dissertation, we consider only a simple linear regression model. In the last chapter, we apply an alternative method in the second step of the minimax problem to find A- or E-optimal design to satisfy experimenters’ preferences to place
more emphasis on the errors from bias or the errors from variation (the experimenter’s preference is determined by the variable $\nu$, which is defined in the next chapter). In this method, the form of the density of the minimax design is similar to the optimal density introduced by Shi, Ye and Zhou (2003). In their study, they used the Lagrange Multiplier Rule from nonsmooth optimization theory.
Chapter 2: Minimax Design – a Review of Existing Results

In the previous chapter, we reviewed two strategies – the classical and robust approaches – for achieving the best design (optimal design) for an experiment in order to study the relationship between two variables with minimum cost and maximum efficiency. As noted, this dissertation focuses on the robust approach rather than the classical one.

Minimax, as noted, is a method employed in achieving robust optimal designs which minimize the maximum (over \( f \)) loss function, where the loss functions are monotonic functions of the mean squared error matrix. In this chapter, we explain all of the steps of the minimax method in order to determine the optimal design for three different criteria, I-, A-, and E-optimality.

Suppose that an experimenter wants to find an optimal design in order to study the relationship between the specified predictor variables \( x \) over the design space \( S = [-\frac{1}{2}, \frac{1}{2}] \) and the corresponding observed values of a dependent variable \( y \). The
experimenter fits, by least squares, a linear regression model

\[ E(y \mid x) = z^T(x)\theta, \quad x \in S. \]

But she suspects that there is some nonlinearity in the regression response, and she thinks that the above model is only approximately true, and that

\[ E(y \mid x) = z^T(x)\theta + f(x), \quad x \in S, \]

where the small non-linear function \( f \) belongs to the class (1.11). The least squares estimator of \( \theta \) is

\[ \hat{\theta} = (Z^TZ)^{-1}ZY, \]

and its mean squared error matrix (1.9) is presented as a function of \( f \) and \( \xi \).

As discussed in the previous chapter, Huber’s class \( \mathcal{F} \) was criticized for this reason: Huber’s class \( \mathcal{F} \) is very large, and consequently, the loss function \( \mathcal{L}(f, \xi) \) (which is a function of \( M(f, \xi) \)) of this class has an infinite supremum for any discrete design. In fact, in order to have finite maximum loss, it is necessary that \( \xi \) be absolutely continuous with a density \( m(x) (= \xi'(x)) \) when we use Huber’s class. This required property of \( \xi \) was proven by Wiens (1992) and refined by Heo, Schmuland & Wiens (2001). Wiens assumed the following two properties for the loss function \( \mathcal{L}(f, \xi) \) in order to prove the absolutely continuous condition for \( \xi \).

(L1) Monotonicity:

If \( M(f_1, \xi) \succeq M(f_2, \xi) \), in the sense of positive semidefiniteness then \( \mathcal{L}(f_1, \xi) \succeq \mathcal{L}(f_2, \xi) \).
\( \mathcal{L}(f_2, \xi); \)

(L2) Unboundedness:

If the maximum characteristic root of \( \mathbf{M}(f, \xi), \, \text{ch}_1(\mathbf{M}(f_n, \xi)) \), tends to infinity as \( n \to \infty \), then \( \mathcal{L}(f_n, \xi) \to \infty \).

He pointed out that in discrete cases, there are sets of Lebesgue measure zero to which \( \xi \) assigns positive mass (\( \xi(\{x_i\}) > 0 \) for \( i = 1, \ldots, n \)). Then, he assigned a very large value to \( f \) at these points such that the bias \( \mathbf{b}(f, \xi) \) goes to infinity while having no effect on the integral \( \int_S f^2(x) dx \) or \( \int_S \mathbf{z}(x) f(x) dx \). Via this restriction on the design \( \xi \), we have the following result for \( \mathbf{B} \) and \( \mathbf{b}(f, \xi) \) using the density \( m(x) \) of the design \( \xi(x) \),

\[
\mathbf{B} = E_\xi [\mathbf{z}(x)\mathbf{z}^T(x)] = \int_S \mathbf{z}(x)\mathbf{z}^T(x) m(x) dx,
\]

and

\[
\mathbf{b}(f, \xi) = E_\xi [\mathbf{z}(x) f(x)] = \int_S \mathbf{z}(x) f(x) m(x) dx.
\]

In order to solve the first step of the minimax method (maximizing the loss function over the class \( \mathcal{F} \)), Wiens (1992) used the following theorem to reduce the maximization problem over the infinite dimensional class \( \mathcal{F} \) to a finite dimensional parametric problem.

Define \( p \times p \) matrices:

\[
\mathbf{K} = \int_S \mathbf{z}(x)\mathbf{z}^T(x) m^2(x) dx,
\]
where \( p \) is the number of regressors, and

\[
G = K - H,
\]

where \( H = BA^{-1}B \), and \( A = \int_S z(x)z^T(x)dx \).

The \( p \times p \) matrix \( G \) is positive semi-definite, and it might be singular.

**Theorem 1** Define

\[
r(x) = \eta G^{-1/2}(m(x)I_p - BA^{-1})z(x),
\]

\[
\mathcal{H} = \{h_{\beta}(x) = r^T(x)\beta; \|\beta\| = 1\},
\]

where \( G \) is assumed to be non-singular. Then

(i) \( \mathcal{H} \subset \mathcal{F} \), with \( \int_S h_{\beta}^2(x)dx = \eta^2 \).

(ii) \( \sup_{f \in \mathcal{F}} L(f, \xi) = \sup_{\|\beta\|=1} \mathcal{L}(h_{\beta}, \xi) \).

In other words, to find \( f \) such that it maximizes the loss function over \( \mathcal{F} \), we can focus only on the bias term; and in order to find maximum bias, we take into account those members which belong to \( \mathcal{H} \).

As a result of this theorem, we have

\[
b(h_{\beta}, \xi) = \eta G^{1/2}\beta.
\]

Based on the definition of a maximum eigenvalue, the “max” is actually attained in \( \mathcal{H} \). In addition, based on the proof of this theorem, there is a one-to-one map from
the class \( \mathcal{F} \) to the class \( \mathcal{H} \). Therefore, we can use “max” rather than “sup” over the class of \( \mathcal{F} \) and \( \mathcal{H} \) in Claim (ii) of this theorem.

If we have a design such that its matrix \( G \) is singular (such as the continuous uniform design), we slightly change the matrix \( G \) to make it an invertible matrix, and then pass to the limit (more details are available in Heo, Schmuland & Wiens (2001)).

Furthermore, there is another limitation involving the design \( \xi \) which provides for easier computation of the optimal density. We assume that all designs \( \xi \)'s are symmetric. Let the class \( \Omega \) be a set of all possible symmetric absolutely continuous designs.

In light of the above restrictions, the following sections in this chapter review the minimax method to find the optimal design using I-, A-, and E-optimality criteria.

### 2.4 Minimax Design Using I-optimality

The loss function corresponding to the I-optimality (\( IMSE \)) is the Integrated Mean Squared Error of the fitted responses \( \hat{Y}(x) \)

\[
IMSE = \int_{S} MSE(\hat{Y}(x))dx,
\]
which is a monotonic function of the Mean Squared Error of the estimate.

\[ IMSE = \int_S E \left\{ \hat{Y}(x) - E(Y|x) \right\}^2 \, dx \]
\[ = \int_S z^T(x) \text{MSE} \, z(x) \, dx \]
\[ - 2 \left( \int_S f(x) z^T(x) \, dx \right) \left( E \left[ \bar{\theta} - \theta \right] \right) + \int_S f^2(x) \, dx, \]

where \( \text{MSE} = E \left[ \left( \bar{\theta} - \theta \right) \left( \bar{\theta} - \theta \right)^T \right]. \)

The integral in the cross-product vanishes based on (1.8). Then

\[ IMSE = \text{tr} [A \cdot M(f, \xi)] + \int_S f^2(x) \, dx. \]

Now based on the result (1.9), we have

\[ IMSE = \frac{\sigma^2}{n} \text{tr} \left\{ A B^{-1} \right\} + b^T (f, \xi) H^{-1} b (f, \xi) + \int_S f^2(x) \, dx. \]

The \( IMSE \) is a function of \( f \) and \( \xi \). From this point, we use \( L_1(f, \xi) \) instead of \( IMSE \).

The loss function based on I-optimality has both conditions (L1) and (L2). The loss function is a monotonic function of \( M(f, \xi) \) due to the monotonic property of the trace. Furthermore, since the trace of a matrix tends to infinity when the maximum characteristic root of the matrix tends to infinity, the limit of \( L_1(f_n, \xi) \) tends to infinity, if \( \text{ch}_1(M(f_n, \xi)) \to \infty \). Hence, we have a finite loss function only for absolutely continuous design \( \xi \), and we aim to find optimal design over the class.
of all symmetric absolutely continuous designs $\Omega$.

In the following subsections (four steps), to achieve an optimal design, we apply the following sets of operations on the loss function as a function of $\xi$ and $f$, respectively.

2.4.1 Maximizing IMSE over $f$

In this step, we assume that the design $\xi$ is fixed, and we maximize IMSE based on $f$ over the class $\mathcal{F}$,

$$
\max_f \mathcal{L}(f, \xi) = \frac{\sigma^2}{n} tr \{AB^{-1}\} + \max_f \left( b^T (f, \xi) H^{-1} b (f, \xi) + \int_{S} f^2 (x) dx \right).
$$

In fact, we are seeking to obtain the worst possible case in which the contamination term makes the true model very far from the fitted model, such that we obtain a model with maximum bias for the parameters.

To maximize the loss function, we apply Theorem 1 and its result $b(h_\beta, \xi) = \eta G^{1/2} \beta$, in order to reduce the size of the search for $f$. Instead of maximizing $f$ over the infinite dimensional class $\mathcal{F}$, we maximize it over the finite dimensional class $\mathcal{H} = \{ h_\beta (x) = r^T (x) \beta; \| \beta \| = 1 \}$.

Moreover, based on this Theorem, $\mathcal{H}$ is a subset of $\mathcal{F}$, with the properties

$$
\int_{S} h^2_\beta (x) dx = \eta^2, \text{ and } \sup_f \mathcal{L}(f, \xi) = \sup_{\| \beta \| = 1} \mathcal{L}(h_\beta, \xi).
$$
Then

\[
\max_f \mathcal{L}_I (f, \xi) = \frac{\sigma^2}{n} \text{tr} \{\mathbf{A}\mathbf{B}^{-1}\} + \sup_{\|\mathbf{b}\|=1} (\mathbf{b}^T (h_\beta, \xi) \mathbf{H}^{-1} \mathbf{b}(h_\beta, \xi) + \eta^2) \\
= \frac{\sigma^2}{n} \text{tr} \{\mathbf{A}\mathbf{B}^{-1}\} + \eta^2 \sup_{\|\beta\|=1} \left( \beta^T \mathbf{G}^2 \mathbf{H}^{-1} \mathbf{G}^2 \beta + 1 \right) \\
= \frac{\sigma^2}{n} \text{tr} \{\mathbf{A}\mathbf{B}^{-1}\} + \eta^2 \text{ch}_{\max} \left( \mathbf{G}\mathbf{H}^{-1} + 1 \right).
\]

Since \( \mathbf{G} = \mathbf{K} - \mathbf{H} \), the loss function might be written as

\[
\max_f \mathcal{L}_I (f, \xi) = \frac{\sigma^2}{n} \text{tr} \{\mathbf{A}\mathbf{B}^{-1}\} + \eta^2 \text{ch}_{\max} (\mathbf{K}\mathbf{H}^{-1}).
\]

Hence, the maximum of the loss function based on \( f \) might be shown as a multiple of \( \frac{\sigma^2}{n} + \eta^2 \) by the function of \( \xi \),

\[
L_I (\xi) = (1 - \nu) \underbrace{\text{tr} \{\mathbf{A}\mathbf{B}^{-1}\}}_{\text{Variance}} + \nu \underbrace{\text{ch}_{\max} (\mathbf{K}\mathbf{H}^{-1})}_{\text{Bias}^2},
\]

where \( \nu = \frac{\eta^2}{\frac{\sigma^2}{n} + \eta^2} \in [0, 1] \), and the value of \( \nu \) is chosen by the experimenter. In fact, the experimenter determines the importance of variance versus bias by varying the value \( \nu \) over the interval \([0, 1]\).

As mentioned in the previous chapter, contamination terms in the class \( \mathcal{F} \) (1.11) are bounded by a small value \( \eta \). The value of \( \eta \) decreases at the rate \( \frac{1}{\sqrt{n}} \). Therefore the maximized loss value, even if the loss function is not based on I-optimality, is meaningful asymptotically, since the bias decreases at the same rate as the variance. Otherwise when the sample size goes to infinity, we have either variance alone or bias.
alone.

2.4.2 Minimizing the Maximum IMSE over $\xi$

In this step, we work on minimizing the loss function $L_I(\xi)$ over designs $\xi$ to achieve the optimal design $\xi^*$ (also called minimax design, since we use minimax method to achieve it),

$$\xi^* = \min_{\xi} L_I(\xi) = \min_{\xi} \left[ (1 - \nu) \text{tr} \{AB^{-1}\} + \nu \max \{KH^{-1}\} \right].$$

This part of the minimax method is complex, and we are not able to solve it in its general form. We should therefore look at an individual model. We consider only an approximate straight line regression model with a symmetric design in this thesis.

Define

$$\gamma_0 = \int_{S} x^2 \, dx, \quad \gamma = \int_{S} x^2 m(x) \, dx, \quad (2.14)$$
$$\kappa_0 = \int_{S} m^2(x) \, dx, \quad \kappa_1 = \int_{S} x^2 m^2(x) \, dx.$$
Then, based on the definition of $B$, $A$, $K$, $H$, and $G$, we have:

\begin{align}
B &= E_z [z(x)z^T(x)] \Rightarrow B^{-1} = \text{diag} \left( 1, \frac{1}{\gamma} \right), \quad (2.15) \\
A &= \int_S z(x)z^T(x) \, dx = \text{diag} \left( 1, \gamma_0 \right), \\
K &= \int_S z(x)z^T(x)m^2(x) \, dx = \text{diag} \left( \kappa_0, \kappa_1 \right), \\
H &= BA^{-1}B = \text{diag} \left( 1, \frac{\gamma^2}{\gamma_0^2} \right) \Rightarrow H^{-1} = \text{diag} \left( 1, \frac{\gamma_0^2}{\gamma^2} \right), \\
G &= K - H = \text{diag} \left( (\kappa_0 - 1), (\kappa_1 - \frac{\gamma^2}{\gamma_0^2}) \right),
\end{align}

where $\gamma_0$ is the second moment of the uniform distribution, and it is fixed value ($= \frac{1}{12}$). Hence

\[ L_I (\xi) = (1 - \nu) \left( 1 + \frac{1}{12\gamma} \right) + \nu \left( \max \left( \kappa_0, \frac{\kappa_1}{12\gamma^2} \right) \right), \]

or

\[ L_I (\xi) = (1 - \nu) \left( 1 + \frac{1}{12\gamma} \right) + \nu \left( \max \left( \int_S m^2(x) \, dx, \frac{1}{12\gamma^2} \int_S x^2m^2(x) \, dx \right) \right). \]

Based on definition (2.14), $\gamma$ is a function of a density ($\gamma(m)$). Then, one of the eigenvalues $\int_S m^2(x) \, dx$ or $\frac{1}{12\gamma^2} \int_S x^2m^2(x) \, dx$ should be the largest characteristic root of the matrix $KH^{-1}$ at (2.13), for different densities $m(x)$. Generally, at this point, we select one of the eigenvalues as a maximum, and then investigate the correctness of our selection. Suppose the first eigenvalue (the simplest one) is the largest one, so
that

\[ L_I(\xi) = (1 - \nu) \left( 1 + \frac{1}{12\gamma} \right) + \nu \left( \int_S m^2(x)dx \right). \]

To obtain the minimax design, we should find a density \( m_0(x) \) which minimizes the above function of \( \xi \). The value of \( \nu \) is fixed by the experimenter. If we assume that \( \gamma \) has a fixed value, to minimize \( L_I(\xi) \) based on \( \xi \), we minimize only the bias by minimizing \( \int_S m^2(x)dx \) subject to the fixed values \( \int_S m(x)dx \) and \( \int_S x^2m(x)dx \). This is a constrained optimization problem that might be solved using the Lagrange Multiplier method. This method is a classical approach to solving a typical constrained optimization problem

\[
\min_{\xi} f(\xi) \text{ subject to } g_1(\xi) = 1, \ g_2(\xi) = \gamma,
\]

where \( f(\xi) = \int_S m^2(x)dx \) is the scalar-valued objective function, and \( g_1(\xi) = \int_S m(x)dx \) and \( g_2(\xi) = \int_S x^2m(x)dx \) are the fixed constrained functions. This approach converts the constrained optimization problem into a scalar-valued function

\[
L(\xi, \lambda, \mu) = f(\xi) + \lambda g_1(\xi) + \mu g_2(\xi)
\]

which is known as the Lagrangian of a constrained optimization problem. Suppose the density \( m_1(x) \) of the design \( \xi_1 \) is the minimizer of the function \( f(\xi) \) subject to the constraints \( g_1(\xi) = 1, \) and \( g_2(\xi) = \gamma. \) Then the density \( m_1(x) \), which satisfies the constraints, is the minimizer of the Lagrangian of the constrained optimization
problem. This means that for all design

\[ \xi_t = (1 - t)\xi_1 + t\xi, \]

the function \( f(\xi_t) \) is minimized at \( t = 0 \) if and only if \( L(\xi_t, \lambda, \mu) \) is minimum at \( t = 0 \). If we have an inequality constraint such as \( h(\xi) \leq 0 \), then in the Lagrangian the coefficient of this term is defined as a non-negative variable.

Our Lagrangian is

\[
\int_S m^2(x) dx - \lambda \int_S m(x) dx - \mu \int_S x^2 m(x) dx = \int_S (m^2(x) - (\lambda + \mu x^2) m(x)) dx,
\]

subject to the constraints, determining the multipliers,

\[
\int_S m(x) dx = 1, \quad \int_S x^2 m(x) dx = \gamma.
\]

The integrand \( m^2(x) - (\lambda + \mu x^2) m(x) \) is minimized pointwise over \( m(x) (\geq 0) \) by \( m_0(x) = (\lambda + \mu x^2)^+ \). It turns out that \( \mu > 0 \) (although for \( \mu < 0 \), we may achieve a density, but in that case \( \gamma < \gamma_0 \), which is useless for us. This will be clarified later, in the next step). Therefore, \( m_0 \) should take the following form,

\[
m_0(x) = a \left( x^2 - b \right)^+, \]

or

\[
m_0(x) = a \left( x^2 - b \right) I \left( \max(0, b) \leq x^2 \leq \frac{1}{4} \right), \quad (2.16)
\]
Figure 2.1: Forms of possible I-optimal densities for different values of $b$. Plot (a) presents three cases of robust densities $m_0(x)$ in which $\nu$ tends to one: $b = 0$, $\nu = 0.13$ (solid line), $b = -0.05$, $\nu = 0.26$ (dashed line), and $b = -1$, $\nu = 0.85$ (dotted-dashed Line); and plot (b) presents three cases of robust densities $m_0(x)$ in which $\nu$ tends to zero: $b = 0$, $\nu = 0.13$ (solid line), $b = 0.03$, $\nu = 0.083$ (dashed line), and $b = 0.15$, $\nu = 0.0096$ (dotted-dashed Line).

where $a > 0$, $b \leq \frac{1}{4}$. Hence, among densities in the class $\Omega$ with a fixed second moment ($E(x^2) = \gamma$), the density $m_0$ is the minimizer of the maximized loss function $L_I(\xi)$.

Using the constraint $\int_S m_0(x)dx = 1$, we can obtain $a$ and consequently the density $m_0(x)$ as a function of $b$. Then, by changing the values of $b$, we attain various densities. We split up these densities in two intervals $b \leq 0$ and $0 \leq b \leq \frac{1}{4}$.

At this point, we drop the assumption about the second moment $\gamma$, which was assumed to be fixed. Then, one way to calculate the optimal density for the loss function (based on I-optimality) among all possible densities with different values of second moment $\gamma$ is to write the loss function $L_I(\nu, \gamma)$ as a function of $\nu$ and $\gamma$ in this manner

$$L_I(\nu, \gamma) = A(\gamma) + \nu B(\gamma),$$
where

\[ A(\gamma) = (1 + \frac{1}{12\gamma}), \]
\[ B(\gamma) = (1 + \frac{1}{12\gamma} + \int_S m^2(x, \gamma)dx), \]

and we minimize it over \( \gamma \). Hence

\[ A'(\gamma) + \nu B'(\gamma) = 0, \]

or

\[ \nu = -\frac{A'(\gamma)}{B'(\gamma)}. \]

Then, we vary \( \gamma \) over \([\frac{1}{12}, \frac{1}{4}]\) to compute the corresponding \( \nu \), which is called \( \nu_1 \).

Therefore, the loss \( L_I(\nu_1, \gamma) \) is minimum. There is another way to minimize the loss function over \( \gamma \). That is, we use the first condition of the Lagrange Multiplier method \( (\int_S m(x)dx = 1) \) in order to calculate the value of \( a \) based on \( b \). Thus, \( A \) and \( B \) might be written in terms of \( b \), rather than \( \gamma \). Then in order to minimize the maximized loss function \( L_I(\xi) \), we take the first derivative of \( L_I(\xi) \) based on \( b \), and the value of \( \nu \) becomes

\[ \nu = \frac{1}{1 + \frac{12 \kappa_0(b) \gamma^2(b)}{\gamma(b)}}. \]

Using this formula, for each particular \( b \in (-\infty, \frac{1}{4}) \), we calculate the value of \( \nu \) for which \( b \) minimizes the maximized loss function \( L_I(\xi) \), rather than finding the value \( b \) by minimizing the maximized loss function \( L_I(\xi) \) for fixed \( \nu \); and we can find the
limit of the value of \( \gamma \) and \( \nu \) on the domain \( b \in (-\infty, \frac{1}{4}) \), which are summarized as follows:

1. When \( b \to \frac{1}{4} \), then \( \gamma \to \frac{1}{4}, \nu \to 0 \).
2. When \( b = 0 \), then \( \gamma = \frac{3}{25}, \nu = \frac{25}{157} \).
3. When \( b \to -\infty \), then \( \gamma \to \frac{1}{12}, \nu \to 1 \).

Similarly, we can find the corresponding limits of \( b \), using the importance of variance versus bias in the experimenter’s mind. The latter can be formulated as follows:

\[
L_I(\xi) = (1 - \nu) \text{Variance} + \nu \text{Bias}^2.
\]

For example, when \( \nu \to 1 \) (in which case only the bias is important for the experimenter), the optimum density is that of a design which tends to uniformity. The reason is that for the uniform design we have

\[
b(f, \xi) = \int_S z(x)f(x)m(x)dx = 0,
\]

due to (1.8). Hence, based on Part (a) of Figure 2.1, \( b \to -\infty \).

Furthermore, when \( \nu \to 0 \) (in which case only variance is important for the experimenter and the bias term disappears from the loss function), the optimum density is that of a design with all mass at \( |x| = \frac{1}{2} \) in which \( b \to \frac{1}{4} \). In fact, when \( \nu \to 0 \), the optimal design tends to the classical optimal design.

The plots in Figure 2.2 show the variation of \( \nu \) based on the variable \( b \) in which the importance of bias, \( \nu \), is decreased by increasing the variable \( b \), and also the
Figure 2.2: The possible values of $\nu$ for different values of $b$ (for the loss function corresponding to I-optimality). Left plot presents the values of $\nu$ over the values of $b$ less than zero, and right plot presents the values of $\nu$ over the values of $b$ in the domain $(0, 0.25)$. When $b = 0$, then the value of $\nu$ is $\frac{25}{187}$. 
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Figure 2.3: The possible values of $\nu$ for different values of $\gamma$ (for the loss function corresponding to I-optimality). Left plot presents the values of $\nu$ for different values of $\gamma$ when the value of $b$ is less than zero, and right plot presents the values of $\nu$ for different values of $\gamma$ when the value of $b$ is in the domain $(0, 0.25)$.

importance of variance, $(1 - \nu)$, is increased by increasing the variable $b$.

The plots in Figure 2.3 show the variation of $\nu$ based on the variable $\gamma$ in which the importance of bias, $\nu$, is decreased by increasing the variable $\gamma$ from $\frac{1}{12}$ to $\frac{1}{4}$, and the importance of variance, $(1 - \nu)$, is increased by increasing the variable $\gamma$ from $\frac{1}{12}$ to $\frac{1}{4}$. Hence, the range of $\gamma$ for all possible values of $\nu$ is more than or equal to $\gamma_0$ (the second moment of the uniform design); and investigation of the case that $\gamma$ is less than $\gamma_0$ is unnecessary. It is thus more clear why we consider densities with the form $(\lambda + \mu x^2)^+$ where $\mu$ is positive.
2.4.3 Verifying the guess

In the previous step we found the density

\[ m_0(x) = a \left( x^2 - b \right) I \left( \max(0, b) \leq x^2 \leq \frac{1}{4} \right), \]

where \( a > 0, b \leq \frac{1}{4} \), which minimizes the function

\[ L_I (\xi) = (1 - \nu) \left( 1 + \frac{1}{12\gamma} \right) + \nu \left( \max \left( \kappa_0, \frac{\kappa_1}{12\gamma^2} \right) \right), \]

assuming \( \kappa_0 \) as a largest eigenvalue. But since (as we discussed in the previous section) \( \kappa_0, \kappa_1, \) and \( \gamma \) are functions of \( b \), the truth of the inequality

\[ \kappa_0 \geq \frac{\kappa_1}{12\gamma^2}, \] (2.17)

should be investigated for all values of \( b \in (-\infty, 0.25) \). When \( b \in (-\infty, 0) \), we analytically found that \( \kappa_0 - \frac{\kappa_1}{12\gamma^2} \), as a function of \( b \), is always positive,

\[ \kappa_0 - \frac{\kappa_1}{12\gamma^2} = \frac{128}{7} b(4b - 3) + \frac{192}{35} \geq 0 \text{ for } \forall b \in (-\infty, 0). \]

But when \( b \in (0, 0.25) \), it is difficult to prove the truth of (2.17). Thus, we have to apply numerical methods in R (statistics software). The plots in Figure 2.4 display the difference between \( \kappa_0 \) and \( \frac{\kappa_1}{12\gamma^2} \).

These plots show that \( \kappa_0 \) is the largest eigenvalue for all values over the domain
Figure 2.4: The difference between two eigenvalues, \((\kappa_0 - \frac{\kappa_3}{12 \gamma^2})\), in the loss function corresponding to I-optimality over the values of \(b\) in the domain \((0, 0.25)\).

of \(b\). Hence, we conclude that the density

\[ m_0(x) = a \left( x^2 - b \right) I \left( \max (0, b) \leq x^2 \leq \frac{1}{4} \right), \]

where \(a > 0, b \leq \frac{1}{4}\), is the minimizer of the function \(L_I(\xi)\). In other words, the optimal density \(m_0(x)\) is the density of the minimax design \(\xi^*\). But as experimenters, we are looking for an implementable design to conduct an experiment. An implementable design should be extracted (in some way) from the optimal density in order to have the best observations from the experiment.
2.4.4 Implementing an Optimal Design

Several authors have presented various implementation methods. Wiens (1992) suggested a randomized approach in which we first generate values \( u_1, \ldots, u_n \) from the uniform random variable on \((0, 1)\), and then design points \( x_i \) are randomly chosen from the optimal density \( m_0(x) \), given by

\[
x_i = F_{\xi_0}^{-1}(u_i).
\]

A more systematic approach was introduced by Wiens and Zhou (1996). They choose design points at quantiles of the optimal density

\[
x_i = F_{\xi_0}^{-1}\left(\frac{i - 0.5}{n}\right).
\]

This is called Quantile Matching Design (QMD), and in fact the design points are picked by uniformly partitioning the y-axis.

Instead of uniformly partitioning the y-axis, we may uniformly partition the x-axis, a process which is known as Equally Spaced Design (ESD). Suppose a design space \( S = \left[-\frac{1}{2}, \frac{1}{2}\right] \subset \mathbb{R} \). In order to select \( m \) design points, we divide the design space to the \( m \) subspace, select the midpoint of each interval, defined as

\[
x_i = -\frac{1}{2} + \frac{(i - 1)}{m} + \frac{1}{2m}, \text{ for } i = 1, \ldots, m,
\]

and compute the number of repetition of each point using the integral of the optimal
density \( m_0(x) \) over its corresponding interval

\[
p_i = \int_{-\frac{1}{2} + \frac{i}{m}}^{-\frac{1}{2} + \frac{i+1}{m}} m_0(x) \, dx, \text{ for } i = 1, \ldots, m.
\]

The number of repetition of each point \( n_i \) is \( np_i \) – the product of the sample size \( n \) and the corresponding probability of the interval related to the design point \( x_i \). In fact, we assign all mass at the midpoint of each interval. For some subintervals, the value of the product \( np_i \) is not an integer and we need to round the frequencies of the corresponding design point \( x_i \). We may solve this problem using the efficient rounding method suggested by Pukelsheim and Rieder (1992). In addition, the selection of subintervals and design points are somewhat subjective.

Heo, Schmuland and Wiens (2001) suggested a matching moment approach, in which we may choose design points by matching up the moments of the design with its empirical moments. The matching is done by numerical minimization of

\[
\sum_k \left\{ \frac{1}{m} \sum_{i=1}^m x_i^{2k} - E_{\xi_0} (X^{2k}) \right\}^2.
\]

Xu and Yuen (2011) proposed an Optimal Approximation Design (OAD) under a criterion based on the Kolmogorov-Smirnov distance which was proposed by Fang and Wang (1994) in order to define the concept of discrepancy to measure the uniformity of a set of points on \([0,1]^s\). Xu and Yuen reasoned as follows: Suppose we aim to have a sample with size \( n \), from \( m \) distinct design point \( x_1 < \ldots < x_m \) with repetition
\[ n_1, \ldots, n_m, \text{ respectively where } \sum_{i=1}^{m} n_i = n. \] Define \( l_0 = 0 \) and
\[ l_i = n_1 + \ldots + n_i, \]
for \( i = 1, \ldots, m. \) They assumed \( x_0 = -\infty, \) and \( x_{k+1} = +\infty, \) and defined the following e.d.f of the design as an approximating discrete distribution
\[ \hat{F}(x) = \frac{l_i}{n} \]
if \( x_i \leq x < x_{i+1}, \) \( i = 0, \ldots, m. \) They minimize the Kolmogorov-Smirnov – distance between the e.d.f \( \left( \hat{F} \right) \) and the optimal distribution function \( F_{\xi_0} \)
\[ \mathcal{K}_{k,n} = \mathcal{K}_{k,n}(F_{\xi_0}, \hat{F}) = \max_{i} \left\{ \max \left[ F_{\xi_0} - \frac{l_i - 1}{n} , \frac{l_i}{n} - F_{\xi_0}(x_i) \right] \right\}, \]
and they chose \( m \) distinct design points \( x_1 < \ldots < x_m, \) with \( n_1, \ldots, n_m \) observations at each point by minimizing \( \mathcal{K}_{k,n}. \) Figures 2.5 and 2.6 present design points which are selected using different methods for the I-optimal density corresponding to \( \nu = 0.25. \)

At this point, the two main advantages of a robust design appear. The first one is revealed by the fitted model in which due to uncertainty of the suggested model, we consider a contamination term that is bounded by some conditions. Hence, the optimal design is not sensitive to what we suggest as a fitted model to the data. Secondly, unlike the classical method, the robust approach allows us to explore all the design points over the design space, depending on how much the experimenter is
Figure 2.5: The solid line curve depicts the distribution function of the I-optimal density corresponding to $\nu = 0.25$. The solid line and dotted-dashed line stairs show the distribution function of the implemented I-optimal design using the matching moment and quantile matching methods respectively. Triangles and stars show the design points computed by these methods.
Figure 2.6: The solid line curve depicts the distribution function of the I-optimal
density corresponding to $\nu = 0.25$. The solid line and dotted-dashed line stairs show
the distribution function of the implemented I-optimal design using the OAD and
ESD methods respectively. Triangles and stars show the design points computed by
OAD and ESD.

willing to pay in terms of a loss of efficiency in order to have robustness.

2.5 Minimax Design Using A-optimality, for $\nu < 0.692$

The loss function corresponding to A-optimality is the trace of the Mean Squared
Error matrix of $\hat{\theta}$,

$\mathcal{L}_A (f, \xi) = tr (M (f, \xi)),$

where $M (f, \xi) = \text{MSE}$. Using the result (1.9), this loss function might be written
as a function of $\xi$ and $f$,

$\mathcal{L}_A (f, \xi) = \frac{s^2}{n} tr B^{-1} + tr (B^{-1} b (f, \xi) b^T (f, \xi) B^{-1}).$
The loss function based on A-optimality has both conditions (L1) and (L2). The trace is a monotonic function of $M(f, \xi)$, and the limit of $tr(M(f_n, \xi))$ tends to infinity, if $ch_1(M(f_n, \xi)) \to \infty$. Hence we have a finite loss function only for absolutely continuous design $\xi$. After presenting this loss function as a function of $\xi$ and $f$, the following strategies are applied to achieve an optimal design.

2.5.1 Maximizing $\mathcal{L}_A(f, \xi)$ over $f$

In this step, assuming a fixed design $\xi$, we would like to maximize $\mathcal{L}_A(f, \xi)$ based on $f$ over the class $\mathcal{F}$. Hence

$$\max_f \mathcal{L}_A(f, \xi) = \frac{\sigma^2}{n} tr B^{-1} + \max_f tr \left( B^{-1} b(f, \xi) b^T(f, \xi) B^{-1} \right).$$

Using Theorem 1 and its result $b(h_\beta, \xi) = \eta G^{1/2} \beta$, the maximization problem over the infinite dimensional class $\mathcal{F}$ is reduced to a finite dimensional parametric problem over the class $\mathcal{H} = \{h_\beta(x) = r^T(x) \beta; ||\beta|| = 1\}$.

Moreover, based on this Theorem, $\mathcal{H}$ is a subset of $\mathcal{F}$, with the properties

$$\int_S h^2_{\beta}(x) \, dx = \eta^2, \text{ and } \sup_f \mathcal{L}(f, \xi) = \sup_{||\beta||=1} \mathcal{L}(h_\beta, \xi).$$
Then

$$\max_{f} L_{A}(f, \xi) = \frac{\sigma^2}{n} \text{tr}B^{-1} + \sup_{\|\beta\|=1} \text{tr} \left( B^{-1} b(h_{\beta}, \xi) b^T(h_{\beta}, \xi) B^{-1} \right)$$

$$= \frac{\sigma^2}{n} \text{tr}B^{-1} + \eta^2 \sup_{\|\beta\|=1} \left( \beta^T G^\frac{1}{2} B^{-1} B^{-1} G^\frac{1}{2} \beta \right)$$

$$= \frac{\sigma^2}{n} \text{tr}B^{-1} + \eta^2 \text{ch}_{\max} \left( B^{-1} G B^{-1} \right).$$

Hence, the maximum loss function (corresponding to A-optimality) over the class \( \mathcal{F} \) is a multiple of \( \frac{\sigma^2}{n} + \eta^2 \) by the function of \( \xi \)

$$L_{A}(\xi) = (1 - \nu) \underbrace{\text{tr}B^{-1}}_{\text{Variance}} + \nu \underbrace{\text{ch}_{\max} \left( B^{-1} G B^{-1} \right)}_{\text{Bias}^2},$$

(2.18)

where \( \nu = \frac{\eta^2}{\sigma^2 + \eta^2} \in [0, 1] \). The variation for \( \nu \) in its domain is under the control of the experimenter. In practice, the experimenter determines the importance of variance versus bias by taking different values for \( \nu \) from zero to one.

### 2.5.2 Minimizing the Maximum of \( L_{A}(f, \xi) \) over \( \xi \)

In the previous step, the function \( L_{A}(\xi) \) was obtained after maximizing the loss function based on A-optimality over all possible contamination terms \( f \) in the class \( \mathcal{F} \). Now, we must minimize the function \( L_{A}(\xi) \) over designs \( \xi \) to achieve the optimal design (or minimax design)

$$\xi^* = \arg \min_{\xi} L_{A}(\xi) = \arg \min_{\xi} \left[ (1 - \nu) \text{tr}B^{-1} + \nu \text{ch}_{\max} \left( B^{-1} G B^{-1} \right) \right],$$

(2.19)
where \( \nu \in [0, 1] \). Then based on (2.15) the maximized loss function corresponding to A-optimality is

\[
L_A (\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \max \left( \kappa_0 - 1, \frac{\kappa_1}{\gamma^2} - 12 \right) \right),
\]

where \( \kappa_0, \kappa_1 \) and \( \gamma \) are defined at (2.14). Hence

\[
L_A (\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \max \left( \int_S m^2(x)dx - 1, \frac{\int_S x^2 m^2(x)dx}{\gamma^2} - 12 \right) \right)
\]

is a function of a density \( m(x) \). In order to minimize this function over all possible densities, we first select one of the eigenvalues of the matrix \( B^{-1} GB^{-1} \) at (2.19) as a maximum, and solve the minimization problem. Then we investigate the correctness of our choice using the method applied in the previous section for I-optimality.

Assuming the first eigenvalue \( \kappa_0 - 1 \) as a maximum characteristic root, we proceed using the same Lagrange Multiplier method as was applied for I-optimality. The result is similar to I-optimality, and the density takes the form

\[
m_0(x) = a \left( x^2 - b \right) I \left( \max(0, b) \leq x^2 \leq \frac{1}{4} \right),
\]

(2.20)

where \( a > 0, b \leq \frac{1}{4} \). But the conjecture that \( \kappa_0 - 1 \) is the largest root, when evaluated at the minimizing design, fails, as shown in Figure 2.7.

Therefore, we take \( \frac{\kappa_1}{\gamma^2} - 12 \) as a maximum characteristic root. Hence

\[
L_A (\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \int_S x^2 m^2(x)dx \gamma^2 - 12 \right).
\]
Figure 2.7: The difference between two eigenvalues, \( (\kappa_0 - 1) - (\kappa_1 + 12) \), in the loss function corresponding to A-optimality for different values of \( b \) in the domain \((-\infty, 0.25)\).
Then again we apply the same Lagrange Multiplier method as was used in determining I-optimality in order to minimize this maximized loss function $L_A(\xi)$, as a function of a density $(m(x))$, over all possible absolutely continuous designs with density $m(x)$; and we minimize

$$\int_S x^2m^2(x)dx - \lambda \int_S m(x)dx - \mu \int_S x^2m(x)dx.$$

The integrand $x^2m^2(x) - (\lambda + \mu x^2)m(x)$ is minimized pointwise over $m(x)(\geq 0)$ by $m_0(x) = (\lambda + \frac{\mu}{x^2})^+$. It turns out that $\mu > 0$. Thus $m_0$ is the form

$$m_0(x) = a \left(1 - \frac{b}{x^2}\right)^+$$

or

$$m_0(x) = a \left(1 - \frac{b}{x^2}\right) I \left(b \leq x^2 \leq \frac{1}{4}\right),\quad (2.21)$$

where $a > 0$, $0 < b < \frac{1}{4}$.

Next we apply the same trick as we did for I-optimality. We calculate $a$ as a function of $b$, using the first condition of the Lagrange Multiplier ($\int_S m(x)dx = 1$). Substituting the value of $a$ based on $b$, we write $\gamma$ and $\kappa_1$ as functions of $b$. Then taking the first derivative of $L_A(\xi)$ based on $b$, the value of $\nu$ as a function of $b$ is

$$\nu = \frac{1}{1 + \left(\frac{\kappa_1(b)}{\gamma(b)} - \frac{2 \kappa_1(b)}{\gamma(b)}\right)}.$$

The above formula determines the value of $\nu$ for any variable of $b$ in its domain.
Figure 2.8: The plot presents four different densities $m_0(x)$ that minimize the second eigenvalue using A-optimality. From the center, $b = 0.00001, \nu = 0.9998$ (longdash line), $b = 0.005, \nu = 0.887$ (bold line), $b = 0.0156, \nu = 0.692$ (dotted-dashed line), and $b = 0.1, \nu = 0.113$ (solid line).

For this value of $\nu$, the loss function is minimized by its corresponding value of $b$. In Figure 2.9, the plots show the limits of the value of $\gamma$ and $\nu$ on the domain $b \in (0, \frac{1}{4})$:

1. when $b \to 0$, then $\gamma \to \frac{1}{12}, \nu \to 1$.

2. when $b \to \frac{1}{4}$, then $\gamma \to \frac{1}{3}, \nu \to 0$.

Therefore, when the experimenter is not too concerned about errors arising from bias (and so takes a small value of $\nu, (\nu \to 0)$) the optimum design is close to the classical optimal design – a design with all mass at $\|x\| = \frac{1}{2}$ – in which based on Figure 2.8, $b \to \frac{1}{4}$; and when the experimenter is too concerned about errors arising from bias (and so takes a large value of $\nu, (\nu \to 1)$) due to her uncertainty of the fitted model, the optimum density is that of a design which tends to uniformity in which based on Figure 2.8, $b \to 0$. 
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Figure 2.9: The variation of $\nu$ based on the variables $b$ and $\gamma$ (for the loss function corresponding to A-optimality) on the domain $b \in (0, \frac{1}{4})$.

### 2.5.3 Verifying the Guess

Based on the previous step, the result of the minimax problem for the loss function corresponding to A-optimality

$$L_A(\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right),$$

based on choosing $\frac{\kappa_1}{\gamma^2} - 12$ as a largest eigenvalue, is the density

$$m_0(x) = a \left( 1 - \frac{b}{x^2} \right) I \left( b \leq x^2 \leq \frac{1}{4} \right),$$
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Figure 2.10: The difference between two eigenvalues, \((\frac{\kappa_1}{\gamma^2} - 12) - (\kappa_0 - 1)\), in the loss function corresponding to A-optimality for different values of \(b\) in the domain \((0, 0.25)\).

where \(a > 0, 0 < b < \frac{1}{4}\). Since \(\kappa_0, \kappa_1, \text{ and } \gamma\) are functions of \(b\), in order to accept \(m_0(x)\) as an optimal density, we must verify the truth of our guess

\[
\frac{\kappa_1}{\gamma^2} - 12 \geq \kappa_0 - 1,
\]

for all values of the domain of \(b\) \((b \in (0, 0.25))\). As Figure 2.10 shows the result of the numerical method applied in R, the difference between \(\frac{\kappa_1}{\gamma^2} - 12\) and \(\kappa_0 - 1\) is positive for all values of \(b\) more than 0.0156 in the domain \((0, 0.25)\).

Since \(\frac{\kappa_1}{\gamma^2} - 12\) is the largest eigenvalue for all values \(b\) more than 0.0156 in the
domain \((0, 0.25)\), the optimal density is

\[
m_0(x) = a \left(1 - \frac{b}{x^2}\right) I \left(b \leq x^2 \leq \frac{1}{4}\right),
\]

where \(a > 0\), \(0 < b < \frac{1}{4}\), for the value of \(b\) more than 0.0156 corresponding with \(\nu\) less than \(\nu_A = 0.692\), where

\[
\nu = \frac{\eta^2}{\sigma^2/n + \eta^2} \in [0, 1].
\]

In the final stage, an implementable design could be extracted from the optimal densities by various methods as reviewed earlier in the section dealing with I-optimality, when \(\nu\) is not too large.

For those values of \(b\) which are smaller than 0.0156, Figure 2.8 implies that the robust densities are more similar to the classical design than the uniform design.

As this section reveals, then, the technique used in minimizing the maximized loss function \(L_A(\xi)\) over all possible absolutely continuous design is not applicable for \(\nu > \nu_A\). In the next chapter, we apply an alternative to this technique in order to find an optimal density for the minimax design problem based on A-optimality, for all values of \(\nu\).
2.6 Minimax Design Using E-optimality, for $\nu < 0.997$

The loss function corresponding to E-optimality is the largest characteristic root of the mean squared matrix of $\hat{\theta} \left( ch_{\text{max}} \text{MSE} \right)$. Using the result (1.9), we have

$$L_E(f, \xi) = ch_{\text{max}} \left\{ \frac{\sigma^2}{n} B^{-1} + B^{-1} b(f, \xi) b^T(f, \xi) B^{-1} \right\}.$$  \hspace{1cm} (2.22)

The loss function based on E-optimality has both conditions (L1) and (L2), since the loss function is a monotonic function of $M(f, \xi)$ and given that the limit of $L_E(f_n, \xi)$ tends to infinity, if $ch_1(M(f_n, \xi)) \to \infty$. Hence we have a finite loss function only for absolutely continuous design $\xi$. The loss function based on E-optimality is shown as a function of $\xi$ and $f$ in (2.22). Thus we apply the following strategies, respectively, in order to achieve an optimal design.

2.6.1 Maximizing $L_E(f, \xi)$ over $f$

In this step, assuming a fixed design $\xi$, we aim to maximize $L_E(f, \xi)$ based on $f$ over the class $F$:

$$\max_f L_E(f, \xi) = \max_f \left( \frac{\sigma^2}{n} B^{-1} + B^{-1} b(f, \xi) b^T(f, \xi) B^{-1} \right).$$  \hspace{1cm} (2.23)
From Theorem 1 applied to (2.23),

\[
\max_f L_E (f, \xi) = \sup_{\|\beta\| = 1} \sup_{\|\alpha\| = 1} c h_{\max} \left\{ \frac{\sigma^2}{n} B^{-1} + B^{-1} b(h_\beta, \xi) b^T (h_\beta, \xi) B^{-1} \right\} \\
= \sup_{\|\beta\| = 1} \sup_{\|\alpha\| = 1} \alpha^T \left[ \frac{\sigma^2}{n} B^{-1} + \eta^2 B^{-1} G \beta \beta^T G^{-1} B^{-1} \right] \alpha \\
= \sup_{\|\alpha\| = 1} \left[ \frac{\sigma^2}{n} \alpha^T B^{-1} \alpha + \eta^2 c h_{\max} \left( B^{-1} G^{1/2} \alpha \alpha^T G^{1/2} B^{-1} \right) \right] \\
= c h_{\max} \left[ \frac{\sigma^2}{n} B^{-1} + \eta^2 B^{-1} GB^{-1} \right]. 
\]

Hence the maximum of loss function E-optimality over the class of \( \mathcal{F} \) is a multiple of \( \frac{\sigma^2}{n} + \eta^2 \) by the function

\[
L_E (\xi) = c h_{\max} \left[ (1 - \nu) B^{-1}_{\text{Variance}} + \nu B^{-1}_{\text{Bias}^2} \right]. 
\]  

(2.24)

2.6.2 Minimizing the Maximum \( \mathcal{L}_E (f, \xi) \) over \( \xi \)

At this point, all of the processes used to minimize the maximum loss function (2.24) are the same as those used to minimize the maximum loss function for A-optimality (2.18). Then based on (2.14) and (2.15), the maximum of loss function over the class \( \mathcal{F} \) might be written as a function of the density \( m(x) \) as

\[
L_E (\xi) = \max \left[ (1 - \nu) + \nu (\kappa_0 - 1), \frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - \frac{1}{\gamma_0} \right) \right], 
\]  

(2.25)
or

\[ L_E(\xi) = \max \left[ (1 - \nu) + \nu \left( \int_S m^2(x) dx - 1 \right), \frac{1 - \nu}{\gamma} + \nu \left( \int_S x^2 m^2(x) dx \frac{1}{\gamma^2} - 12 \right) \right]. \]

In order to minimize the function \( L_E(\xi) \) over all possible absolutely continuous design measures, we proceed by using the same Lagrange Multiplier method as was applied for I- and A-optimality, and we obtain a similar result as we did for A-optimality. That is, the conjecture that \((1 - \nu) + \nu (\kappa_0 - 1)\) is the largest characteristic root of the matrix \([(1 - \nu) B^{-1} + \nu B^{-1}GB^{-1}]\) at \((2.24)\), when evaluated at the minimizing design \((2.20)\), fails. Moreover, when \(\frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right)\) is taken as a maximum characteristic root, the minimizer of the function \( L_E(\xi) \) takes the form \((2.21)\).

The results for the limit of the value of \(\gamma\) and \(\nu\) on the domain \(b \in (0, \frac{1}{4})\) are similar to those found for A-optimality. In other words, when \(\nu \to 1\) (in which case the variance term vanishes), the optimum design is a design which tends to uniformity, and hence \(b \to 0\). In addition, when \(\nu \to 0\) (in which case the variance is the only dominant term in the model), the optimum design tends to the classical optimal design. The changes in the values of \(\gamma\) and \(\nu\) on the domain \(b \in (0, \frac{1}{4})\) are exactly the same as in the plots of Figure 2.9 related to the A-optimality.

### 2.6.3 Verifying the Guess

In a manner similar to that discussed in the previous section, the density \((2.21)\) is the E-optimal density, assuming \(\frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - \frac{1}{70} \right)\) as the largest eigenvalue. In order to
(1 - \nu) + \nu (\kappa_0 - 1) \geq \frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - \frac{1}{\gamma_0} \right),

we apply the same numerical method in R as we did for A-optimality. The result shows the correctness of this inequality for some values of \( b \) in its domain \((0, 0.25)\) which correspond to a value of \( \nu \) of less than \( \nu_E = 0.997 \).

Then in the final stage, we compute an implementable design from the optimal density using various methods as they are reviewed in the I-optimality section.

To summarize this chapter: the density \( m_0(x) \) at (2.16) is an I-optimal density for all values of \( \nu \), and the density \( m_0(x) \) at (2.21) is an optimal density using A-
Figure 2.12: These plots show optimal densities for different values of $\nu$, using three optimality criteria. The solid line and the dashed line curves present the I-optimal and E-optimal densities respectively. The dotted line curve shows the optimal density corresponding to both the A- and E-optimality criteria.

optimality or E-optimality when $\nu$ is not too large. In other words, a part of the method used to minimize the maximized loss function $L_A (\xi)$ or $L_E (\xi)$ over all possible absolutely continuous design is not applicable to finding a minimax design for an approximate straight regression line, when we select a sufficiently large value for $\nu$. In the next chapter, we apply a different technique to address this gap within the existing method. The new technique is applicable for experiments with all $\nu$ values when we wish to achieve an optimal design using the loss function corresponding to A-optimality or E-optimality. Figure 2.12 clearly illustrates the gap within the method applied in this chapter for A- and E- optimality.
As Figure 2.12 shows, the A- and E-optimal densities are identical for \( \nu < \nu_A \).

The maximized loss functions for A- and E-optimality criteria are multiples of \( \frac{\sigma^2}{n} + \eta^2 \) by

\[
L_A (\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \max \left( \kappa_0 - 1, \frac{\kappa_1}{\gamma^2} - 12 \right) \right),
\]

and

\[
L_E (\xi) = \max \left[ (1 - \nu) + \nu (\kappa_0 - 1), \frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right) \right]. \tag{2.26}
\]

Let's \( L_{A,i} (\xi) \) and \( L_{E,i} (\xi), \ i = 0, 1 \) be the loss function using the first and second eigenvalues respectively. As noted in the second section of this chapter related to A-optimality, for all values of \( \nu \) less than \( \nu_A \), the conjecture that the second eigenvalue \( \left( \frac{\kappa_1}{\gamma^2} - 12 \right) \), evaluated at A-optimal design is the largest characteristic root, succeeded.

On the other hand, since the second moment of the optimal distribution \( \gamma \) varies over the interval \( \left[ \frac{1}{12}, \frac{1}{4} \right] \), we always have

\[
\frac{1 - \nu}{\gamma} > 1 - \nu. \tag{2.27}
\]

Suppose \( \xi^* \) is the A-optimal density corresponding to a value of \( \nu (\nu^*) \), less than \( \nu_A \).

In order to prove that the A- and E-optimal designs corresponding to \( \nu^* \) are equal, we aim to show that \( \xi^* \) is the E-optimal design. In other words, for any design \( \xi \) in \( \Omega \), the loss value based on E-optimality criteria correspond to \( \nu^* \) is

\[
L_E (\xi) \geq L_E (\xi^*).
\]
Based on (2.26)

\[ L_E (\xi) = \max (L_{E,1} (\xi), L_{E,2} (\xi)) \geq L_{E,2} (\xi), \]

\[ L_{E,2} (\xi) = L_{A,2} (\xi) - (1 - \nu^*) \geq L_{A,2} (\xi^*) - (1 - \nu^*), \]

where \( L_{A,2} (\xi^*) - (1 - \nu^*) = L_{E,2} (\xi^*) \). Therefore

\[ L_E (\xi) \geq L_{E,2} (\xi^*). \]

On the other hand, since \( \xi^* \) is the A-optimal density corresponding to \( \nu^* \),

\[ L_{A,2} (\xi^*) - (1 - \nu^*) \geq L_{A,1} (\xi^*) - (1 - \nu^*), \]

and based on (2.27), we have

\[ L_{A,1} (\xi^*) - (1 - \nu^*) \geq L_{A,1} (\xi^*) - \frac{1 - \nu^*}{\gamma} = L_{E,1} (\xi^*). \]

This means that \( L_{E,2} (\xi^*) \geq L_{E,1} (\xi^*) \). Based on all of the above results

\[ L_E (\xi) \geq \max (L_{E,1} (\xi^*), L_{E,2} (\xi^*)) = L_E (\xi^*). \]

Hence for all fixed values of \( \nu \) less than \( \nu_A \), there exists an E-optimal design which is exactly the same as the A-optimal design. The existence of an E-optimal design for \( \nu < \nu_A \) implies that \( \nu_E \geq \nu_A \).
Chapter 3: Robust A- and E-optimal Designs

As demonstrated in the previous chapter, one part of the method used there for finding optimal design is not applicable using A- and E-optimality criteria for a straight regression model when the value of \( \nu \) exceeds \( \nu_A \) and \( \nu_E \) respectively. In this chapter, we apply a method for minimizing the maximized loss function corresponding to A- and E-optimality criteria based on the following theorem, which does not require one to know in advance which eigenvalue is largest. Let \( l_i(\xi) \), for \( i = 0, 1 \) be the loss functions using the first and second eigenvalues (of the matrix \( B^{-1} GB^{-1} \) at (2.18) for A-optimality criteria or of the matrix \( [(1 - \nu) B^{-1} + \nu B^{-1} GB^{-1}] \) at (2.24) for E-optimality criteria) respectively such that we aim to minimize \( l(\xi) = \max (l_0(\xi), l_1(\xi)) \).

**Theorem 2** Suppose an experimenter intends to find an optimal design based on a loss function on the design space \( S \). The experimenter has found the designs \( \xi_i \) that
minimize $l_i(\xi)$ subject to the constraint $l_i(\xi) \geq l_{1-i}(\xi)$. Define

$$
\xi^* = \begin{cases} 
\xi_0 & \text{if } l_0(\xi_0) \leq l_1(\xi_1), \\
\xi_1 & \text{if } l_1(\xi_1) \leq l_0(\xi_0),
\end{cases}
$$

so that

$$
l(\xi^*) = \min(l_0(\xi_0), l_1(\xi_1)).
$$

Then $\xi^*$ is the minimax or optimal design.

**Proof:** Let $\xi$ be any design on the design space $S$. Then $\xi$ belongs to one of the following two classes

$$
A = \{\xi \mid l_0(\xi) \geq l_1(\xi)\},

B = \{\xi \mid l_1(\xi) \geq l_0(\xi)\}.
$$

Considering two possible situations, based on the definition of the $\xi_i$, we have

$$
l(\xi) = \begin{cases} 
l_0(\xi) \geq l_0(\xi_0) \geq \min(l_0(\xi_0), l_1(\xi_1)) & \text{if } \xi \in A, \\
l_1(\xi) \geq l_1(\xi_1) \geq \min(l_0(\xi_0), l_1(\xi_1)) & \text{if } \xi \in B.
\end{cases}
$$

On the other hand, based on the definition of the $\xi_i$, we have

$$
l_0(\xi_0) \geq l_1(\xi_0) \text{ and } l_1(\xi_1) \geq l_0(\xi_1).
$$

Suppose that $\xi^* = \xi_0$. Then

\[ \text{(3.29)} \]
\[
\begin{align*}
  l_1 (\xi^*) &= l_1 (\xi_0) \leq l_0 (\xi_0) = l_0 (\xi^*) \\
  \Rightarrow l (\xi^*) &= \max (l_0 (\xi^*) , l_1 (\xi^*)) = l_0 (\xi_0) = l_1 (\xi_0) \\
  \Rightarrow l (\xi^*) &\leq \min (l_0 (\xi_0) , l_1 (\xi_1)).
\end{align*}
\]

Similarly if \(\xi^* = \xi_1\), we have

\[
l (\xi^*) \leq \min (l_0 (\xi_0) , l_1 (\xi_1)).
\]

Thus \(l (\xi) \geq l (\xi^*)\) for any design \(\xi\) from the design space \(S\). Hence \(\xi^*\) is the optimal design.

### 3.7 Minimax Design Using A-optimality

Given that, as noted in the previous chapter, the part of the minimax method for A-optimality (related to minimizing the loss function over all possible absolutely continuous designs) was not applicable to \(\nu \geq \nu_A\), we must return to the result of the first part of this method (2.18) – maximizing the loss function corresponding to A-optimality over all contamination terms in Huber’s class.

We aim to minimize the function

\[
L_A (\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \max \left( \int_S m^2(x) dx - 1, \frac{1}{\gamma^2} \int_S x^2 m^2(x) dx - 12 \right) \right),
\]
over the class of all possible symmetric absolutely continuous designs \((\Omega)\) on the design space \(S = [-\frac{1}{2}, \frac{1}{2}]\).

In order to minimize this function over \(\xi\), we use the Lagrange Multiplier method with different set of constraints than those which we applied in the last approach. Following Theorem 2, we minimize

\[
L_{A_0} (\xi) = (1 - \nu) \left(1 + \frac{1}{\gamma}\right) + \nu \left(\int_S m^2(x)dx - 1\right),
\]

subject to the following constraints

\[
\begin{align*}
\int_S m(x)dx &= 1, \\
\int_S x^2m(x)dx &= \gamma, \\
\int_S m^2(x)dx - 1 &\geq \frac{1}{\gamma^2} \int_S x^2m^2(x)dx - 12.
\end{align*}
\]

The Lagrangian is

\[
\int_S m^2(x)dx + \lambda_1 \int_S m(x)dx + \lambda_2 \int_S x^2m(x)dx + \lambda_3 \left(- \int_S m^2(x)dx + \frac{1}{\gamma^2} \int_S x^2m^2(x)dx - 11\right),
\]

where \(\lambda_3 \geq 0\). The integrand

\[
\left(1 - \lambda_3 + \frac{\lambda_3 x^2}{\gamma^2}\right) m^2(x) + \left(\lambda_1 + \lambda_2 x^2 - 11\lambda_3\right) m(x),
\]
is minimized pointwise over \( m(x)(\geq 0) \) by

\[
m_0(x) = \left( \frac{-\lambda_1 + 11\lambda_3 - \lambda_2 x^2}{2 \left( 1 - \lambda_3 + \frac{\lambda_2 x^2}{\gamma^2} \right)} \right)^+, \]

or it might be presented as a rational function

\[
m_0(x) = \left( \frac{a + bx^2}{c + dx^2} \right)^+, \tag{3.30}
\]

where \( a, b, c \) and \( d \) are some values in the real line. The form of the optimal density is the same as the optimal density found by Shi, Ye and Zhou (2003). They used the Lagrange Multiplier Rule from nonsmooth optimization theory and showed that the density of the optimal design takes the form

\[
m(x) = \left( \frac{z^T(x)Bz(x) + d}{z^T(x)Dz(x)} \right)^+, \]

where \( B \) and \( D \) are constant symmetric matrices and \( d \) is constant. Then they used a numerical method, the SPlus function “nlmin”, in order to determine \( B, D \) and \( d \).

We also obtain similar form for the optimal density at (3.30) if we minimize

\[
L_{A_1}(\xi) = (1 - \nu) \left( 1 + \frac{1}{\gamma} \right) + \nu \left( \frac{1}{\gamma^2} \int s x^2 m^2(x) dx - 12 \right),
\]
subject to the following constraints

\[
\begin{aligned}
&\int_S m(x)dx = 1, \\
&\int_S x^2 m(x)dx = \gamma, \\
&\frac{1}{\gamma^2} \int_S x^2 m^2(x)dx - 12 \geq \int_S m^2(x)dx - 1.
\end{aligned}
\]

Hence, in each case the optimal density is in the form of (3.30). Then we use a numerical method to find optimal density at (3.30) for solving the minimization problem

\[
L_A(\xi) = (1 - \nu) \left(1 + \frac{1}{\gamma}\right) + \nu \left(\max \left(\int_S m^2(x)dx - 1, \frac{1}{\gamma^2} \int_S x^2 m^2(x)dx - 12\right)\right),
\]

(3.31)

for any specific value of \(\nu\) between zero and one. To enable easier computation of the optimal density, we simplify it to the following form

\[
m_0(x) = \left(\frac{\alpha + x^2}{\beta + \theta x^2}\right)^+.
\]

(3.32)

In the next step, as a check, we compute optimal densities for numerous values of \(\nu\) less than \(\nu_A\) using the following numerical minimization algorithm in Matlab. For these values of \(\nu\), based on the result of the previous chapter, we have correctly guessed that the second eigenvalue is the largest characteristic root to be minimized, and we have computed analytically optimal densities using the regular Lagrange Multiplier method outlined in the previous chapter. Using the results of the following numerical minimization algorithm, we are able to evaluate the accuracy of our new technique.
by comparing them with the results of the technique used in the last chapter.

The function, fmincon, is one of the numerical minimization codes in Matlab that can be applied to problem (3.31). This function numerically computes a local minimum for our loss function (3.31) subject to some constraints. These constraints are defined such that the non-integrable and negative rational functions on the design space are excluded from all possible rational functions that can be searched by fmincon. For example, those rational functions that have two asymptotes in our design space are excluded by the condition

$$\beta(\beta + \frac{\theta}{4}) > 0.$$

Numerical methods always need a starting point at which to initialize the optimization. This starting point is very crucial in order to have a global minimum. We made a large sequence values of $\nu$ between zero and $\nu_A$, and for the first non-zero value of $\nu$ we use the right starting point (by trial and error) in order to get an optimal density that has a minimum value for loss function (3.31) (the minimum value of (3.31) is computed analytically by the regular Lagrange Multiplier method). Then for the next value of $\nu$ in the sequence, we use value of the parameters of the last computed optimal density as a starting point for fmincon function, and we obtain the optimal density for this value of $\nu$. This process continues for all values of $\nu$ in the sequence. The results of this process (the parameters of optimal densities, the loss value, and the second moment ($\gamma$)) for each value of $\nu$ in the sequence are compared with the corresponding values that are computed using the regular Lagrange Multi-
The Results of the Existing Method

The Results of the Alternative Method

Figure 3.13: The uppermost plot depicts the values of the first parameter ($\alpha$) of the A-optimal densities (3.32) with various $\nu$ values (between zero and one) which are computed using two different techniques, and the second and third plots from the top show the values of the second and third parameters ($\beta, \theta$) of the the A-optimal densities with different $\nu$ values.

Figure 3.14 reveals that the loss values, obtained by two methods, continuously decrease after one peak at around 0.115, and the second moment of the density continuously decreases when the value of $\nu$ increases to $\nu_A$. These plots clearly reveal that these two techniques have very similar results, such that we can fairly confidently apply
Figure 3.14: The upper and lower plots from the top depict the loss values and the second moment of the A-optimal densities for various $\nu$ values between zero and one, which are computed using two different techniques.

On the other hand, when we look at the optimal densities for values of $\nu$ greater than $\nu_A$, these densities take the form we expect. That is, we expect to have densities closer to uniform design for values of $\nu$ close to one, and these optimal densities behave as we expect (Figure 3.16).

Going through the above procedure in the neighbourhood of the parameters of
Figure 3.15: This plot presents the ratio of the first eigenvalue to the second eigenvalue for various $\nu$ values between zero and one. These eigenvalues are computed using the technique applied for the A-optimality criteria in this chapter.

Figure 3.16: Three different A-optimal densities corresponding to three various $\nu$ values (0.75, 0.85, 0.95).
Figure 3.17: The loss value for different densities in the neighbourhood of the A-optimal density (3.32) by fixing the first parameter ($\alpha$) of the A-optimal density and varying the other two parameters ($\beta, \theta$) in a small neighbourhood around the values of these parameters at the A-optimal density.

Figure 3.18: The loss value for different densities in the neighbourhood of the A-optimal density (3.32) by fixing the second parameter ($\beta$) of the A-optimal density and varying the other two parameters ($\alpha, \theta$) in a small neighbourhood around the values of these parameters at the A-optimal density.
Figure 3.19: The loss value for different densities in the neighbourhood of the A-optimal density (3.32) by fixing the third parameter (\( \theta \)) of the A-optimal density and varying the other two parameters (\( \alpha, \beta \)) in a small neighbourhood of the values of these parameters at the A-optimal density.

The optimal density we compute that the loss values are the same as the minimum loss value corresponding to the optimal densities for the specific \( \nu \) (\( \nu = 0.85 \)). When we plot the loss values by fixing one parameter and varying two other parameters, the plot shows a flat curvature in space around the minimum loss value, and the plots of the rational functions at (3.32) corresponding to these parameters are the same as the optimal density analytically computed in the previous chapter.

### 3.8 Minimax Design Using E-optimality

Proceeding as in the previous section, we minimize

\[
L_E (\xi) = \max \left[ (1 - \nu) + \nu (\kappa_0 - 1), \frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right) \right].
\]  
(3.33)
For this, we first minimize

\[ L_{E_0}(\xi) = (1 - \nu) + \nu \left( \int_S m^2(x)dx - 1 \right), \]

subject to the constraints

\[
\begin{align*}
\int_S m(x)dx &= 1, \\
\int_S x^2m(x)dx &= \gamma, \\
(1 - \nu) + \nu \left( \int_S m^2(x)dx - 1 \right) &\geq \frac{1-\nu}{\gamma} + \nu \left( \frac{1}{\gamma^2} \int_S x^2m^2(x)dx - 12 \right). 
\end{align*}
\]

Since the values of \( \nu \) and \( \gamma \) are presumed to be fixed, we might summarize the minimization problem into the Lagrangian

\[
\begin{align*}
\int_S m^2(x)dx + \lambda_1 \int_S m(x)dx + \lambda_2 \int_S x^2m(x)dx \\
+ \lambda_3 \left( \frac{1-\nu}{\gamma} + \nu \left( \frac{1}{\gamma^2} \int_S x^2m^2(x)dx - 12 \right) - (1 - \nu) - \nu \left( \int_S m^2(x)dx - 1 \right) \right),
\end{align*}
\]

where \( \lambda_3 \geq 0 \). The integrand

\[
\left( 1 - \lambda_3\nu + \frac{\lambda_3\nu x^2}{\gamma^2} \right) m^2(x) + \left( \lambda_1 + \lambda_2x^2 \right) m(x) + \left( \frac{1-\nu}{\gamma} - 1 - 10\nu \right) \lambda_3,
\]

is minimized pointwise over \( m(x)(\geq 0) \) using the following optimal density

\[
m_0(x) = \left( \frac{-\lambda_1 - \lambda_2x^2}{2 \left( 1 - \lambda_3\nu + \frac{\lambda_3\nu x^2}{\gamma^2} \right)} \right)^+,
\]
which might be presented as a rational function

\[ m_0(x) = \left( \frac{a + bx^2}{c + dx^2} \right)^+, \]

where \( a, b, c \) and \( d \) are some values in the real line. As in the case of A-optimality, we obtain a similar optimal density by changing the assumption of largest eigenvalue,

\[ L_{E_1}(\xi) = \frac{1 - \nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right), \]

subject to the constraints

\[
\begin{align*}
\int_S m(x)dx &= 1, \\
\int_S x^2 m(x)dx &= \gamma, \\
\frac{1 - \nu}{\gamma} + \nu \left( \frac{1}{\gamma^2} \int_S x^2 m^2(x)dx - 12 \right) &\geq (1 - \nu) + \nu \left( \int_S m^2(x)dx - 1 \right).
\end{align*}
\]

Therefore, the minimization problem (3.33) might be solved by this form of density

\[ m_0(x) = \left( \frac{\alpha + x^2}{\beta + \theta x^2} \right)^+, \quad (3.34) \]

regardless of which eigenvalue is the largest.

In the final step, we proceed as before, in order to compute the optimal densities for numerous values of \( \nu \) less than \( \nu_E \). For these values of \( \nu \), based on the result of the previous chapter, we correctly guessed the second eigenvalue to be the largest characteristic root to be minimized, and we analytically computed optimal densities.
Figure 3.20: The uppermost plot depicts the values of the first parameter ($\alpha$) of E-optimal densities (3.34) with various $\nu$ values (between zero and one) which are computed using two different techniques, and the second and third plots from the top depict the values of the second and third parameters ($\beta, \theta$) of the E-optimal densities with different $\nu$ values.

The results of this process (namely, the parameters of optimal densities, the loss value, and the second moment($\gamma$)) for each value of $\nu$ in the sequence are compared with the corresponding values that have been computed using the regular Lagrange Multiplier method. The comparison shows that these results were nearly the same for this sequence. Figures 3.20 and 3.21 show the results of these two techniques for this sequence, and also the results of the new technique for some values of $\nu$ more than $\nu_E$.

Figure 3.20 shows that the values of all parameters of the optimal densities for $\nu$ more than $\nu_E$ behave as we expect, considering their behaviours for $\nu$ less than $\nu_E$. 
Figure 3.21: The upper and lower plots from the top show the loss values and the second moments of the E-optimal densities for various ν values between zero and one which are computed using two different techniques.
Figure 3.22: Values of the eigenvalues, $(1 - \nu) + \nu (\kappa_0 - 1)$ and \( \frac{1-\nu}{\gamma} + \nu \left( \frac{\kappa_1}{\gamma^2} - 12 \right) \), for various \( \nu \) values between zero and one. These eigenvalues are computed using the technique applied for the E-optimality criteria in this chapter.

Furthermore, the loss value in the first plot, and the second moment in the second plot in Figure 3.21, also behave as we expect. They both decrease when \( \nu \) increases. Figure 3.22 shows that for values of \( \nu \) more than \( \nu_E \), these two eigenvalues are equal.

On the other hand, when we look at the optimal densities for values of \( \nu \) greater than \( \nu_E \), these densities take the form that we expect. That is, we expect to have densities closer to uniform design for the values of \( \nu \) close to one, and these optimal densities behave as we expect.

Figures 3.25, 3.24, and 3.26 reveal that for \( \nu = 0.998 \), the optimal density computed using above algorithm is not unique. In fact for some values of \( \nu \), when we change the value of the parameters of the optimal density in a small neighbourhood by fixing one parameter and varying two other parameters, a flat curvature appears around the minimum loss value.

Figure 3.27 shows the remedy for the gap in the method applied in the second
Figure 3.23: Three different E-optimal densities corresponding to three various $\nu$ values (0.9975, 0.999, 0.9997).

Figure 3.24: The loss value for different densities in the neighbourhood of the E-optimal density (3.34) by fixing the first parameter ($\alpha$) of the E-optimal density and varying the other two parameters ($\beta, \theta$) in a small neighbourhood around the values of these parameters at the E-optimal density.
Figure 3.25: The loss value for different densities in the neighbourhood of the E-optimal density (3.34) by fixing the second parameter $(\beta)$ of the E-optimal density and varying the other two parameters $(\alpha, \theta)$ in a small neighbourhood around the values of these parameters at the E-optimal density.

Figure 3.26: The loss value for different densities in the neighbourhood of the E-optimal density (3.34) by fixing the third parameter $(\theta)$ of the E-optimal density and varying the other two parameters $(\alpha, \beta)$ in a small neighbourhood around the values of these parameters at the E-optimal density.
Figure 3.27: The solid line curves depict the A- and E-optimal densities for specific values of $\nu$ for the approximate straight line model. The bars show the implemented designs based on the matching moment method for $n = 10$ specific points.

chapter for A- and E-optimality, using the new technique. In this figure the number of distinct points in the implemented methods (Matching Moment), and also the replication in each point have been arbitrarily chosen. In the future it would be interesting to consider how to overcome this arbitrariness in order to make an appropriate implemented optimal design.

In this study, we first reviewed the existing method of acquiring the optimal design for different optimality criteria applied to the straight line regression model. Then we addressed a gap in the existing method of acquiring A- and E-optimal designs when the experimenter places a large enough emphasis on the errors from bias ($\nu_A \geq 0.692$, $\nu_E \geq 0.997$). Finally, we showed that the form of the optimal robust density for A- and E-optimality criteria is a rational function (3.32) no matter which eigenvalue (of the matrix $B^{-1}GB^{-1}$ at (2.18) for A-optimality criteria or of the
matrix \([(1 - \nu)B^{-1} + \nu B^{-1}GB^{-1}]\) at (2.24) for E-optimality criteria) is the largest. Based on this important result, we were able to find A- and E-optimal densities for all situations - whether experimenters place more emphasis on errors from bias or on errors from variance.
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