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Summary. We analyze diffusively coupled dynamical systems, which are con-
structed from two dynamical systems in continuous time by switching between the
two dynamics. If one of the vector fields is zero we call it a quiescent phase. We
present a detailed analysis of coupled systems and of systems with quiescent phase
and we prove results on scaling limits, singular perturbations, attractors, gradient
fields, stability of stationary points and amplitudes of periodic orbits. In particular
we show that introducing a quiescent phase is always stabilizing.

1 Introduction

Two different dynamics acting on the same space can be coupled in several
ways, e.g. by using the Lie-Trotter approach of periodically switching between
the two dynamics or by diffusive coupling. Diffusive coupling has the advantage
that the resulting system is autonomous. Whereas the limiting system of the
Lie-Trotter approach leads to a convex combination of the two vector fields,
diffusive coupling leads to another limiting system. In the general non-linear
situation the two limiting systems are not equivalent. Here diffusive coupling
is studied in terms of singular perturbation theory and in terms of second
order systems.

If one of the two vector fields vanishes then a given dynamics is coupled
to a quiescent phase. While one could conjecture that adding a quiescent
phase should have similar effects as a delay, e.g. cause oscillations in negative
feedback situations, the opposite is true. Introducing quiescent phases damps
oscillations or even causes them to disappear. Quiescent phases occur in popu-
lation models in various ways and under various names such as quiescent state
[19], [12], dormancy [9], [17], resting phase [6], ecological refuge. It is generally
understood that such phases may have drastic effects on the dynamics.

We show a general linear stability theorem for systems with quiescent
phases near an equilibrium, another theorem on how a quiescent phase de-
creases the amplitude of a periodic orbit away from equilibrium, and we show
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some preliminary results on the global behavior of such systems. To our best
knowledge these results are new.

In section 2 we compare diffusive coupling to the Lie-Trotter approach,
establish the connection to second order equations, and give examples. We cast
the problem into the framework of singular perturbations in section 2.3 and
prove results on global behavior in section 2.4. In section 3 we introduce the
concept of quiescent phases, study local stability of stationary points in section
3.1, then periodic orbits in section 3.2, and global behavior of systems with
quiescent phases in section 3.3. Finally, in section 4 we prove the generalized
Lie-Trotter approximation (Theorem 1).

2 Coupled Systems

Let f and g be smooth vector fields on R
m. The differential equations

v̇ = f(v), ẇ = g(w)

have unique local solutions. One way to couple these two equations is the
classical Lie product formula, the other is diffusive coupling. Here we compare
both approaches.

2.1 The Lie-Trotter Approach

Let χ : R → [0, 1] be a piecewise continuous function of period 1. For δ > 0
consider the periodic system with period δ

u̇δ = χ(t/δ)f(uδ) + (1 − χ(t/δ))g(uδ) (1)

with the initial datum uδ(0) = u0. For a fixed time horizon T consider the
solution uδ(t) for 0 ≤ t ≤ T for δ → 0. The limiting function u(t) satisfies the
autonomous equation

u̇ = ρ1f(u) + ρ2g(u) (2)

with ρ1 =
∫

1

0
χ(s)ds, ρ2 = 1 − ρ1, and the initial datum u(0) = u0. Although

this statement it intuitively obvious, the proof is not that obvious, in partic-
ular as the important special case, i.e., the Lie product formula for matrices
exp{A+B} = limk→∞(exp{A/k} exp{B/k})k (Lie 1875) is usually proved via
estimates for matrix products, see [1], p. 254, and [8], p. 496. In the following
‖ ‖ is the maximum norm on R

m and the corresponding operator norm.

Theorem 1. Let ‖f(u)‖, ‖g(u)‖, ‖f ′(u)‖, ‖g′(u)‖ be bounded by some const-
ant M uniformly in u. Let T > 0 be a fixed time. Then for δ → 0 the solutions
of (1) converge to the solution of (2) uniformly on [0, T ].
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The proof is given in Section 4. A special case arises for

χ(t) =

{

1, 0 ≤ t < ρ1

0, ρ1 ≤ t < 1

with some ρ1 ∈ (0, 1) and ρ2 = 1 − ρ1. The vector field (2) is a convex
combination of the vector fields f and g. The standard case is ρ1 = 1/2.
Extensions to infinite dimensions and operator semigroups are called Lie-
Trotter and Trotter-Kato formulae (Trotter 1959, Kato 1978). For extensions
to infinite-dimensional non-linear systems see, e.g. [15]. The Lie-Trotter ap-
proach is well suited for numerical schemes (e.g. fractional steps, alternating
directions (ADI), splitting methods) because it simplifies the design of con-
sistent schemes. From the view point of dynamical systems it has the disad-
vantage that the coupled system becomes non-autonomous.

The theorem can be generalized to the case of N ≥ 2 vector fields fi in
Rm, i = 1, . . . , N . Given piece-wise continuous functions χi which are periodic
with period 1, and χi ≥ 0,

∑

k=1
χk = 1, Lie-Trotter coupling

u̇δ =

N
∑

i=1

χi(t/δ)fi(uδ)

leads to the limiting equation

u̇ =

N
∑

i=1

ρifi(u) with ρi =

∫

1

0

χi(s)ds.

2.2 Diffusive Coupling

Let γ1, γ2 be positive coupling constants. Then consider the system in R
2m

v̇ = f(v) − γ2v + γ1w

ẇ = g(w) − γ1w + γ2v. (3)

With particle density u and flux z as new variables

u = v + w, z = γ2v − γ1w, (4)

the system assumes the form

u̇ = f(ρ1u + τz) + g(ρ2u − τz)

τ ż = ρ2f(ρ1u + τz) − ρ1g(ρ2u − τz) − z (5)

where the time constant τ and proportions ρ1, ρ2, with ρ1 + ρ2 = 1, are given
by

τ = 1/(γ1 + γ2), ρi = τγi, i = 1, 2.
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If we let τ go to zero then we arrive at the limiting system

u̇ = f(ρ1u) + g(ρ2u) (6)

which is rather different from the limiting equation (2). The equations (6) and
(2) are equivalent if at least one of the functions f, g is homogeneous of degree
1. If g = f then (2) yields u̇ = f while (6) is not that simple except in the
symmetric case γ1 = γ2.

The difference between the two limiting equations can be interpreted in
terms of particles in a variable environment. In the Lie-Trotter approach (2)
the particle ensemble is subject to a changing environment (switching between
two environments in the classical case) while in the situation of diffusive cou-
pling (6) each particle switches between two phases according to Poisson pro-
cesses with rates γ1, γ2. Another interpretation of (6) versus (2): In (6) the
functions f and g act on the corresponding fraction of the total population
while in (2) the weighted mean of f and g acts on the total population.

We connect the first order system for two variables (3) to a second order
system for one variable (for smooth f). Differentiate the equations,

v̈ = f ′(v)v̇ − γ2v̇ + γ1ẇ

ẅ = g′(w)ẇ − γ1ẇ + γ2v̇

and in the first equation replace ẇ using the second equation of (3) and then
replace w from the first equation of (3). We get a second order system in R

m

for the variable v,

τ v̈ + (1−τf ′(v))v̇=ρ1f(v) + ρ1g

(

(
ρ2

ρ1

)v +
τ

ρ1

(v̇−f(v))

)

. (7)

If v is a solution of (7) then the solution of (3) can be recovered by putting
w = (v̇ − f(v) + γ2v)/γ1. Hence (3) and (7) are equivalent.

In the limiting case of strong coupling, γi = γi/ε, ε → 0, we get a first
order system

v̇ = ρ1f(v) + ρ1g(
ρ2

ρ1

v). (8)

The function u = v/ρ1 satisfies (6).

Example 1. For Verhulst equations f(v) = a1v(1 − v/K1), g(w) = a2w(1 −
w/K2) the limiting equation via diffusive coupling is

u̇ = au(1 − u

K
)

where a = ρ1a1 + ρ2a2 is the effective growth rate and

K =
ρ1a1 + ρ2a2

ρ2

1
a1

K1

+
ρ2

2
a2

K2
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is the effective carrying capacity. The growth rate is an arithmetic mean of
growth rates while the carrying capacity can be written as a harmonic mean
of the carrying capacities times some factor independent of the Ki. The Lie-
Trotter approach (2) yields the same value for the growth rate a but the
effective capacity is a simple harmonic mean

K =
ρ1a1 + ρ2a2

ρ1a1

K1

+ ρ2a2

K2

.

Example 2. The ideas can be carried over to infinite-dimensional systems, e.g.,
reaction-diffusion equations. The system

vt = D∆v − µv − γ2v + γ1w
wt = f(w) − γ1w + γ2v

describes a situation where the v particles diffuse and are subject to mortality
while the w particles interact and do not move. In

vt = D∆v + f(v) − γ2v + γ1w
wt = −γ1w + γ2v

a reaction-diffusion equation is coupled to a quiescent phase. For more details
on coupled reaction-diffusion equations and quiescent transport equations see
the references [11], [5], [6]. In [2] this approach is applied to a problem in
protein dynamics. In [14] a coupled system has been used to understand the
so-called river drift paradox in spread and persistence of species in stream
ecosystems.

Example 3. The example of a delay equation u̇(t) = f(u(t − θ)) shows that
one has to be careful with diffusive coupling. The system

v̇(t) = f(v(t − θ)) − γ2v(t) + γ1w(t)

ẇ(t) = γ2v(t) − γ1w(t)

may be of some interest but it is not the system one gets from coupling the
dynamical system to the zero vector field. The reason is that the state space
of the delay equation is not R but C[−τ, 0].

Example 4. Coupled dynamics is particularly relevant in epidemic modeling,
when individuals switch between phases of different behavior, e.g., in core-
non core situations or in public health education campaigns. In [4] coupling
of moving and resting infected has been used to present the two classical
approaches for epidemic spread, via diffusion and via contact distributions,
within the same framework.

Again consider the case of N ≥ 2 vector fields fi (notice that vi are vectors
and not components of one vector)
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v̇i = fi(vi) +
1

τ

N
∑

k=1

γikvk

The matrix Γ = (γik) has non-negative off-diagonal entries and column sums

equal to 0. Let Γ be irreducible. Let ρ = (ρi) with ρi > 0,
∑N

i=1
ρi = 1, be

the unique stationary distribution. The “total particle density”

u =

N
∑

i=1

vi

satisfies the equation

u̇ =

N
∑

i=1

fi(wiu)

whereby wi = vi/u. For τ → 0 the limiting equation becomes

u̇ =
N

∑

i=1

fi(ρiu).

2.3 Singular Perturbation Approach

In the language of singular perturbation theory the system (5) is a slow system
with τ as a small parameter [10]. Its solutions are called the outer solutions.
Scaling the time variable as ϑ = t/τ gives the fast system

u̇ = τ(f(ρ1u + τz) + g(ρ2u − τz))

ż = ρ2f(ρ1u + τz) − ρ1g(ρ2u − τz) − z (9)

which describes the dynamics in the initial layer, the so-called inner solution.
It provides initial data for the outer solution. For the outer solution we solve
the slow system (5) with initial conditions

u(0) = u0, z(0) = ρ2f(ρ1u0) − ρ1g(ρ2u0). (10)

We expand u and z as u(t) = U0(t) + τU1(t) + τ2U2(t) + · · · and z(t) =
Z0(t) + τZ1(t) + τ2Z2(t) + · · · . To leading order we get from (5)

U̇0 = f(ρ1U0) + g(ρ2U0) (11)

0 = ρ2f(ρ1U0) − ρ1g(ρ2U0) − Z0. (12)

Equation (12) describes the slow manifold

M0 = {(u, z) : z = ρ2f(ρ1u) − ρ1g(ρ2u)}

whereas the first equation (11) describes the dynamics on that manifold. Note
that this dynamics is the same as in (6) whereby the formal limit (8) is
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justified. The inner solution approximates the slow manifold M0 as ϑ → ∞
and then the matching initial conditions in M0 as given in (10).

To apply Fenichel’s geometric singular perturbation theory ([10]) we show
that M0 is normally hyperbolic.

Lemma 1. The manifold M0 is normally hyperbolic with respect to the flow
of the fast system at τ = 0.

Proof. Linearize the fast system at (ū, z̄) ∈ M0,

d

dϑ

(

u
z

)

= Aτ

(

u
z

)

with A0 =

(

0 0
a −Im

)

whereby a = ρ1ρ2(f
′(ρ1ū) − g′(ρ2ū)), and f ′ and g′ denote the Jacobians of

f, g and Im is the m × m identity. Hence the eigenvalues are 0 and −1 with
eigenvectors (0, 1)T and (1, a)T . ut

Fenichel’s first theorem (Theorem 1 and 2 in [10]) gives

Theorem 2. For τ > 0 small enough there exists a locally invariant manifold
Mτ (the critical manifold) with the following properties:
i) Mτ is τ -close to M0.
ii) Mτ is locally invariant for the fast system.
iii) Mτ = {(u, z) : z = hτ (u)} is a graph with h0(u) = ρ2f(ρ1u) − ρ1g(ρ2u).

From the linearization in Lemma 1 one sees that M0 has a stable manifold of
dimension m. From Fenichel’s second theorem (Theorem 3 in [10]) it follows
that Mτ has an m-dimensional stable manifold and solutions approach Mτ

exponentially fast. In the present case the exponent is −1.

2.4 Global Behavior

We cannot expect that the dynamics of the coupled system (3) is largely
determined by the dynamics of the two constituents (15), not even in the
linear case f(v) = Av, g(w) = Bw there are useful results for general matrices
A,B. The only immediate observation is concerned with gradient fields.

Proposition 1. Assume the vector fields f and g are gradient fields. Then
the system (3) is equivalent to a system with a gradient field.

Proof. By substituting v =
√

γ1ṽ, w =
√

γ2w̃ and then dropping the tildes
the system (3) becomes

v̇ =
1√
γ1

f(
√

γ1v) − γ2v +
√

γ1γ2w

ẇ =
1√
γ2

g(
√

γ2w) − γ1w +
√

γ1γ2v. (13)
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Let f = F ′, g = G′. Then (13) has the potential

1

γ1

F (
√

γ1v) +
1

γ2

G(
√

γ2w) − 1

2
‖√γ2v −√

γ1w‖2. (14)

2

Even this result is not generally applicable: If F,G are bounded below
then the potential (14) need not be bounded below. To compensate for the
negative term for large w the functionals F,G must grow at least quadratically.
However, the result is strong enough for space dimension one.

Corollary 1. If the space dimension is m = 1 then every bounded trajectory
of (3) converges to an equilibrium.

This result could also have been concluded from the theory of cooperative
systems [7] since for m = 1 the system (3) is cooperative. Our next observa-
tions are concerned with global attractors.

Suppose it is known that the limiting system (6) has a (local or global)
attractor. We will show that, for τ small enough, the system (9) has a local
attractor as well. Let A0 denote the attractor of (6) in question. Then define

Ã0 = {(u, z) : u ∈ A0, z = h0(u)}
where h0(u) has been defined in Theorem 2. From the general theory of at-
tractors (see, e.g. Temam [18] or Robinson [16]) we obtain the following result.

Theorem 3. Assume the system (6) in R
m has a compact local or global

attractor A0. For τ > 0 small enough the system (9) in R
2m has a compact

attractor Aτ ⊂ R
2m near Ã0 in the sense that Aτ is upper semi-continuous

at Ã0 for τ = 0, i.e., limτ→0 dist (Aτ , Ã0) = 0 where

dist (X,Y ) = sup
x∈X

inf
y∈Y

‖x − y‖.

Moreover, if in addition
A0 = ∪ξ∈EWu(ξ)

where E consists of a finite number of equilibria, then the attractors are lower
semi-continuous as well, i.e. limτ→0 dist (Ã0,Aτ ) = 0.

Note that in Theorem 3 the attractor Aτ need not be a global attractor, see
the following example.

Example 5. Let m = 1, ρ1 = ρ2, f(x) = x(x − 1), g(x) = −x(x + 1). Then
the limiting system (6) reads u̇ = −u which has the compact global attractor
A0 = {0}. The coupled system (5) reads

u̇ = (−1 + τz), τ ż =
u2

4
+ (τz)2 − 2z.

From the second equation it is evident that solutions with large z(0) > 0 blow
up in finite time. But Aτ{(0, 0)} = Ã0 is an asymptotically stable node and
hence it is still a local attractor.
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3 Quiescent Phases

Probably the most interesting special case of equation (3) arises if the vector
field g vanishes. Then we can interpret w as a resting or quiescent phase. Let
the dynamics in R

m be given by

u̇ = f(u). (15)

Then the corresponding system with quiescent phase is

v̇ = f(v) − γ2v + γ1w

ẇ = −γ1w + γ2v (16)

and the second order system (7) reads τ v̈ + (1 − τf ′(v))v̇ = ρ1f(v). For
τ → 0 we recover the dynamics (15) with a different time scale. Also the
limiting system (6) recovers the original system (15) on a different time scale
u̇ = f(ρ1u).

Example 6. If the Verhulst equation u̇ = au(1−u/K) is coupled to a quiescent
phase, then the limiting equation reads

u̇ = aρ1u
(

1 − ρ1

u

K

)

.

The exponent is decreased to aρ1 and the carrying capacity is increased to
K/ρ1 saying that the population grows slower and the habitat can support a
larger population.

The equation with Allee effect u̇ = u(1 − u)(u − α), with 0 < α < 1, if
coupled to a quiescent phase, yields the limiting equation

u̇ = ρ1u(1 − ρ1u)(ρ1u − α).

The carrying capacity is increased and also the threshold.

3.1 Stabilization by Quiescent Phases

Introducing a quiescent phase does not essentially change the equilibria.

Lemma 2. The stationary points of the system (16) with quiescent phase are
essentially the same as those of the simple dynamics (15), i.e., they have the
form (v̄, (γ2/γ1)v̄) where f(v̄) = 0.

In the view of interacting particles a quiescent phase should act as a delay.
Introducing a delay into a dynamical system with negative feedback in general
causes oscillatory instability if the delay is large. But introducing a quiescent
phase does not lead to oscillatory instability, quite on the contrary, it is stabi-
lizing. This fact can be seen from the following theorem which has been proved
in [3]. In (16), with m ≥ 1, assume f(v̄) = 0. Then (v̄, w̄) with w̄ = γ2v̄/γ1 is a
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stationary state. The eigenvalues µ of f ′(v̄) and the corresponding eigenvalues
λ of the Jacobian at (v̄, w̄) are connected by the equation

ϕ(λ) ≡ λ2 + λ(γ1 + γ2 − µ) − µγ1 = 0.

We describe the relationships between these eigenvalues in detail.

Theorem 4. Let µ be an eigenvalue of the linearization of (15) at a steady
state ū. Then the linearization of (16) at (ū, γ2ū/γ1) has two corresponding
eigenvalues λ1, λ2 with <λ2 ≤ <λ1. The eigenvalues µ and λ1, λ2 are related
as follows:
(a) Let µ = α ∈ R. Then λ1, λ2 are real.
(a.i) If α < 0 then λ2 < α < λ1 < 0.
(a.ii) If α = 0 then λ2 = −(γ1 + γ2) < 0 = λ1.
(a.iii) If α > 0 then λ2 < 0 < λ1 < α.
(b) Let µ = α ± iβ, β > 0. Then <λ2 < 0.
(b.i) If α ≤ 0 then <λ1 < 0.
(b.ii) If α > 0 then <λ1 < α.
(b.iii) If α ≤ 0 and

β2 + (γ1 + γ2 + α)2 + 4αγ2 > 0 and β2(γ1 + α) + α(γ1 + γ2 + α)2 > 0,
then <λ1 < α.
(b.iv) If α > 0 and

β2 > 4αγ1 − (γ1 + γ2 − α)2 and β(γ2 − α) > α(γ1 + γ2 − α)2,
then <λ1 < 0.

With respect to the leading eigenvalue λ1 the theorem says that a zero eigen-
value is maintained while non-zero real eigenvalues maintain their sign and
move closer towards zero. For conjugate complex eigenvalues in general the
real part decreases, in particular if the imaginary part is large (in absolute
value). Purely imaginary eigenvalues are always carried into eigenvalues with
negative real parts. The property (b.i) was also proven in Neubert et al. [13].
Properties (b.iii) and (b.iv) say that if γi >> |α| and β2 is large then oscilla-
tions are damped.
A proof of Theorem 4 is given in [3].

Example 7 (Paradox of enrichment). The MacArthur-Rosenzweig model for
a prey-predator population exhibits a Hopf bifurcation when the capacity of
the prey exceeds a certain threshold. We extend the model by a quiescent
phase for the prey only. The extended system for active prey x, predators y
and quiescent prey z reads

ẋ = ax(1 − x

K
) − bxy

A + x
− γ2x + γ1z

ẏ = cy(
x

A + x
− B

B + A
)

ż = γ2x − γ1z.
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There are stationary states (0, 0, 0), (K, 0, 0) and the coexistence state (x̄, ȳ, z̄)
with x̄ = B, ȳ = (a/b)(1−B/K)(A+B), z̄ = γ2B/γ1. Notice that x̄, ȳ do not
depend on γ1, γ2. The coexistence state is feasible (positive) if B < K. In the
absence of a quiescent phase the coexistence state is stable if B > (K −A)/2
and unstable if B < (K − A)/2.

The characteristic polynomial of the Jacobian at the coexistence state is

λ3 + (γ1 + γ2 − T )λ2 + (S − Tγ1)λ + Sγ1 = 0

where

T =
aB

K(A + B)
(K − A − 2B), S =

acAB

K(A + B)2
(K − B).

Because of S > 0 the Routh-Hurwitz criterion for stability reduces to the
single inequality

(γ1 + γ2 − T )(S − γ1T ) > Sγ1. (17)

For the system with a quiescent phase we have stability for T < 0. In that
case also (17) is satisfied for any choice of γ1, γ2 > 0. On the other hand, if
T > 0 then the system can be stabilized by first choosing γ1 < S/T and then
γ2 so large that (17) is satisfied. Hence the system can be stabilized by making
the exit rate from the quiescent compartment small and the entrance rate to
that compartment large. We find that the system becomes stabilized against
oscillations when the prey has a refuge in the form of a quiescent phase.

3.2 Periodic Orbits and Quiescent Phases

We know that near a stationary point a quiescent phase tends to suppress
oscillations. Now we ask what effect a quiescent phase has on existing “large”
periodic orbits expecting that in some sense the “amplitude” is decreased or
that the periodic orbit disappears. We choose the model problem in the plane

ṙ = rg(r), ϕ̇ = 1

where g ∈ C1(R) is strictly decreasing from g(0) > 0 to negative values,
and g(r̄) = 0, g′(r̄) < 0. In cartesian coordinates the system reads, with
r2 = u2

1
+ u2

2
,

u̇1 = g(r)u1 − u2

u̇2 = g(r)u2 + u1.

We define a system with an active phase v and a quiescent phase w as before
(a system in R

4). We return to polar coordinates v = (r, ϕ), w = (ρ, ψ) and
get a four-dimensional system
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ṙ = rg(r) − γ2r + γ1ρ cos(ϕ − ψ)

ϕ̇ = 1 − γ1(ρ/r) sin(ϕ − ψ)

ρ̇ = −γ1ρ + γ2r cos(ϕ − ψ)

ψ̇ = γ2(r/ρ) sin(ϕ − ψ). (18)

Finally we introduce the displacement angle θ = ϕ − ψ and get a three-
dimensional system

ṙ = rg(r) − γ2r + γ1ρ cos θ

θ̇ = 1 − (γ1(ρ/r) + γ2(r/ρ)) sin θ

ρ̇ = −γ1ρ + γ2r cos θ. (19)

For this system we prove the following result.

Theorem 5. Consider the model problem (19). Define β̄ = β̄(γ1, γ2) as the
unique positive solution of the cubic equation

β(β − γ2 − γ1)
2 + β − γ2 = 0, (20)

and let κ̄ be the unique positive solution of the equation

γ2

1

γ2

2

κ +
κ

(γ1κ + γ2)2
= 1. (21)

If g(0) > β̄ then let R be defined by g(R) = β̄. In this case the system has a
periodic orbit with constant radius r = R < r̄, whereby ρ = Rκ̄. If g(0) ≤ β̄
then there is no such orbit.

Proof. We look for a solution of (19) along which r, ρ and θ are constant.
Then the time derivatives are zero and we have three equations for r, ρ, θ.
From the last two equations we find

cos θ =
γ1ρ

γ2r
, sin θ =

(

γ1

ρ

r
+ γ2

r

ρ

)−1

and hence we get two equations for r and κ = (ρ/r)2,

g(r) − γ2 +
γ2

1

γ2

κ = 0, (22)

and (21). If κ runs from 0 to ∞ then the left hand side of (21) is strictly
increasing from 0 to ∞. Hence there is a unique solution κ̄ > 0 which depends
only on γ1 and γ2. Furthermore the left hand side of (21) is greater than 1 at
κ = γ2

2
/γ2

1
, hence we have

κ̄(γ1, γ2) <
γ2

2

γ2

1

. (23)
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Now κ̄ has been determined and equation (22) becomes g(r) = β̄ whereby

β̄ = γ2 −
γ2

1

γ2

κ̄(γ1, γ2).

We have β̄ > 0 in view of (23).
Now we express κ̄ in terms of β̄ which gives κ̄ = (γ2 − β̄)γ1/γ2

1
, we insert

this expression into (21), and get an equation for β̄ in terms of γ1, γ2 which
is (20). This equation has a unique positive solution.

Now there are two cases.
Case 1: g(0) > β̄. Then there is a unique value R with g(R) = β̄. Determine
θ̄ from

cos θ̄ = (γ1/γ2)
√

κ̄, (γ1

√
κ̄ + γ2(1/

√
κ̄)) sin θ̄ = 1.

Finally go back to (18) and find a solution r = R, ρ =
√

κ̄R, ϕ̇ = ψ̇ =
1 − γ1

√
κ̄ sin θ̄. The equation (21) for κ = κ̄ ensures that indeed ϕ̇ = ψ̇. The

period of the orbit is T = 2π(γ1κ̄/γ2 + 1).
Case 2: g(0) ≤ β̄. Then the equation g(r) = β̄ has no solution. ut

3.3 Global Behavior of Systems with Quiescent Phases

We further explore the connection between (15) and (16). If (15) has a compact
global attractor then one can ask whether (16) has a compact global attractor.
Such a general result is perhaps not true. We show a weaker result using the
Lyapunov function vT v. Even for space dimension 1 the problem of global
existence is not trivial.

Lemma 3. Let m = 1. Assume that all solutions of (15) exist for all times
t ≥ 0. Then all solutions of (16) exist for all positive times.

Proof. Assume that (v, w) → ∞ in finite time. Then v → ∞ in finite time.
For if v would stay bounded then w would be bounded in finite time (vari-
ation of constants applied to the second equation of (16)). Since the system
is cooperative, the tangent vector (v̇, ẇ) can switch the orthant at most once
and eventually stays in one of the four orthants [7]. We distinguish several
cases according to the orthant.
Case 1: v̇ ≥ 0, ẇ ≥ 0. Let v → ∞ in finite time. Then γ1v − γ2w ≥ 0 and
v̇ ≤ f(v). Hence v(t) ≤ u(t) where u is the solution of (15) with the same
initial value. Hence u → ∞ in finite time which is a contradiction.
Case 2: v̇ ≥ 0, ẇ < 0. Let v go to infinity in finite time. From

ẇ(t) =

(

γ2v(0) − γ1w(0) + γ2

∫ t

0

eγ1sv̇(s)ds

)

e−γ1t

it follows that ẇ becomes eventually positive. Hence this case is impossible.
The preceding formula follows easily from ẅ = γ2v̇ − γ1ẇ, but it holds also if
w is only C1.
The other two orthants are treated similarly, v̇ ≤ 0, ẇ ≤ 0 as in case 1, v̇ ≤ 0,
ẇ ≥ 0 as in case 2. ut
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We do not know whether a similar statement holds in several dimensions.
However, we show the following:

Theorem 6. Let vT f(v) < 0 hold for large ‖v‖. Then for any choice of
γ1, γ2 > 0 the system (16) has a compact global attractor.

Proof. We show that for some large R the ball γ2v
2 +γ1w

2 ≤ R2 is positively
invariant. We write v2 = vT v. Along trajectories of (16) we have

1

2

d

dt
(γ2v

2 + γ1w
2) = γ2v

T f(v) − (γ2v − γ1w)T (γ2v − γ1w).

Choose r > 0 such that vT f(v) < 0 for ‖v‖ ≥ r. Choose m > 0 such that
vT f(v) ≤ m for ‖v‖ ≤ r. Finally choose R >

√

(
√

γ2m + γ2r)2/γ1 + γ2r2. We
want to show 1

2
d/dt(γ2v

2 + γ1w
2) < 0 for γ2v

2 + γ1w
2 ≥ R2. Let (v, w)

such that γ2v
2 + γ1w

2 ≥ R2.
Case 1: ‖v‖ ≥ r. Then vT f(v) < 0 by assumption and hence the desired
inequality is evident.
Case 2: ‖v‖ < r. From γ2v

2 + γ1w
2 ≥ R2 it follows that

w2 ≥ 1

γ1

(R2 − γ2v
2) ≥ 1

γ1

(R2 − γ2r
2)

and the right hand side is positive by assumption on R. Hence

‖w‖ ≥ 1√
γ1

√

R2 − γ2r2,

‖γ1w − γ2v‖ ≥ γ1‖w‖ − γ2‖v‖ ≥ √
γ1

√

R2 − γ2r2 − γ2r.

Finally
1

2

d

dt
(γ2v

2 + γ1w
2) ≤ γ2m − [

√
γ1

√

R2 − γ2r2 − γ2r]
2

which is negative by the assumption on R. ut

Corollary 2. Let the space dimension be m = 1. If the original system (15)
has a bounded global attractor then for any choice of γ1, γ2 the system with
a quiescent phase (16) has a bounded global attractor. This global attractor
consists of the stationary states and their unstable manifolds.

Proof. In space dimension 1 the condition vf(v) < 0 for large |v| is necessary
and sufficient for the existence of a global attractor. The remainder of the
proof follows from Theorem 6. ut
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4 Proof of Theorem 1

The difference uδ − u satisfies

u̇δ − u̇ = χ(t/δ)f(uδ) + (1 − χ(t/δ))g(uδ) − ρ1f(u) − (1 − ρ1)g(u)

= χ(t/δ)f(uδ) + (1 − χ(t/δ))g(uδ) − χ(t/δ)f(u) − (1 − χ(t/δ))g(u)

+ χ(t/δ)f(u) + (1 − χ(t/δ))g(u) − ρ1f(u) − (1 − ρ1)g(u)

= χ(t/δ)(f(uδ) − f(u)) + (1 − χ(t/δ))(g(uδ) − g(u))

+ (χ(t/δ) − ρ1)(f(u) − g(u)).

We integrate

uδ(t) − u(t) =

∫ t

0

[χ(s/δ)(f(uδ) − f(u)) + (1 − χ(t/δ))(g(uδ) − g(u))]ds

+

∫ t

0

(χ(s/δ) − ρ1)(f(u) − g(u))ds + uδ(0) − u(0)

and get a first estimate

‖uδ(t) − u(t)‖ ≤ ‖uδ(0) − u(0)‖ + 2M

∫ t

0

‖uδ − u‖ds

+ ‖
∫ t

0

(χ(t/δ) − ρ1)φ(s)ds‖ (24)

where φ is the fixed continuous vector function φ(s) = f(u(s))− g(u(s)). The
other factor in the integral is a scalar function which is rapidly oscillating
around zero. Hence the integral should be small. It is sufficient to show this
for the case where φ is a scalar function.

Let ε > 0 be given. Choose a step function ψ(s) with finitely many steps
such that

|φ(s) − ψ(s)| < εe−2MT /2

for 0 ≤ s ≤ T . Let N = N(ε) be the number of steps, let the N step intervals
be denoted by Ik, k = 1, . . . , N , and the values of the step function by ψk.

Then choose t ∈ [0, T ] fixed. Let N ′ ≤ N be the largest number such that
Ik ∩ [0, T ) 6= ∅ for k = 1, . . . , N ′, and let I ′k = Ik ∩ [0, t]. Of course I ′k = Ik for
k < N ′. Then we have

∫ t

0

(χ(s/δ) − ρ1)ψ(s)ds =

N ′

∑

k=1

∫

I′

k

(χ(s/δ) − ρ1)dsψk.

Consider the k-th step. The length of the k-th interval can be expressed in
multiples of δ as |I ′k| = nkδ + rk with 0 ≤ rk < δ. Since the integral of
χ(s/δ)− ρ1 over an interval of length δ vanishes, from the k-th term remains
only an integral over an interval of length rk which can be estimated by
rk|ψk| ≤ δ2M . Hence
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|
∫ t

0

(χ(s/δ) − ρ1)ψ(s)ds| ≤ 2MN ′δ ≤ 2MNδ.

Now choose δ0 such that
4MNe2MT δ0 < ε.

Then

|
∫ t

0

(χ(
s

s
) − ρ1)ψ(s)ds| ≤ εe−2MT /2

for all δ < δ0 and hence (returning to the vector case)

‖
∫ t

0

(χ(s/δ) − ρ1)φ(s)ds‖ ≤ εe−2MT

for all δ < δ0. From (24) we find

‖uε(t) − u(t)‖ ≤ ‖uε(0) − u(0)‖ + 2M

∫ t

0

‖uε − u‖ds + εe−2MT . (25)

A Gronwall argument gives

∫ t

0

‖uε(s) − u(s)‖ds ≤ ‖uε(0) − u(0)‖ + εe−2MT

2M
(e2MT − 1).

Introduce this expression into (25) and get

‖uε(t) − u(t)‖ ≤ ‖uε(0) − u(0)‖e2MT + ε.

Hence, for uε(0) = u(0) we get for 0 ≤ t ≤ T

‖uε(t) − u(t)‖ ≤ ε

which shows uniform convergence for ε → 0.
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