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Abstract. Let $G$ be an Abelian topological group, $P(n) = A_k n^k + \cdots + A_0$, $A_j \in \mathbb{Z}$, $A_k > 0$, $f : \mathbb{N}_0 \to G$ be a $q$-additive function. It is proved that $\lim f(P(n)) = \alpha$ implies that $f$ is a very special function.

1. Introduction

Let $q \geq 2$, $q \in \mathbb{N}$, $A = \{0, 1, \ldots, q - 1\}$, $G$ be an additively written Abelian group. Let $\varepsilon_j(n)$ be the sequence of the digits in the $q$-ary expansion of $n$, i.e.

\begin{equation}
    n = \varepsilon_0(n) + \varepsilon_1(n)q + \cdots, \quad \varepsilon_j(n) \in A.
\end{equation}

Let $\mathbb{N}_0$ be the set of non-negative integers. $(a, b)$ denotes the greatest common divisor of $a$ and $b$.

We say that $f : \mathbb{N}_0 \to G$ is a $q$-additive ($G$-valued) arithmetical function, if $f(0) = 0$ and

\begin{equation}
    f(n) = \sum_{j=0}^{\infty} f(\varepsilon_j(n)q^j)
\end{equation}

is satisfied for every $n \in \mathbb{N}_0$.
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Since \( \epsilon_j(n) = 0 \) for all but finitely many \( j \), thus the right hand side of (1.2) is considered as a finite sum.

Let \( A_q(G) \) be the class of \( q \)-additive functions.

In a recent paper [1] Indekeufer and Kátai proved that there exists an absolute constant \( c_1 \) with the following property: if \( f(p) = \text{constant} \) on the set of primes with the possible exception of a subset of relative density 0, then there is an integer \( k \in [1, c_1] \) such that \( kf(nq) = 0 \) for every \( n \in \mathbb{N}_0 \).

The conjecture of Gelfond that for the sum of digit function \( \alpha(n) = \sum \epsilon_j(n) \) the sequence \( \alpha(p) \) on the set of primes contains infinitely many odd, and even values remains open. The above result is an affirmative assertion in this direction.

The problem is interesting for another subsets of the integers, e.g. for polynomial values.

In this paper we shall prove

**Theorem 1.** Let \( P(n) = A_k n^k + \cdots + A_1 n + A_0 \), where \( A_j \in \mathbb{N}_0 \) \( (j = 0, \ldots, k) \ A_k > 0 \). Let \( G \) be an Abelian topological group, \( f \in A_q(G) \) with the property that

\[
\lim_{n \to \infty} f(P(n)) = \alpha,
\]

with some \( \alpha \in G \).

Then \( f(P(n)) = f(P(0)) \) \( (n \in \mathbb{N}_0) \) and there exists an integer \( v \in \mathbb{N}_0 \) such that \( f(nq^v) = nf(q^v) \) for \( n \in \mathbb{N}_0 \).

Let \( \Delta \) be the largest common divisor of the values \( \{A_k m^k + \cdots + A_1 m \mid m \in \mathbb{N}_0 \} \). Let \( \Delta_1 \) be the largest divisor of \( \Delta \) which is coprime to \( q \). Let \( D_1 \) be the largest divisor of \( k!A_k \) which is coprime to \( q \).

If \( (D_1, \Delta_1) = 1 \) then there exists an integer \( M(\geq 0) \) such that \( f(bq^n) = 0 \) for every \( b \in A \) and \( n \geq M \).

**Remark.** In the special case \( P(n) = n^k \) we have that \( f(bq^n) = 0 \) for every large \( u \), and \( b \in A \).

In what follows let \( B \subseteq \mathbb{N}_0, G \) be a compact Abelian group, and \( f \in A_q(G) \) be such that the set \( E \) of limit points of the sequence \( \{f(d) \mid d \in B \} \) contains only finitely many elements.

Assume that \( B = \{P(n) \mid n \in \mathbb{N}_0 \}, P(x) = A_k x^k + \cdots + A_1 x + A_0, \ A_\nu \in \mathbb{N}_0, A_k > 0 \) . We expect that under the above assumptions there exist suitable \( D \in \mathbb{N}, u \in \mathbb{N}_0 \) such that \( Df(nq^u) = 0 \) \( (n \in \mathbb{N}_0) \). Here we prove it for \( P(n) = n^2, q = \text{odd} \).
Theorem 2. Let \(q\) be odd, \(q \geq 2\). Let \(f \in A_q(G)\), and assume that \(\{f(n^2) \mid n \in \mathbb{N}_0\}\) is a finite set. Then there exist integers \(D \geq 1, R \geq 0\) such that \(Df(nq^R) = 0\) for every \(n \in \mathbb{N}_0\).

Theorem 3. Let \(q\) be odd, \(q \geq 3\). Let \(f \in A_q(G)\), and assume that the set \(E\) of the limit points of \(\{f(n^2) \mid n \in \mathbb{N}_0\}\) is a finite set. Then \(Df(nq^R) = 0\) with some integers \(D \geq 1, R \geq 0\).

2. Lemmata

Lemma 1. Let \(q \geq 2\), \(D, Y \in \mathbb{N}\), \((D, q) = 1\), \(Y > 6D\), \(Y_1 = \left\lfloor \frac{Y}{3} \right\rfloor\). Assume that \(f \in A_q(G)\), and that

\[(2.1) \quad f(nD) = 0 \quad \text{for} \quad n \in [0, qY - 1].\]

Then \(f(h) = hf(1)\) whenever \(h < qY_1\). Furthermore, \(Df(1) = 0\).

PROOF. Let \(T \in \mathbb{N}\) be defined such that \(Dq^T < qY\).

Assume that \(n_1, n_2 < q^T\), \(n_1, n_2 \in \mathbb{N}_0\) and that \(n_1 \equiv n_2 \pmod{D}\). Then we can find some \(u \in [0, D - 1]\) by which \(n_j = n_j + u \cdot q^T (j = 1, 2)\) are multiples of \(D\). Since \(m_j < Dq^T < q^T\), from the assumption (2.1) we obtain that \(0 = f(m_j) = f(n_j) + f(u \cdot q^T)\), whence the assertion

\[(2.2) \quad f(n_1) = f(n_2) \quad \text{if} \quad n_1 \equiv n_2 \pmod{D}, \quad n_1, n_2 < q^T\]

immediately follows.

Let \(T = 2Y_1 + \varphi(D) + 2\). Then \(Y_1 < T - Y_1 - \varphi(D)\), and there is some integer \(k\) for which \(Y_1 \leq k\varphi(D) < T - Y_1\). Furthermore, \(Dq^T < q^Y\). Let \(u, v \in [0, q^{Y_1 - 1} - 1]\). By the Euler-Fermat theorem \(q^{k\varphi(D)} \equiv 1 \pmod{D}\), therefore by (2.2) we get

\[(2.3) \quad f(u + v) = f(u) + f(v \cdot q^{k\varphi(D)}) = f(u) + f(v).\]

The assertion of Lemma 1 immediately follows. \(\square\)
Lemma 2. Let \( q \geq 2, D = D_1 \cdot D_2 \), where \( (D_1, q) = 1 \) and all the prime factors of \( D_2 \) divide \( q \). Let \( u \in \mathbb{N}_0 \) be defined so that \( D_2 \mid q^u \). Let \( Z > 6D_1, Z_1 = \left\lfloor \frac{Z}{3} \right\rfloor, Y = Z + u - \left\lfloor \frac{\log D_2}{\log q} \right\rfloor \).

Assume that \( f \in \mathcal{A}_q(G) \) and that

\[
(2.4) \quad f(nD) = 0 \quad \text{for } n \in [0, q^Y - 1].
\]

Then \( f(nq^u) = nf(q^u) \) holds for every \( n < q^{Z_1} \). Furthermore, \( D_1 f(q^u) = 0 \).

Proof. Let \( f_h(n) := f(nq^h) \ (h \in \mathbb{N}_0) \). Then \( f_h \in \mathcal{A}_q(G) \) for every \( h \).

From (2.4) we have that

\[
0 = f\left( \nu \cdot \frac{q^u}{D_2} D \right) = f_u(D_1 \nu), \quad \text{if } \nu < q^{Z_1}.
\]

Thus Lemma 2 is a direct consequence of Lemma 1.

3. Proof of Theorem 1

Assume that the conditions are satisfied.

Let \( \ell \in \mathbb{N}_0 \) be fixed. We have

\[
(3.1) \quad P(x + \ell) = B_\ell^{(0)} + B_\ell^{(1)} x + \cdots + B_\ell^{(k)} x^k,
\]

where

\[
B_\ell^{(0)} = P(\ell), \quad B_\ell^{(1)} = \frac{P'(\ell)}{1!}, \ldots, \quad B_\ell^{(k)} = \frac{P^{(k)}(\ell)}{k!}, \quad B_\ell^{(k)} = A_k.
\]

Let \( \varepsilon \) be a small positive number, \( R_k, \ldots, R_0 \) be such a subsequence of positive integers for which \( R_k < \varepsilon R_{k-1} < \cdots < \varepsilon^k R_0 \) holds. Let \( m_k \) be run over the set of integers up to \( q^{\varepsilon R_k} \). We define

\[
m_{k-1} = 1 + m_k \cdot q^{R_k}, \quad m_{k-2} = 1 + m_{k-1} q^{R_k-1}, \ldots, \quad m_0 = 1 + m_1 q^{R_1}.
\]

Let \( \beta := f(B_\ell^{(0)}) - f(B_0^{(0)}) = f(P(\ell)) - f(P(0)) \).

If \( \varepsilon \) is small and \( R_k \) is large, then

\[
(3.2) \quad B_j^{(j_0)} m_j^{j_0} < q^{R_k} \quad (j_0 = 0, \ldots, k - 1),
\]
and from
\[ P(\ell + m_0 q^{R_0}) = \sum_{j_0=0}^{k} B^{(j)}_{\ell} m_0^{j_0} q^{j_0 R_0}, \]
we have
\[ f(P(\ell + m_0 q^{R_0})) = \sum_{j_0=0}^{k} f(B^{(j_0)}_{\ell} m_0^{j_0} q^{j_0 R_0}). \]

Writing this formula with \( \ell = 0 \) as well, observing that \( B^{(k)}_{\ell} = B^{(k)}_{0} \), subtracting, we deduce that
\[
(3.3) \quad f(P(\ell + m_0 q^{R_0})) - f(P(m_0 q^{R_0}))
= \sum_{j_0=0}^{k} (f(B^{(j_0)}_{\ell} m_0^{j_0} q^{j_0 R_0}) - f(B^{(j_0)}_{0} m_0^{j_0} q^{j_0 R_0})) = \sum_{j_0=1}^{k-1} + \beta.
\]

The left hand side tends to zero as \( m_0 q^{R_0} \to \infty \). Let \( A_0(m_0 \mid R_0) \) be the sum \( \sum_{j_0=1}^{k-1} \) on the right hand side of (3.3).

If \( k = 1 \), then this sum is empty, \( \beta = 0 \).

We may assume that \( k > 1 \). We have that \( A_0(m_0 \mid R_0) \to -\beta \) as \( R_k \to \infty \).

Since
\[ m_0^{j_0} = \sum_{j_1=0}^{j_0} \binom{j_0}{j_1} m_1^{j_1} q^{j_1 R_1}, \]
\[ A_0(1 + m_1 q^{j_1 R_1} \mid R_0) = A_0(1 \mid R_0) + A_0(m_1 q^{j_1 R_1} \mid R_0) + A_1(m_1 \mid R_0, R_1), \]
where
\[ A_1(m_1 \mid R_0, R_1) = \sum_{j_0=2}^{k-1} \sum_{j_1=1}^{j_0-1} \left( f\left( B^{(j_0)}_{\ell} m_1^{j_1} q^{j_1 R_1+j_0 R_0} \right) - f\left( B^{(j_0)}_{0} m_1^{j_1} q^{j_1 R_1+j_0 R_0} \right) \right). \]
For \( R_k \to \infty \) we have \( A_1(m_1 \mid R_0, R_1) \to \beta \). We can continue this process. We obtain that

\[
A_1(m_1 \mid R_0, R_1) = A_1(1 \mid R_0, R_1) + A_1(m_2q^{R_2} \mid R_0, R_1) \\
+ A_2(m_2 \mid R_0, R_1, R_2),
\]

where

\[
A_2(m_2 \mid R_0, R_1, R_2) = \sum_{j_0=3}^{k-1} \sum_{j_1=2}^{j_0-1} \sum_{j_2=1}^{j_1-1} (f(\xi_{\ell}(j_0, j_1, j_2)) - f(\xi_0(j_0, j_1, j_2))),
\]

and

\[
\xi_1(j_0, j_1, j_2) = B_{\ell}^{(j)} \left( \begin{array}{c} j_0 \\ j_1 \\ j_2 \end{array} \right) m_2^{j_2} q^{j_2R_2+j_1R_1+j_0R_0} \quad (\ell := \ell, 0).
\]

Furthermore, \( A_2(m_2 \mid R_0, R_1, R_2) \to -\beta \) as \( R_k \to \infty \).

Defining \( A_h(m_h \mid R_0, \ldots, R_h) \) similarly, it tends to \(-(-1)^h \beta\). The largest exponent of \( m_h \) occurring in the definition of \( A_h(\cdot) \) is \( k - (h + 1) \).

We have

\[
A_{k-1}(m_{k-1} \mid R_0, \ldots, R_{k-1}) = f \left( B_{\ell}^{(k)} \left( \begin{array}{c} k-1 \\ 1 \end{array} \right) m_{k-1} q^{\sigma_k} \right) - f \left( B_{0}^{(k)} \left( \begin{array}{c} k \\ k-1 \end{array} \right) m_{k-1} q^{\sigma_k} \right),
\]

where \( \sigma_k = R_{k-1} + 2R_{k-2} + \cdots + kR_0 \).

The right hand side is clearly 0, otherhand it tends to \(-(-1)^{k-1} \beta\), i.e. \( \beta = 0 \).

Thus we proved that \( f(P(\ell)) = f(P(0)) \) for every \( \ell \in \mathbb{N}_0 \). Thus

\[
(3.4) \quad f(A_0) = f(P(0)) = f(P(m_0q^{R_0})) \\
= f(A_0) + f(A_1m_0q^{R_0}) + \cdots + f(A_Rm_0^Rq^{kR_0}),
\]

and so

\[
\sum_{j_0=1}^{k} f(A_{j_0}m_0^{j_0}q^{j_0R_0}) = 0.
\]

Repeating the above argument we deduce that \( f(A_kk!m_1q^{\sigma_R}) = 0 \) as \( m < q^{cR_k} \).

We shall apply now Lemma 2 with \( D = k!A_k \) and with \( f_{\sigma_k} \) instead of \( f \), where \( f_{\ell}(m) := f(mq^{\ell}) \). For each integer \( T > 0 \) there exists a bound \( c_0 \) such that if \( R_k > c_0 \), then for every \( n < q^T \), \( f_{\sigma_k}(nq^{u}) = nf(q^{u+c_k}) \) for every \( n \in [0, q^T - 1] \).
Here \( u \) is the integer defined in Lemma 2. Since \( \sigma_k \) takes on each large integer values when \( R_k, \ldots, R_0 \) run over all appropriate sequences, we obtain that there is a fixed \( v \) such that

\[
(3.5) \quad f(nq^v) = nf(q^v) \quad (n \in \mathbb{N}_0).
\]

Furthermore \( D_1 f(q^v) = 0 \).

Let us write \( m, R \) instead of \( m_0, R_0 \) into (3.4), and assume that \( R \) is large. By using (3.5), we deduce that

\[
0 = \sum_{j=1}^{k} f(A_j m^j q^{iR}) = \left( \sum_{j=1}^{k} A_j m^j q^{jR-v} \right) f(q^v)
\]

i.e.

\[
(3.6) \quad mq^{R-v}(A_1 + A_2 mq^R + \cdots + A_k m^{k-1} q^{(k-1)R}) f(q^v) = 0.
\]

Let \( \delta \) be the order of \( f(q^v) \). Then \( \delta \mid D_1, (\delta, q) = 1 \). Let \( R \) be a multiple of \( \varphi(\delta) \), \( R = j \varphi(\delta) \). Then \( q^{\delta R} \equiv 1 \pmod{\delta} \), thus \( \delta \mid A_1 m + A_2 m^2 + \cdots + A_k m^k \) for every \( m \in \mathbb{N}_0 \). Thus \( \delta \mid \Delta_1 \), and from \( (\Delta, D_1) = 1 \) we infer that \( \delta = 1 \).

The proof of the theorem is finished.

4. Proof of Theorem 2

Let \( B = \{\beta_1, \ldots, \beta_\alpha\} = \{f(n^2) \mid n \in \mathbb{N}\} \). Let \( B_0 \subseteq B \) be the subset of those \( \beta_\nu \) which have finite order, and let \( D_1 \) be the least common multiple of their orders. Then, by \( f_1(n) := D_1 f(n), f_1 \in A_q(G) \), and

\[
\mathcal{D} := \{f_1(n^2) \mid n \in \mathbb{N}_0\}
\]

is a finite set, it contains zero, all the other elements are of infinite order. It is enough to prove the assertion for \( f_1 \) instead of \( f \).

Let \( 0 \leq m < q^6/2 \), \( s \in \mathbb{N}, n = 1 + m \cdot q^s \). Then \( f_1(n), f_1(1), f_1(m^2 q^{2s}) \in \mathcal{D} \), thus \( f_1(n^2) = f_1(1) + f_1(m^2 q^{2s}) + f_1(2mq^s) \), consequently \( f_1(2mq^s) \) belongs to the finite set

\[
\mathcal{E} = (\mathcal{D} + \mathcal{D}) - \mathcal{D}.
\]
Arguing, as in the proofs of Lemma 1 and 2, we obtain that there exists a finite set \( \mathcal{F} \) such that

\[
(4.1) \quad f_1(mq^S) \in \mathcal{F},
\]

if \( S > S_0 = a \) constant, and \( (1 \leq) m < \frac{q^{s-1}}{\beta} < q^{s-3} \).

Let \( \mathcal{F}_1 \subseteq \mathcal{F} \) be the set of elements having finite order, and \( \mathcal{D}_2 \) be the least common multiple of their orders. Let \( f_2(n) = D_2 f_1(n) \). Let \( \mathcal{F}_2 := \{0\} \cup (\mathcal{F} \setminus \mathcal{F}_1) \).

To finish the proof it is enough to show that either \( \mathcal{F}_2 = \{0\} \), or for every \( 0 \neq \beta \in \mathcal{F}_2 \) the set \( \{bq^t \mid b \in A, t \in \mathbb{N}_0, f_2(bq^t) = \beta\} \) is finite.

Assume indirectly that there exists some \( 0 \neq \beta \in \mathcal{F}_2 \) for which \( f_2(bvq^{t_\nu}) = \beta \) (\( \nu = 1, 2, \ldots \)) \( \ell_1 < \ell_2 < \ldots \). From (4.1) we obtain that for some of order \( S > S_0 \) the interval \( [S, 2S-4] \) does not contain more than \( \text{card}(\mathcal{F}_2) \) elements.

Indeed, if

\[
S \leq \ell_u < \ell_{u+1} < \cdots < \ell_{u+T} < 2S - 4,
\]

then applying (4.1) with

\[
m_r = b_uq^{\ell_{u}-S} + \cdots + b_{u+r}q^{\ell_{u+r-1}-S} \quad (r = 0, \ldots, T)
\]

\( f_2(m_rq^S) = r\beta \in \mathcal{F} \). Since the order of \( \beta \) is infinite, therefore \( r_1 \beta \neq r_2 \beta \)

if \( r_1 \neq r_2 \), thus \( T + 1 \leq \text{card}(\mathcal{F}) \).

Let \( M \geq 2 \) be an integer, \( 1 \leq \nu < q^{M-1} \), \( \mu = 1 + \nu q \). It is easy to show that for every \( \nu \) there exists such an \( n_\nu < q^M \) for which \( n_\nu \equiv \mu \) (mod \( q^M \)). Let \( t_{\nu} \) be defined from the equation \( n_\nu^2 = \mu + q^M t_{\nu} \).

Let \( \ell_{u+1} < M \leq \ell_{u+2} \),

\[
u_j = b_2q^{\ell_{u} - 1} + \cdots + b_{j+2}q^{\ell_{u+j+2} - 1} \quad (j = 0, \ldots, u - 1)
\]

\[
\mu_j = 1 + \nu_j q.
\]

Then \( n_{\nu_j}^2 = \mu_j + q^M t_{\nu_j} \),

\[
(4.2) \quad f_2(n_{\nu_j}^2) = (j + 1)\beta + f_2(q^M t_{\nu}) \quad (j = 0, \ldots, u - 1).
\]

Observe that \( f_2(q^M t_{\nu}) \) belongs to the set \( \mathcal{F} \setminus \mathcal{F} \) for large \( M \). Indeed, if we write \( t_{\nu} = t_{\nu}^{(0)} + qHt_{\nu}^{(1)} \), \( H = [\frac{M}{2}] \), \( 0 \leq t_{\nu}^{(0)} < q^H \), \( 0 \leq q^{M-H} \), then \( f_2(q^M t_{\nu}) = f_2(q^M t_{\nu}^{(0)}) + f_2(q^{H}t_{\nu}^{(1)}) \) and both summands belongs to \( \mathcal{F} \).

From (4.2) we deduce that \( (j + 1)\beta \) \( (j = 0, \ldots, u - 1) \) belongs to a

finite set. Thus for \( M \to \infty \) the variable \( u \) should be bounded.

The proof is completed.
5. Proof of Theorem 3

Theorem 3 is an easy consequence of Theorem 2. We shall use the following notation: For some fixed \( \ell \) consider the sequences

\[
\xi_{m,R} = 1 + \ell mq^R, \quad \eta_{m,R} = \ell + mq^R
\]

for such values of \( m, R > 0 \) for which \( 2\ell m < q^R, \ell^2 < q^2 R \) hold true.

Then

\[
f(\xi_{m,R}^2) = f(1) + f(2\ell mq^R) + f(\ell^2 m^2 q^{2R})
\]

\[
f(\eta_{m,R}^2) = f(\ell^2) + f(2\ell mq^R) + f(m^2 q^{2R}),
\]

whence

\[
f(\ell^2) - f(1) = f(\eta_{m,R}^2) - f(\xi_{m,R}^2) - f(m^2 q^{2R}) + f(\ell^2 m^2 q^{2R}).
\]

Each summand tend to \( \mathcal{E} \) as \( mq^R \to \infty \), thus

\[
f(\ell^2) - f(1) \in \mathcal{E} - \mathcal{E} - \mathcal{E} + \mathcal{E}.
\]

Consequently \( f(\ell^2) \) belongs to the finite set \( f(1) + \mathcal{E} + \mathcal{E} - (\mathcal{E} + \mathcal{E}) \), Theorem 2 can be applied.
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