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This work presents the analysis of the flow resulting from the flat plate impact on
the surface of an incompressible viscous liquid at zero deadrise angle—of particular
interest is the flow structure near the plate edge, r → 0, evolving at early times,
t → 0. The deduced mathematical formulation proves to be of a singular perturbation
type with the underlying governing equations having a linear structure. The key
goals here are to elucidate the effects of viscosity and surface tension, which turn
out to contribute to the solution at the leading order, and to resolve both t → 0 and
r → 0 limit singularities in the classical pressure-impulse theory. In the course of
construction of the solution, first the standard assumptions behind the existence of
the inviscid approximation are revisited, which leads to correcting the previously
known interpretation of the self-similarity of the classical inviscid solution near the
plate edge. Second, new scalings of the solution structure near the plate edge are
determined, with which the viscous solution near the edge is constructed analytically
and matched to the inviscid one. Finally, the analysis of both the Stokes and inviscid
limits of this uniformly valid solution allows us to uncover the scalings for the early
time-evolution of ejecta—a jet forming during the impact—as well as to clarify the
applicability of the Kutta-Joukowsky condition used in previous studies. C© 2014 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4878843]

I. INTRODUCTION

The water impact problem has a long history1, 2 and goes back to a number of seminal studies
which shaped the current theory. First, it is worth mentioning the studies by Joukowsky on the impact
between two spheres, one of which is half submerged in liquid,3 and of sea plane landing in 1898
also by Joukowsky4 as well as by von Karman.5 Later, Wagner6 developed irrotational inviscid flow
models for the impact loads and dynamics, and Sedov7, 8 laid out the impact theory in its classical
form where motions with discontinuous changes in the velocity field are considered. Motivation
for the problem also came from its relevance to other applications such as slamming of ships9, 10 to
characterize structural and dynamic responses and impact of water waves on coastal structures.11, 12

One of the key aspects of the water impact problem is the formation of ejecta—the upward directed
ejected liquid. In general, being formed during the very early times of the impact, when the highest
force loads are experienced, and having much higher velocity than that of the impacting solid, the
ejecta represents a fundamentally interesting phenomenon since it appears as a singularity caused
by the sudden impact in time and sudden change in space in the boundary conditions from no-slip
at the solid to no-shear at the free surface, cf. Figure 1. From a practical point of view, the ejecta is
responsible for the fluid splash during the impact, which is sometimes an unwanted phenomenon in
various applications.

While ejecta arises in many other impact problems, e.g., impact of solids of other shapes,13, 14

liquid drops,15 impact on liquid bodies of varying depth,16, 17 for the sake of precision and because
of the direct relevance to the present study, below we will mention only the works concerning the
impact of a flat plate (disk) on deep water at zero deadrise angle. On the experimental side, the

a)Present address: Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta T6G 2G1, Canada.

1070-6631/2014/26(5)/052105/23/$30.00 C©2014 AIP Publishing LLC26, 052105-1

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

106.114.80.153 On: Fri, 30 May 2014 13:33:22

http://dx.doi.org/10.1063/1.4878843
http://dx.doi.org/10.1063/1.4878843
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4878843&domain=pdf&date_stamp=2014-05-30


052105-2 R. Krechetnikov Phys. Fluids 26, 052105 (2014)

FIG. 1. Plate impact problem.

problem received wide attention.13, 17–19 On the theoretical side, the problem was studied by both
analytical and numerical20 means. But, as noted by Korobkin,21 because of the complexity of the
liquid-solid impact phenomenon all available theoretical models of the impact are limited in their
validity, with limitations of numerical models being much stronger than that of theory. Therefore,
analytical models are indispensable in predicting the evolution of the impact process. Historically,
the problem of a plate impact on water surface was tackled with conformal mapping techniques14, 22

and asymptotic methods21 for both incompressible22, 23 and compressible24–26 liquids, to mention a
few.

These previous studies formed the following view on the formation of ejecta. To make the
discussion specific, let us follow the classical formulation27 shown in Figure 1 and consider
the two-dimensional problem of the impact of an infinitely thin plate of width 2 l and mass m
on the interface between a semi-infinite body of a quiescent incompressible fluid 1 of density ρ0 and
inertialess and inviscid phase 2; the latter condition allows one to avoid the air-cushion effect—air
trapped between the plate and the fluid surface, which has been studied extensively.18, 28, 29 Since
in this work we are interested in the flow structure, but not the loads, without loss we will assume
that m = ∞, which entails that the speed of the plate does not change between before and after the
impact event at t = 0, V−0 = V+0 ≡ V0. As formally argued in the classical texts,22, 23, 27, 30 based
on physical considerations, if the question is to predict the fluid velocity distribution right after the
impact moment, t = +0, then the fluid viscosity and vorticity31 can be neglected. Indeed, if there
are no mass impulsive forces, then neither convective nor viscous terms can balance the dominant
time-derivative, ∂v/∂t , but only the sudden pressure gradients can balance this change in fluid
motion:

∂v
∂t

= − 1

ρ
∇ p. (1)

Then the fluid incompressibility, ∇v = 0, implies that the pressure p is a harmonic function, �p
= 0, and thus the fluid motion is potential right after the impact with v = ∇φ, where φ is the usual
velocity potential, also a harmonic function, �φ = 0. To establish a relation between pressure p and
velocity potential φ, one can integrate the momentum equation (1) to produce

φ|t=+0 − φ|t=−0 = − 1

ρ
�, where � ≡

∫ +0

−0
p dt, (2)

which yields the expression for the impulsive pressure � = −ρ φ|t = +0 since there is no initial
non-trivial flow field, φ|t = −0 = 0, prior to the impact. The impulsive nature of the problem is
reflected in the fact that the time-dependence of the solution of (1) for t → 0 is v(x, t) ∼ H (t) and
hence p(x, t) ∼ δD(t), where H(t) is the Heaviside step function and δD(t) the Dirac delta-function
with dim = T−1. This is the basis of the classical pressure-impulse theory.

Thus, for t → 0, one can consider the water impact as the boundary value problem in the inviscid
potential flow approximation with the boundary conditions at y = 0:

solid plate, x ∈ [−l, l] :
∂φ

∂y
= −V0, (3a)

free interface, x /∈ [−l, l] : φ = 0. (3b)
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The corresponding two-dimensional solution can be constructed with conformal mapping
techniques22, 23 for the complex velocity potential f(z) = φ(z) + iψ(z):

f (z) = iV0

(
z −

√
z2 − l2

)
, (4)

with z = x + iy being the independent variable in the two-dimensional plane. This solution has
a singularity at the plate edge with both velocity components u − i v = f ′(z) blowing up at time
t = +0 in the vicinity of the plate edge,

v ∼ r−1/2, (5)

where r is the radius coordinate positioned at the plate edge. Yakimov19 was the first to study the
local behavior of the free interface close to the edge of a plate entering water with the aim of
understanding the effect of the atmosphere density on the geometry of the jet generated by the
impact. By using simple dimensional consideration of the scaling (5) for the velocity near the edge,
he argued that during the initial stage the local flow is self-similar in the time-stretched variables (r,
θ ) → (r t−2/3, θ ), where (r, θ ) are the polar coordinates with the origin at the plate edge. These self-
similar variables introduced by Yakimov were adopted in a number of other studies32–34 and tested at
the free interface versus potential flow numerical simulations35, 36 and experimental data,19, 32, 34 but
not in the bulk (e.g., by comparing with the velocity field) as will be discussed in detail in Sec. VI A.
Also, in the inviscid approximation studies,32, 35–37 an additional constraint—the Kutta-Joukowsky
condition—was enforced at the plate edge requiring that the free surface is tangentially attached to
the plate edge.

Despite all these previous efforts, the singularity (5) of the inviscid potential approximation
leaves the question on how to resolve it based on true physics, which is the focus of the present
study. In analogy with the boundary layer separation from the trailing edge,38, 39 it is natural to
expect that viscosity ν should play a role, and from the fact that we have a free interface, interfacial
energy needs to be taken into account through incorporating surface tension σ . These two facts
can be seen from the definitions of the Reynolds Re = V0r/ν and Weber W e = ρV 2

0 r/σ numbers,
which reflect on the competition at some spatial scale r between inertia versus viscous and surface
tension effects, respectively. Clearly, there exists a distance r from the edge defining the scales on
which these numbers become O(1), thus indicating the importance of viscous and surface tension
forces. By resolving the physics directly, we can develop viscous and inviscid scalings for the early
time-evolution of the ejecta and thus naturally address the question of applicability of the Kutta-
Joukowsky condition near the edge plate, which is necessary in the inviscid approximation similar
to the airfoil theory.40

The outline of the paper is as follows. First, following the above discussion, in Sec. II we
formulate the problem, which sets limits of applicability of the present study. In Sec. III, we recall
the near-the-edge asymptotics, which allows us to arrive in Sec. IV at the new self-similar scaling
valid in both viscous and inviscid cases and thus enabling us to build a solution uniformly valid in
both viscous and inviscid regions (Sec. V) and then analyze the interface dynamics (Sec. VI).

II. PROBLEM FORMULATION

In view of the geometry of the physical system introduced in the Introduction and shown in
Figure 1, it is convenient to treat the problem near the edge in polar coordinates, cf. Figure 2. The
bulk dynamics governed by the Navier-Stokes equations (NSEs) for incompressible fluid, however,
proves to be more concise to consider first in the Cartesian (x, y)-coordinates (as will be done in
Sec. IV):

∂u

∂x
+ ∂v

∂y
= 0, (6a)

Lu = − 1

ρ

∂p

∂x
+ ν�u, (6b)

Lv = − 1

ρ

∂p

∂y
+ ν�v − g, (6c)
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FIG. 2. Near the plate edge region.

where L = ∂t + u∂x + v∂y is the advection operator and g the gravitational acceleration.
While the boundary conditions at the plate surface are the standard no-slip and no-penetration,

u = 0, v = −V0, (7)

respectively, the fluid interface in the gravity field g, cf. Figure 2, requires special consideration,
naturally in polar coordinates, θ = h(t, r). The dynamic condition at the interface can be decomposed
into components that are tangential along the vector t and normal along the vector n pointing out of
the fluid phase:

t · T · n = t · ∇sσ, (8a)

−n · T · n = σ ∇ · n, (8b)

respectively. Here ∇s = t · ∇ the interfacial gradient and T the stress tensor with the components41

Trr = −p + 2 μ ur , Trθ = μ

(
1

r
uθ + vr − v

r

)
, Tθθ = −p + 2 μ

(
1

r
vθ + u

r

)
,

where u and v are the r- and θ -components of the velocity vector, respectively (for brevity, we
do not introduce new notations for the velocity components in polar coordinates), μ = ρ ν is the
dynamic viscosity, and the subscripts stand for the derivatives with respect to the corresponding
coordinates.

In what follows, we will treat the case when surface tension σ is constant, i.e., we do not account
for the rheology of surface tension and possible associated transport. If the normal and tangential
vectors in polar coordinates (r, θ ) are defined by

n = ∇H

|∇H | = −rhr + θ 1
r√

r−2 + h2
r

, t = r 1
r + θhr√
r−2 + h2

r

, (9)

respectively, then both pairs (r, θ ) and (t, n) are right-handed coordinate systems. The curvature is

∇ · n|θ=h(t,r ) = −1

r

1

(1 + r2h2
r )3/2

[
2 r hr + r2hrr + r3h3

r

]
, (10)

and in the limit r → 0, ∇ · n 	 −2 hr − rhrr under the appropriate assumptions on the smallness of
r hr as r → 0, which will be verified a posteriori once the solution for the ejecta shape is constructed
in Sec. VI. Finally, the system is closed with the kinematic condition, which can be written using an
implicit representation of the interface, H = θ − h(t, r):

∂ H

∂t
+ ∇H · v = 0, so that

∂h

∂t
+ u

∂h

∂r
= v

r
at θ = h(t, r ), (11)

which is the vanishing total (material) derivative, and in physical terms implies that velocity of the
liquid normal to the interface, ∇H · v/ |∇H |, should be equal to that of the interface, Ht/|∇H|, for
the sake of the fluid continuity.

And, finally, since we are interested only in the early time-evolution, from now on we will
consider the leading order dynamic (8) and kinematic (11) boundary conditions at the interface,
θ = h(t, r). Assuming, for concreteness, perfect wetting of an infinitely thin plate, small departures
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h(t, r) from θ = 0 at short times, and r hr 
 1 as r → 0, we get

−p + 2μ

r
(vθ + u) = σ [2 hr + rhrr ] , (12a)

μ

(
vr − v

r
+ 1

r
uθ

)
= 0, (12b)

ht + uhr = v

r
, (12c)

where for the purpose of the subsequent discussion, we retain the only “nonlinear” term u hr in the
kinematic boundary condition.42

III. NEAR-THE-EDGE INVISCID SOLUTION ASYMPTOTICS

Since we are analyzing the formation of ejecta due to the singularity near the plate edge, let the
plate fall onto the negative semi-axis, x ′ ∈ R−. Then, the complex potential near that edge can be
obtained from (4) by shifting the coordinate system, x → x′ + l (z → z′ + l),

f (z′) 	 −i α
√

2 z′, (13)

where we retained the leading order non-constant term only43 and α = V0

√
l with dim α = L3/2T−1.

Notably, (13) is analogous to the solution for a flow around a sharp corner of zero angle.41

Separating real and imaginary parts of the complex velocity potential (13), we get the dimen-
sional stream-function

ψ = −α
√

2 r cos
θ

2
, (14)

which yields the shape of a given streamline ψ = const, r(θ ) = ψ2/[2α2 cos 2(θ /2)], with rθ ≤ 0
and rθθ ≥ 0 for any −π ≤ θ ≤ 0 – the instantaneous flow field corresponding to t = 0 is shown in
Figure 3(a). Calculation of the x′ and y velocity components from Eq. (14),

v0(x ′, y) : u = − α√
2 r

sin
θ

2
, v = α√

2 r
cos

θ

2
, (15)

gives the following conditions at the plate surface, θ = −π , and the interface, θ = 0,

θ = −π : u = α√
2 r

, v = 0, (16a)

θ = 0 : u = 0, v = α√
2 r

, (16b)

respectively. The intuition behind this solution and thus the origin of ejecta is that once the plate
impacts the surface, a layer of displaced liquid beneath it moves radially and since it fails to accelerate
the bulk of surrounding liquid, this layer is deflected upwards and forms an ejecta. One can easily
verify that the irrotational character of the flow is preserved in this approximation. Note that v = 0

(a) (b)

FIG. 3. Inviscid (a) and viscous (b) streamline patterns near the plate edge, as given by equations (14) and (38), respectively.
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at the plate surface in this approximation as opposed to (7) because we retain the leading order term
only when arriving at (13), so in the subsequent analysis the conditions (7) are substituted by

θ = −π : u = 0, v = 0. (17)

The true value, of course, should be v = −V0, which means that next order corrections to (15) are
not self-similar.

Finally, integrating (1) one can determine the impulsive pressure � asymptotics near the plate
edge:

� ≡
∫ +0

−0
p dt = −ρ φ|t=+0 = −ρ α

√
2 r sin

θ

2
, (18)

that is the pressure is given by

p(t, r, θ ) = −ρ α
√

2 r sin
θ

2
δD(t). (19)

The apparent limitations of the above near the edge asymptotics (5,15) consist in the singularity
of the self-similar solution, which entails unbounded values of the velocity field. In particular, the
infinite vertical velocity component implies that the interface will become infinitely extended, which
is non-physical as the interface should have a finite energy (surface tension) since a finite energy is
transferred to the fluid. Indeed, despite the infinite mass of the impacting plate assumed here (cf. the
Introduction) it is straightforward to show that the energy acquired by the fluid is finite and based
on (4) decays with the distance from the origin as r−4—this fact is at the basis of the fundamental
concept of added mass.23 Therefore, even though some parts of the fluid near the plate edges have an
infinite speed, their contribution to the overall energy is infinitesimally small. However, the interface
of an infinite extent and finite surface tension σ cannot be neglected in the overall energy balance.
Thus, the key question is how to resolve the singularity (5) and to provide the interpretation for this
self-similar solution from the time-evolution point of view.

IV. SCALING

As pointed out in the Introduction, the singularity (5,15) should be resolved with the viscosity and
surface tension effects. First, the viscosity comes into play because the no-slip boundary condition
at the plate surface should be satisfied, which leads to the formation of the boundary layer as
discussed in Appendix A. Second, as mentioned at the end of the previous section, the singular
velocity distribution (15) implies that the fluid interface acquires an infinite area, which is impossible
energetically if surface tension is taken into account as an interface of infinite extent would have
infinite energy. Hence, the key conclusion is that surface tension and viscosity must have an effect
immediately after impact.

The idea here is not only to demonstrate the validity of this conclusion, but to develop a view
on the phenomena taking into account the continuity of the solution for t ≥ 0, which in the limit
t = +0 should recover the classical potential flow solution (4). Let us start with the Yakimov scaling
suggested by (5) based solely on the dimensionality considerations and used in this form in other
works,32–36 i.e.,

v ∼ dr
dt

∼ α√|r| , so that (x, y) = α2/3t2/3(̃x, ỹ) and v = t−1/3 ṽ(̃x, ỹ), (20)

which means that “everything interesting” happens for |r| ∼ O(t2/3); pressure then would scale as
p = ρ α4/3t−2/3 p̃ to balance ∂v/∂t as required in the pressure-impulse theory argument.22 As easy
to show, with this choice nonlinear advection terms are of the same order as the time-derivative term,

Lv ∼ (v · ∇) v ∼ ∂v/∂t ∼ α2/3t−4/3, (21)

while viscous terms after rescaling acquire the following effective Reynolds number:

Re = α4/3t1/3 ν−1, (22)
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that is for t � ν3α−4 viscous terms would be important (i.e., Re � 1) if one uses Yakimov’s anzatz
(20). Therefore, the scaling (20) is not appropriate for studying the limit t → 0 once viscosity is
taken into account since with this scaling one cannot justify the inviscid solution (4) discussed in the
Introduction and Sec. III44—as t → +0 the solution would not approach the inviscid one because
based on (22) viscous effects would become increasingly important for short times. In this context,
it is also important to point out that the assertion that “in the limit t → 0 one must recover the
inviscid potential solution” is to be preserved after a self-similar scaling is applied to equations since
self-similarity simply limits the possible solutions of the corresponding partial differential equations
to a more narrow class. The scaling (20) is flawed in this sense as demonstrated above.

Thus, the correct self-similar scaling should be based on the fact that the inviscid solution is
valid in some sense for t = 0, viscosity is important for t > 0 immediately after the impact because
the no-slip boundary condition on the plate should be satisfied at any time, and v ∼ α |r|−1/2 to
conform with the inviscid solution, cf. (5,15). This reasoning leads to (from now on we will use
notations with the tilde for the transformed non-dimensional variables)

t → l

V0
τ, (x, y) → β tγ (̃x, ỹ), v → α

β1/2tγ /2
ṽ(̃x, ỹ), p → ρ α β1/2tγ /2−1 p̃, (23)

where α was defined in (13) and the constant β along with the power γ are to be determined from
the balance of (forces) terms in the NSEs (6), e.g., in the x-component of the momentum equation:

−γ

2
ũ − γ

(̃
x ũx̃ + ỹ ũ ỹ

) +
(

V0

l

) 3
2 γ−1

α

β3/2
τ 1− 3γ

2
(̃
u ũx̃ + ṽ ũ ỹ

) =
(24)

− p̃x̃ + ν

(
V0

l

)2γ−1
τ 1−2γ

β2

(̃
ux̃ x̃ + ũ ỹ ỹ

)
,

and similarly for the y-component. Note that the general scaling (23) admits the value γ = 2/3
as in (20). However, in order to arrive at the inviscid potential solution in the limit τ → 0 one
needs nonlinear inertia to be negligible for small times, τ 
 1, which leads to the first condition
1 − 3γ /2 > 0—the question as to when nonlinear intertia becomes important will be addressed
in Sec. V. The second condition says that viscous terms should be also non-dominating, which
requires 1 − 2γ ≥ 0. Altogether, this imposes γ ≤ 1/2. However, the no-slip boundary condition
should be satisfied at all times, which brings us to balancing inertia and viscous terms thus leading to
γ = 1/2 (note that pressure is already balanced with inertia), while β must be equal to

√
V0 l, since

the coefficients in front of nonlinear and viscous terms should be non-dimensional. The determined
value of the exponent γ sets the coordinate scaling corresponding to the rate at which viscous effects
diffuse away from the plate and also makes sense as it matches the boundary layer growth below the
plate, cf. Appendix A.

With these values of γ and β, Eq. (24) is simplified to (and similarly for the y-component of
the momentum equation):

−1

4
ũ − 1

2

(̃
x ũx̃ + ỹ ũ ỹ

) + τ 1/4
(̃
u ũx̃ + ṽ ũ ỹ

) = − p̃x̃ + 1

Re0

(̃
ux̃ x̃ + ũ ỹ ỹ

)
, (25)

where Re0 = V0 l/ν. From here we can conclude that the nonlinear inertia terms are negligible
compared to the viscous terms when τ 1/4 
 Re−1

0 , i.e., for short time we are interested in the
present analysis. The resulting non-dimensional system at the leading order becomes linear45

ũ x̃ + ṽỹ = 0, (26a)

−1

4
ũ − 1

2

(̃
x ũx̃ + ỹ ũ ỹ

) = − p̃x̃ + 1

Re0

(̃
ux̃ x̃ + ũ ỹ ỹ

)
, (26b)

−1

4
ṽ − 1

2

(̃
x ṽx̃ + ỹ ṽỹ

) = − p̃ỹ + 1

Re0

(̃
vx̃ x̃ + ṽỹ ỹ

) − 1

Fr
τ 5/4, (26c)

where Fr = V 2
0 /(g l) is the Froude number. Note that the gravity term is negligible for small times,

τ 
 1, as long as τ 5/4/Fr 
 1. The viscosity is important on the scales (̃x, ỹ) � O(Re−1/2
0 ), i.e., in
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physical variables, as argued in Appendix A, this is true only near the edge over the distances of the
order of

√
ν t , which is the boundary layer thickness. Outside the boundary layer, the solution can

be treated in the inviscid approximation. In what follows, we will consider both viscous and inviscid
approximations.

Introduction of polar coordinates, x̃ = r̃ cos θ and ỹ = r̃ sin θ , a stream-function ψ̃ , such that
ũ = ψ̃ỹ and ṽ = −ψ̃x̃ , and the function f = �ψ̃ reduces (26) to

3

2
f + r̃ f̃r + ε � f = 0, (27a)

f = �ψ̃, (27b)

where ε = 2/Re0, the function f has the meaning of the vorticity with minus sign, and Eq. (27) should
satisfy the no-slip boundary condition

θ = −π : ψ̃ = ψ̃θ = 0, (28)

along with the dynamic and kinematic conditions at the interface, θ = 0, discussed below. For
convenience, we also introduce velocity components in polar coordinates defined by

ũ = 1

r̃

∂ψ̃

∂θ
, ṽ = −∂ψ̃

∂ r̃
, (29)

with (̃u, ṽ) now standing for the (r, θ )-velocity components, respectively. Finally, the pressure p̃
turns out to be determined by the Laplace equation,

� p̃ = 0. (30)

Although above we were able to identify the scaling (23), which justifies the impulsive inviscid limit
discussed in the Introduction and brings the viscous terms to the leading order, we have not taken
the free boundary conditions into consideration. Let us also apply (23) to the leading order boundary
conditions (12) at the interface, θ = 0, to find

− p̃ + ε

r̃

(
1

r̃
ψ̃θ − ψ̃r̃θ

)
= τ 1/4

W e
[2 hr̃ + r̃ hr̃r̃ ] , (31a)

ε

τ 3/4

(
1

r̃2
ψ̃θθ + 1

r̃
ψ̃r̃ − ψ̃r̃ r̃

)
= 0, (31b)

hτ − 1

2

r̃

τ
hr̃ = − 1

τ 3/4

1

r̃

[
ψ̃r̃ + hr̃ ψ̃θ

]
, (31c)

where W e = ρ V 2
0 l/σ is the Weber number measuring importance of the surface tension forces

relative to inertia.

V. VISCOUS SELF-SIMILAR SOLUTION

In view of the linearity of the problem defined by (27) with the boundary conditions ((17), (31)),
as will be shown below we will be able to construct first the velocity field satisfying (17) and (31b),
and then the pressure field (30) with the boundary condition (31a), and finally the ejecta evolution
from (31c).

Let us first construct the velocity field obeying (27) and ((17), (31b)), which can be matched
to the inviscid solution. The viscous solution should satisfy the sudden change in the boundary
condition from the no-slip on the plate surface to the no-shear at the free boundary. This is analogous
to the leading46–48 and trailing49, 50 edge solutions for a flow around a flat plate, but the key difference
here is that for short times the solution is governed by a linear system of equations, i.e., nonlinear
advection terms are negligible.
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A. Solution

The general solution to (27) uniformly valid in both viscous and inviscid regions can be
constructed using separation of variables, cf. Appendix B, and represents a sum of a general solution
ψ̃p (̃r , θ ) of the inhomogeneous part of the problem (27b) and a general solution ψ̃h (̃r , θ ) of the
homogeneous (harmonic) part of the Poisson equation (27b) in polar coordinates:

ψ̃ (̃r , θ ) = ψ̃p + ψ̃h =
∞∑

m=0

(Am cos βmθ + Bm sin βmθ) Rm (̃r )

(32)

+
+∞∑

n=−∞
r̃ n+ 1

2
{
Cn cos

(
n + 1

2

)
θ + Dn sin

(
n + 1

2

)
θ
}
,

where Rm (̃r ) = r̃βm+2 Hm(ζ ) and special function Hm(ζ ) = H(ζ , βm) given by (B14) corresponds to
the value βm = β0 + m, β0 = 1/2.

Since the solution (32) does not have the simple structure ∼ r̃ n �n(θ ), as Rm (̃r ) is a general
function of r̃ as opposed to the polynomial form r̃ n (as in the inviscid and Stokes regions) in
the solution ψ̃h of the homogeneous part of (27b), we cannot satisfy the three boundary conditions
(28) and (31b) for each factor of Rm (̃r) or that of r̃ n in the solution (32). However, since the confluent
hypergeometric functions of the first kind can be represented in power series:51

M (̂a, b̂, ζ ) =
∞∑

n=0

(̂a)n

(̂b)n

ζ n

n!
, where (̂a)n = â (̂a + 1) . . . (̂a + n − 1), (̂a)0 = 1, (33)

(and similarly for (̂b)n) along with its integrals in (B14), the general solution (32) of (27) can be
rewritten in the power-law form

ψ̃ (̃r , θ ) =
∞∑

m=0

{
(Am cos βmθ + Bm sin βmθ ) r̃βm+2

∞∑
n=0

c̃mnr̃2n

}
(34)

+
∞∑

s=2

r̃βs (Cs cos βsθ + Ds sin βsθ ),

where βm = β0 + m and same for βs, and coefficients c̃mn are known from (33) and integrals of
M (̂a, b̂, ζ ) in (B14). This form of the solution makes it possible to satisfy the boundary conditions
(28) and (31b) for each function �p(θ ) corresponding to r̃ p:

�p(θ ) = C p cos βpθ + Dp sin βpθ +
∞∑

m,n=0
2+βm+2n=p

c̃mn(Am cos βmθ + Bm sin βmθ ), (35)

but requires that the solution (32) is in the form of an infinite series of polynomials. This procedure
allows one to determine the constants in the infinite series (32), which satisfies the boundary
conditions (28,31b) as follows from the power-law representation (34) of the same solution.

B. Inviscid and Stokes limits

Let us summarize the inviscid and Stokes limits of the solution (34). In the inviscid approxima-
tion, ε = 0, i.e., when viscous terms in (27) are absent, it gives

ψ̃ (̃r , θ ) = A0 r̃1/2 cos
θ

2
, (36)

which is consistent with the solution (14) found with the help of the complex variable analysis;
comparison gives A0 = −√

2, where we used the fact that ψ = l V0 τ 1/4 ψ̃ . Going back from (̃x, ỹ)-
to the physical (x, y)-plane, i.e., inverting the transformation (23), tells us that the leading order
solution for short times, τ 
 1, for the velocity field is time-independent (15). The pressure field is
given by (19). It must be noted, however, that this inviscid limit of the solution for the velocity field
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1

2

3‘ 1“

4

FIG. 4. Flow structure near the plate edge: region 1′ is the wall jet (boundary layer), region 1′′ is the interfacial viscous
sublayer, region 2 is inviscid self-similar r̃ � ε1/2, region 3 is viscous self-similar r̃ ∼ ε1/2, and region 4 is the inviscid
non-self-similar.

is the leading order one consistent with the classical inviscid (pressure-impulse) solution constructed
via conformal mapping technique discussed in the Introduction.

In the Stokes subregion, r̃ 
 √
ε, of the viscous region 3, cf. Figure 4, (27) reduces to

�2ψ̃ = 0, (37)

which can be arrived at by introducing a new rescaled radial coordinate ρ̃ = δ−1 r̃ , δ 
 ε−1/2,
but for the sake of simplicity of notation we will work with the original variable r̃ . The solution
ψ̃ (̃r , θ ) = R(̃r ) � (θ ) of (37) proves to have R(̃r ) in the polynomial form. As follows from the
discussion in Appendix B, the non-trivial Stokes solution of (37) satisfying (28,31b) with the lowest
n corresponds to n = 5/2, which in general reads

ψ̃ = C (c) r̃5/2

[
cos

5θ

2
− 5 cos

θ

2

]
+ C (s) r̃5/2

[
sin

5θ

2
− sin

θ

2

]
. (38)

Should this leading order Stokes solution be constructed independently without recourse to the
uniformly valid viscous solution (34), it would contain undetermined constants. This is a common
problem for elliptic equations,52 for which coordinate expansions give only qualitative results—due
to dependence on all boundary conditions, local solutions such as the above Stokes solution depend
on boundary conditions at large distances. Therefore, the determined expansions contain unknown
constants, which often cannot be found as they depend on the boundary conditions far from the
region of applicability of the constructed solution. An analogous situation arises for the flow past a
semi-infinite flat plate.46, 47, 52 However, in our case these constants, C(c) and C(s), can be determined.
In particular, since the “sine” part vanishes based on matching to the inviscid solution, C(s) = 0, the
solution is as shown in Figure 3(b) and should be compared to the inviscid flow around the edge in
Figure 3(a) given by (14). Notably, this value of n = 5/2 is different from n = 3/2 obtained for the
flow about the leading edge46 and for the flow near the intersection of rigid and free surfaces.53

C. The structure of the solution

Given all the above formal considerations, which establish the existence of a solution to (27)
with the boundary conditions (17,31b) let us focus on the key part of the solution (32) for ψ̃ , by
taking into account the powers of r̃ relevant to the inviscid and Stokes solutions

ψ̃ (̃r , θ ) = R0(̃r) cos
θ

2
+ C (c) r̃ 5/2 cos

5θ

2
, (39)

respectfully, from which we can recover the asymptotics for r̃ 
 ε1/2 and r̃ � ε1/2. In the Stokes
region, for r̃ 
 ε1/2, we get H0(ζ ) = C1/6 so that R0 = C1̃r5/2/6 and thus C(c) = −C1/30. And in
the inviscid region, for r̃ � ε1/2 (ζ → −∞), we arrive at

H0(ζ ) ∼ −C1

4

ln ζ

ζ
∼ −C1

2

ε ln ε

r̃2
+ O

(
ε C1

ln r̃

r̃2

)
, (40)
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where only the leading order term is shown since |ε ln ε| � ε for ε 
 1. Therefore, for r̃ � ε1/2,
the asymptotics of (39) reads

ψ̃ (̃r , θ ) = −C1

2
ε ln ε r̃1/2 cos

θ

2
+ C (c) r̃5/2 cos

5θ

2
, (41)

which determines the value of the constant C1 = 2
√

2/(ε ln ε) and thus C (c) = −√
2/(15ε ln ε).

Clearly, the first term dominates for ε1/2 
 r̃ 
 |ε ln ε|1/2; note that the minimum of |ε ln ε|1/2 is at
ε = e−1, so this defines a non-vanishing O(1) interval of applicability of the inviscid solution.

Of course, the above key part (39) of the solution (32) does not satisfy the boundary con-
ditions (17,31b) everywhere, which is due to the development of boundary layers, cf. Figure 4,
both near the impact plate—jet-like flow due to the no-slip boundary condition constructed in
Appendix A—and near the interface—ejecta-type behavior due to vanishing along-the-interface
velocity, which will be discussed in Sec. VI. However, because the boundary layers are thin for early
times, Eq. (39) gives a reasonable approximation for the vertical (normal the interface) velocity, which
will be used in Sec. VI C. In order to get a solution uniformly valid both in the inviscid region and in the
boundary layers near the solid wall θ = π and interface θ = 0 one needs many �p-modes (35). Note
that the boundary layer near the interface is determined by the following scaling near the interface:

r̃ = δ r̂ , θ = γ θ̂, ε/(δ2γ 2) = 1, δ � ε1/2, γ 
 1; (42)

e.g., for r̂ = O(1), the scaling (42) reduces to θ = ε1/2 θ̂ ; in general, the boundary layer scales as
γ = ε1/2/δ, i.e., its thickness becomes narrower with distance r̃ .

D. Pressure

The established value n = 5/2 in the Stokes limit makes sense since the corresponding pressure
p ∼ r̃1/2 is consistent with the inviscid solution (19)—the pressure in the viscous region cannot be
more singular than in the inviscid region, cf. the left-hand side of (31a) and also the discussion in
Appendix B. Thus, the pressure scaling does not change between the viscous and inviscid regions and
should be the same in both regions. The general solution of (30) is of the form p̃(̃r , θ ) = r̃ n−2 π (θ ),
with π (θ ) given by

π (θ ) = D1 cos (2 − n)θ + D2 sin (2 − n)θ, (43)

where n = 5/2, D1 = 0, and D2 will be determined Sec. VI. Notably, the pressure gradient is singular
as in the inviscid case, i.e., forces involved at the edge are infinite, which is due to the use of an
incompressible approximation—however, because of the infinitely small masses involved around
the singularity, the resulting velocities are finite v ∼ r3/2 and thus overall the physics makes sense
to the extent it can in the incompressible approximation.

E. Further observations

Finally, while here we constructed the solution assuming that the liquid wets the plate perfectly,
i.e., the contact angle is θ = 0 as assumed in Sec. II, we would like to point out the existence of
non-singular solutions of the Stokes equation in the regions of angle span different from π . This fact
is also known from the study of Moffatt53 and here would physically imply that the contact angle
between the liquid and the solid is different from zero so that the boundary conditions (31) would
be prescribed at some θ �= 0 as opposed to θ = 0 required by the Kutta-Joukowsky condition used
in previous studies.32, 35–37 Physically, this is possible since in the Stokes region a fluid is inertialess
as opposed to the reasoning behind the justification for applying the Kutta-Joukowsky condition
implicitly based on fluid inertia.

From the constructed solution, it follows that the velocity field is time-independent in the Stokes
region after we revert to the unscaled (physical) variables:

v ∼ r3/2. (44)
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Given the power exponent 3/2 of the velocity field, we are now in a position to address the question as
to when the nonlinear inertia terms become important. As follows from equation (24), by comparing
the linear and nonlinear inertia terms, the corresponding critical time scales as τc ∼ r̃−2, which
means that for small times near the edge, r̃ 
 1, this critical time is large and thus our short time
analysis is justifiably governed by linear equations (27). In summary, we determined the existence of
a uniformly valid self-similar solution (34) spanning from the Stokes to the inviscid flow regions—
this, however, is not a surprise as, based on the dimensional analysis, in the neighborhood of the
edge there is no independent length scale as lν /l 
 1, where lν = √

ν t is the viscous length scale.

VI. EJECTA

A. Inviscid solution

Given the above understanding of the velocity and pressure fields, we are now in a position to
deduce the dynamics of ejecta at early times in the inviscid region. This outer (inviscid) solution
corresponds to ε = 0 in (31) thus yielding

− p̃ = τ 1/4

W e
[2 hr̃ + r̃ hr̃r̃ ] , (45a)

hτ − 1

2

r̃

τ
hr̃ = −τ−3/4 1

r̃

[
∂ψ̃

∂ r̃
+ ∂ψ̃

∂θ
hr̃

]
, (45b)

where only the underlined terms survive at the leading order. Since the velocity of the interface must
be equal to that of the fluid, we require h(τ, r̃ ) = τ 1/4ĥ (̃r ), so that the underlined terms in (45b) are
balanced:

p̃ = 0, (46a)

1

4
ĥ − 1

2
r̃ ĥr̃ = −1

r̃

∂ψ̃

∂ r̃
, (46b)

which implies that at the leading order the pressure vanishes, p̃ = 0, which makes sense as the
interfacial departures are small and therefore capillary pressure contributes negligibly; also the
leading order h is determined by Eq. (46b). Given the solution for the inviscid velocity field (14),
the free interface solution scales as ĥ ∼ r̃−3/2, which in the physical space reads

h ∼ t r−3/2, (47)

i.e., it tends to zero as t → 0, as it should be, but develops a singularity for r → 0 and t > 0 consistent
with the previous finding.54

There are three key observations to make. First, we showed the self-similar nature of h in the
inviscid region provided

r̃ � τ 1/2 W e−2, (48)

i.e., under this condition we can neglect the capillary pressure terms in (45a), which follows from
(45a) after linearization of the pressure term, p̃|θ=h(t,r ) = p̃|θ=0 + p̃θ |θ=0 · h(t, r ) + . . .. Second,
it is clear that one cannot match the interface in the self-similar inviscid approximation to the
Kutta-Joukowsky condition as h → ∞ for r → 0 for t > 0 based on the result (47). Third, one
needs to reconcile previous uses of Yakimov’s scaling19, 32, 34–36 and the implications of the present
work. Despite the difference between Yakimov’s scaling (20) and the one deduced here (23), it is
remarkable that the scaling for the free surface profile (47) is consistent with what Yakimov’s scaling
(20) would predict at the free surface even though (47) was arrived at without Yakimov’s scaling.
Namely, (47) gives y ∼ t x−1/2 for the interface shape and since both spatial coordinates are equivalent
near the edge x ∼ y, then x, y ∼ t2/3 as per (20). However, this does not mean that Yakimov’s scaling
is appropriate for scaling the NSEs as shown in Sec. IV, in particular because in the limit t → 0 it
does not allow one to recover the inviscid solution (4) constructed by complex variable analysis. In
fact, while Yakimov19 came up with his scaling based on the dimensional analysis,55 it was shown
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later32, 34 that the choice of Yakimov’s scaling can also be seen as dictated by the nonlinearity of the
interfacial boundary condition and the condition (5) near the edge, i.e., based on a different argument.
Therefore, according to the physics of the problem at early times discussed in the Introduction, when
nonlinearity is not important the scaling does not have to comply with the restriction imposed by
nonlinearity (though the condition (5) is still respected) thus allowing one to properly account for
the viscous effects and the limit t → 0 as done in the present study with the help of the scaling (23).

In this context, it is worth mentioning how Yakimov’s scaling was tested in the literature. The
self-similar solution from the work of Iafrati and Korobkin,32 derived based on Yakimov’s scaling
and constructed numerically, was later compared35, 36 to fully-nonlinear potential flow numerical
simulations and tested based on the predictions for the free surface shape as well as for the pressure
distribution on the plate. Also, Iafrati and Korobkin36 compared short time history of the impacting
disk velocity to the experiments by Glasheen and McMahon.56 And, finally, Peters et al.34 compared
numerical solution of the full (non-scaled) potential problem to the analytical solution at t = 0,
though both solutions were constructed without recourse to Yakimov’s scaling (20). In none of the
above works, the Yakimov self-similarity of the velocity field was verified in the bulk, which can be
understood based on the fact that the leading order solution for the velocity field is time-independent
for short times right after the impact. Indeed, the new scaling (23) for |r| � ε1/2τ 1/2, i.e., outside
the viscous boundary layer, gives (5), which is consistent with what Yakimov’s scaling (20) predicts
in the far field32 and thus both scalings (20) and (23) give the leading order term independent of
time v(t, x, y) → v0(x, y) as t → 0, where v0(x, y) is given by (15). Despite that the leading order
term v0(x, y) is time-independent, the leading order non-zero term of the interface elevation (47) is
time-dependent. In addition, one must point out that in all the above mentioned works the singularity
at t → 0 was not resolved since all the constructed numerical solutions apply for times t > t0 > 0
with some finite t0. In contrast, the analytical solution constructed in the present work, valid for
early times when the plate displacement can be neglected as it was done in the work of Iafrati and
Korobkin,32 resolves both singularities near the edge r → 0 and as t → 0. In summary, despite
the difference in the scalings (20) and (23), the new scaling (23) is consistent with what Yakimov’s
scaling predicts in the far field and at the interface in the inviscid region as explained above.

B. Stokes solution

Next let us consider the Stokes approximation. To demonstrate the self-similar nature of h, note
that the leading order terms in (31) are as shown underlined

− p̃ + ε

r̃

(
1

r̃
ψ̃θ − ψ̃r̃θ

)
= τ 1/4

W e
[2 hr̃ + r̃ hr̃r̃ ] , (49a)

ε

τ 3/4

(
1

r̃2
ψ̃θθ + 1

r̃
ψ̃r̃ − ψ̃r̃ r̃

)
= 0, (49b)

hτ − 1

2

r̃

τ
hr̃ = −τ−3/4

r̃

[
ψ̃θ hr̃ + ψ̃r̃

]
. (49c)

The normal dynamic condition (49a) indicates that the right-hand-side term O(τ 1/4) is negligible
since we consider the solution to leading order in time having self-similar structure, while the
pressure and the viscous normal stresses on the left-hand-side of (49a) balance each other—note
that the pressure p̃ ∼ r̃1/2 and ψ̃ ∼ r̃5/2 in the viscous case—and thus determine the constant
D2 = −√

2/ ln ε in (43) via the linearization of p̃ and ψ̃ around θ = 0:

− p̃θ |θ=0 · h + ε

r̃

(
1

r̃
ψ̃θθ − ψ̃r̃θθ

)∣∣∣∣
θ=0

· h = 0, (50)

where we took into account that p̃|θ=0 = 0 and �′(0) = 0 based on the knowledge of the solution
(38) with C(s) = 0. The determined leading order pressure, p̃ = √

2 ln−1 ε r̃1/2 sin (θ/2) together
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FIG. 5. Delta-sequence δε(t) = −t−1/ln ε. Dirac delta-function δD(t) corresponds to ε = 0.

with the scaling (23) gives the following formula for the pressure in the physical space

p = ρ V0

√
2 l

t−1

ln ε
r1/2 sin

θ

2
, (51)

i.e., it is singular at t = 0, which is a consequence of the incompressible flow approximation.
This formula is nothing more, but the pressure from the classical potential flow solution (19) with
the only difference in that the Dirac delta function δD(t) is now replaced by the delta-sequence57

δε(t) = −t−1/ln ε, cf. Figure 5. Since the formula for pressure (51) applies to both viscous and inviscid
regions, then the pressure distribution in space is the same as from the potential flow solution,58 but
its sudden time-dependence δD(t) is smoothened by the viscosity producing δε(t) such that in the
limit of zero viscosity it converges to the Dirac delta-function:

lim
ε→0

δε(t) = δD(t). (52)

Hence, one must recover the inviscid potential solution (4) and the corresponding governing equation
(1) when taking the limit t → 0 in the Navier-Stokes equations in the weak topology sense, i.e., almost
everywhere except for the infinitely thin boundary layer, in the same way as the Euler equations
are recovered from the NSEs in the limit of zero viscosity.59 Indeed, based on the definition of the
delta-sequence (and Delta-function) as a distribution57

(δD(t), φ(t)) = φ(0) (53)

for any test function φ ∈ C∞
0 (i.e., infinitely differentiable and with compact support) one finds

(δε, φ) = − 1

ln ε

∫ τ2(ε)

−τ1(ε)

φ(t)

t
dt = − 1

ln ε

∫ τ2(ε)

−τ1(ε)

φ(t) − φ(0)

t
dt − 1

ln ε

∫ τ2(ε)

−τ1(ε)

φ(0)

t
dt, (54)

where in the limit τ 1, 2(ε) → 0 as ε → 0 the first integral vanishes since φ(t) − φ(0) = O(t) and the
second integral gives

−φ(0)

ln ε
ln

τ2(ε)

τ1(ε)
= φ(0)

ln ε
ln

τ1(ε)

τ2(ε)
, (55)

that is by appropriately choosing the interval of integration, τ 1(ε)/τ 2(ε) = ε as ε → 0, one proves that
our delta-sequence δε(t) converges to the Dirac delta-function δD(t), since lim

ε→0
(δε, φ) = φ(0). Note

that the asymmetry of the time interval (− τ 1(ε), τ 2(ε)) is consistent with the physical asymmetry
of the impact event in time. Finally, as follows from (51), the lower the viscosity, the more singular
the pressure, i.e., viscosity plays a “smoothening” role, which is natural as it introduces higher-order
derivative terms in (27). As is the case for any other self-similar solutions, e.g., the Jeffrey-Hamel
flow in a converging channel,41 the one constructed above is an idealization in the sense that real
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fluid properties (such as compressibility and finite non-zero surface tension) cannot support the
existence of the singularity and thus is valid for t > 0 only. However, as generally known,60 self-
similar solutions are useful constructions which capture the flow structure “in large” and thus provide
reasonable approximations to observable flows away from singularities.

Since the normal and tangential interfacial conditions drop out from our consideration of the
ejecta evolution, its shape h (̃r ) is determined from the kinematic boundary condition balancing the
interface and fluid velocities:

hτ − 1

2

r̃

τ
hr̃ = −τ−3/4

r̃

[
ψ̃r̃ + h hr̃ ψ̃θθ

]
, (56)

where we also linearized ψ̃ around θ = 0. If one neglects the nonlinear term h hr̃ ψ̃θθ in the above
equation, which is of higher order in time O(τ 1/2) as can be seen a posteriori, then from the knowledge
of ψ̃ = c r̃5/2, c = −4 C(c), at θ = 0 it follows that h = a(τ ) r̃1/2 with a(τ ) found from the linear
equation

da

dτ
− a

4τ
= − 5 c

2 τ 3/4
, (57)

yielding a(τ ) = − 5
2 c τ 1/4 ln τ . The latter implies that

h = − 2
√

2

3 ε ln ε
r̃1/2 τ 1/4 ln τ, (58)

i.e., h → 0 as τ → 0 in the self-similar variables (τ, r̃ ), but in the physical space h ∼ r1/2 ln t, which
makes sense for non-zero times, i.e., the limits t → 0 and r → 0 are distinguished here. Of course,
as ln τ becomes significant for short times, the nonlinear term in (56) “kicks in” and regularizes the
solution. A posteriori the above result proves the assumption made before (cf. Sec. II) that r̃ hr̃ 
 1
for small r̃ . However, the interface curvature does not vanish as r̃ → 0, cf. (10)—the limits r̃ → 0
and τ → 0 are distinguished. This implies that for any τ > 0, no matter how small, the nontrivial
pressure and normal viscous stresses for r̃ > 0 curve the interface and are balanced by the capillary
pressure in the non-self-similar subregion.

C. General solution and further observations

Given the knowledge of the time-dependence of h in self-similar variables, we can comment on
the validity of the self-similar solution in the presence of surface tension based on equation (49a).
Namely, the capillary pressure term on the right-hand side of (49a) is negligible over the same
distances as defined by (48) obtained in the inviscid approximation—one can arrive at this condition
by performing the same type of analysis as for (48). Since we are working with small times and
in the case of large Weber numbers, this sets the region of validity of the self-similar solution. For
smaller r̃ ’s the solution is not self-similar in all variables, ψ̃ , p̃, and h, and should encompass both
viscous and surface tension effects.

Construction of the solution for the interfacial slope h(τ, r̃ ) at early times, which is valid both
in the viscous and inviscid regions amounts to solving Eq. (56) for h(t, r) with the determined
velocity field (39) and with the boundary condition h(τ , 0) = 0 in view of the assumed zero angle
at which the ejecta meets the plate (Sec. II) and the initial condition h(0, r̃ ) = 0. This results in
a uniformly valid solution matching the Stokes (58) and inviscid (47) scalings shown in Figure 6,
where the locations of the highest ejecta elevation y = r sin h 	 r h and velocity

(
x2

t + y2
t

)1/2 = r ht

in the Cartesian frame of reference are indicated by filled circles and correspond to the points where
h + r hr = 0. In summary, in self-similar variables, different parts of h evolve on different time
scales:

inviscid : h ∼ τ 1/4̃r−3/2, r̃ � ε1/2 (59a)

Stokes : h ∼ τ 1/4 ln τ r̃1/2, r̃ 
 ε1/2, (59b)

i.e., the time growth of h is different in the inviscid and viscous regions.
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FIG. 6. Ejecta evolution θ = h(τ, r̃ ) in the self-similar variables (τ, r̃ ) for ε = 10−4. Filled circles denote the locations of
the highest ejecta elevation and velocity in the Cartesian coordinates.

To illustrate that the above general theory works at early times, let us consider a concrete
example. Suppose l = 10−2 m, V0 = 1 m/s, ν = 10−6m2/s, and σ = 7.2 × 10−2 N/m which gives
Re0 = 104 (ε = 2 × 10−4) and W e = 1.4 × 102. According to the presented analysis, we get the
peak of the ejecta to be h = O(10−1) and located at r̃ = O(10−2), which at the time t = 10−7 s
(translating into τ = O(10−5)) corresponds to r = O(10−3) mm and the physical ejecta height
r sin h = O(10−4) mm, i.e., the ejecta deflection from the horizontal is not yet substantial on this
time scale as opposed to the prediction from the classical potential flow solution. Also, one can
distinguish three regions

inviscid : r � √
V0 l t ε, (60a)

viscous : r ∼ √
V0 l t ε, (60b)

Stokes : r 
 √
V0 l t ε, (60c)

where the viscous length scale is r ∼ √
V0 l t ε 	 10−1 mm for t = 1 ms.61 Finally, in order to neglect

surface tension, as done in the analysis of Sec. VI, over the times t ≤ 1 ms, cf. Eq. (48), we need

r � t
σ 2

ρ2V 3
0 l2

= 10−8 mm, (61)

which is clearly satisfied even in the Stokes region.

VII. CONCLUSIONS

In this work, we presented the analysis of the early time evolution of ejecta in the water
impact problem, which turns to be a singular perturbation problem described by linear equations.
The self-similar solution for the velocity field is expressed analytically in terms of the confluent
hypergeometric functions. It transpires that the viscosity effects contribute to the solution at leading
order due to the singular perturbation nature of the problem. In the course of construction of
the solution, first the standard assumptions for the existence of the inviscid approximation are
revisited, which clarifies the previously known interpretation of the self-similarity of this inviscid
solution near the plate edge. Second, the new scaling (23) of the structure of the solution near the
plate edge is determined, with the help of which the viscous solution near the edge is constructed
analytically and proves to be self-similar and uniformly valid in between the Stokes, v ∼ r3/2,
and inviscid, v ∼ r1/2, regions. This new self-similar solution allows us to determine the early
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time-evolution of the ejecta with the asymptotics in the Stokes, h(r, t) ∼ r1/2 ln t, and inviscid,
h(t, r) ∼ t r−3/2, regions and also to reveal the ad hoc nature of the Kutta-Joukowsky condition used
in previous studies. Altogether, the constructed here analytical solution resolves both “t → 0” and
“r → 0” singularities in the classical pressure-impulse theory. At the philosophical level, the present
study validates, in the viscous approximation, the assumption built into the Wagner’s model6 that
the dependence of the flow on time follows a law of similarity with the free boundary of the fluid
continuously expanding away from the solid surface.

Open questions requiring further study include construction of a uniformly valid non-self-
similar solution on the scales r̃ � τ 1/2 W e−2, and resolution of the infinite pressure gradients by
performing the analysis in the compressible liquid case. To extend the analysis to later times, it might
help to construct next order (in time) asymptotic approximations and thus to account for a nonlinear
evolution of the ejecta.

One must note that ejecta naturally occurs not only in the solid-liquid impacts, but also in the
liquid-liquid impact such as the drop splash problem.15, 62, 63 Predicting the ejecta properties at early
times in the latter problem is instrumental for analyzing the instability responsible for the crown
formation.63, 64 In the inviscid analysis,64 using mass, momenta, and energy conservation in the
control volume approximation (i.e., neglecting the details of the flow, but taking into account all
these conservation laws in the integral sense) along with some geometric constraints, it was shown
that the evolution of ejecta at early times obeys θ e ∼ t1/2, ve ∼ θe, and he ∼ θ2

e for the ejecta angle,
velocity, and thickness, respectively, which is consistent with the fact that any materialistic ejecta
cannot have infinite speed as t → 0 and, on the contrary, should start from rest. Because in this
case the heavier fluid is accelerating into the lighter one, the linear stability analysis of liquid sheet
edges65, 66 shows that an instability must first appear at the acceleration stage via the Richmyer-
Meshkov mechanism. Understanding how ejecta evolution is affected by viscosity is crucial for
accurate prediction of the crown structure in the drop splash problem in the same vein as the present
study showed the importance of viscosity in the water impact problem.
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APPENDIX A: STRUCTURE OF THE WALL JET

The inviscid solution discussed in the Introduction and Sec. III defines the “outer” solution. The
idea is to find its “viscous” substructure close to the plate—the viscous jet under the plate, which
should “extend” the viscous effects to the ejecta. Thus, as a first step towards understanding the
origin of ejecta, recall that upon the impact a wall jet67 is driven by the pressure gradient between
the high pressure region beneath the plate center and the low pressure region outside the plate
� = −ρ φ|t = +0, φ = Re f(z): thus the jet propagates from the plate center toward the edges. As
follows from (14), the x-velocity distribution near the plate, i.e., for y 
 x and away from edges, is
given by

u = V0
x√

l2 − x2
+ O(y2), (A1)

where the leading order part will be denoted by U(x).
In the Cartesian (x, y′)-coordinates in the frame of reference moving with the plate, y′ = y + V0 t ,

the boundary layer approximation for small times right after the impact reads

∂u

∂t
+ V0

∂u

∂y
= − 1

ρ
px + ν

∂2u

∂y′2 , (A2a)
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∫ +0

−0
p dt = ρV0

√
l2 − x2 = �, (A2b)

where the presence of the additional convective term V0 ∂u/∂y is due to the fact that in the moving
frame of reference observation of the time-rate of change of u depends on V0, since u is a function of y.
The condition (A2b) states that the boundary layer is driven impulsively by the pressure distribution
near the lower surface of the plate, � = −ρ φ|t = +0. Also, we neglected the nonlinear inertia terms
following the argument in Sec. IV,68 so that the equation is essentially of the heat (parabolic) type
with an impulsive driving term, −px/ρ. The appropriate boundary conditions are the no-slip at the
wall, y′ = 0: u = 0, and the matching condition to the inviscid solution, y′ → −∞: u → U(x) given
by (A1). The boundary layer approximation formally fails near the edge, cf. region 3 in Figure 4,
and similar to the flow around the leading edge of a flat plate46, 47 is not matchable to the Stokes
solution.

Equation (A2) is amenable to analysis with the Laplace transform in the time variable, L(u) =
û(λ) = ∫ +∞

0 u(t) e−λ t dt , producing

u(t, x, y′) = U (x)

[
1 + y′

2
√

ν t
ey′ V 2

0
2ν

∫ t

0
e− V 2

0
4ν

t e− y′2
4νt t−3/2 dt

]
, (A3)

where we used the formula ρ−1 d�/dx = −U(x) for the pressure gradient from the inviscid approx-
imation. Expression (A3) tells us that for any fixed y′ > 0, no matter how small it is, as t → +0 we
have u → U(x), and as t → +∞, u → 0, which illustrates the O(1) time-dependence, e.g., in the
laboratory frame of reference V0 = 0:

u(t, x, y′) ∼
⎧⎨⎩U (x)

[
1 + 2

y′

√
νt
π

e− y′2
4νt

]
,

(−y′)
2
√

ν t
� 1,

U (x) (−y′)√
π ν t

,
(−y′)
2
√

ν t

 1.

(A4)

Note that, as opposed to the standard wall jet,69, 70 this jet is driven by the pressure gradient
between the high pressure region beneath the plate center and the low pressure region outside the
plate. As follows from (A3), its thickness grows as the viscous length scale lν = √

ν t , which is
analogous to the first Stokes problem,71 and thus the vorticity generated due to the no-slip boundary
condition at the plate diffuses at the distance on the order of lν—this is the key fact learned from
the above analysis, which is used in Sec. IV. As follows from the discussion in Sec. V, the inviscid
solution is time-independent at leading order in time, and thus the leading order time-dependence
of the overall solution for short times comes from the boundary layer, cf. (A4). That is, the inviscid
solution is set everywhere at t = +0 and for t > 0 it is modified by the diffusion of the boundary
layer (wall jet) into it.

APPENDIX B: GENERAL SOLUTION OF (27)

The solution to (27) can be constructed using separation of variables, ψ̃ (̃r , θ ) = R(̃r ) �(θ ),
where the function �(θ ) should satisfy the no-slip boundary conditions at the plate

θ = −π : � = �′ = 0, (B1)

and the tangential dynamic component (31b) of the free surface boundary conditions:

θ = 0 : −ψ̃r̃ r̃ + 1

r̃
ψ̃r̃ + 1

r̃2
ψ̃θθ = 0. (B2)

Given the form of the solution ψ̃ (̃r , θ ) = R(̃r ) �(θ ), the dynamic tangential boundary condition
tells us that at θ = 0 for R(̃r ) = r̃ n either (a) n = 0, 2 with �′′ = 0 and � being arbitrary or (b)
n �= 0, 2 with the condition

θ = 0 : (2 − n) n � + �′′ = 0; (B3)

if, however, R(̃r ) is a general non-polynomial function, then � = �′′ = 0 at θ = 0.
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Problem (27) is clearly of singular perturbation type as the small parameter ε multiplies the
higher order derivative term. Singular behavior is also obvious from the form of the boundary
conditions (31) and the change in the boundary conditions on the plate (17) from viscous to inviscid
one in the limit ε → 0. Thus, one can think of the structure of the solution to (27) in terms of inner and
outer solutions. The inner solution corresponds to r̃ = O(ε1/2). However, in view of the linearity of
the problem (27), we can construct its exact general solution valid for all r̃ and thus we will deal with
the problem in the original (unscaled) variables (27). Separation of variables f (̃r , θ ) = R f (̃r ) � f (θ )
produces

�′′
f + β2 � f = 0, r̃2 R′′

f + r̃

(
1 + r̃2

ε

)
R′

f +
(

3

2

r̃2

ε
− β2

)
R f = 0. (B4)

While the relevant solution of the first of these equations is �f(θ ) = Aeiβ θ + Be−iβ θ with β > 0, the
second one can be analyzed via the change of variables R f (̃r) = ξ k η(ξ ) with ξ = r̃2 and k = ±β/2;
with further rescaling ξ = −2 ε ζ , we arrive at the Kummer’s equation:51, 72

ζ η′′ + (̂b − ζ ) η′ − â η = 0, where b̂ = 1 + 2k, â = 1

2

(
3

2
+ 2k

)
, (B5)

the solution of which is given in terms of confluent hypergeometric functions73 of the first M (̂a, b̂, ζ )
and second U (̂a, b̂, ζ ) kinds, ηk(ζ ) = C1k Mk (̂a, b̂, ζ ) + C2k Uk (̂a, b̂, ζ ), corresponding to two dif-
ferent k1, 2 = ±β/2.

Now, let us make a few preliminary observations, which will facilitate further construction of
the solution. First, observe that due to the fractional exponent n = 1/2 in the inviscid solution (14),
the corresponding solution in the Stokes region satisfying (B1) and (B3), should be also determined
with fractional n:74

n − 1

2
∈ Z : �(θ ) = C1 [n cos (2 − n)θ − (n − 2) cos nθ ] + C2 [sin nθ + sin (2 − n)θ] , (B6)

so that both inviscid and Stokes solutions can be matched through the general viscous solution. The
lowest possible values of n ≥ 1, i.e., leading to a non-singular velocity field, are 3/2 and 5/2. The
value 3/2 would lead to a singular h(t, r) as one can observe from (31c) and thus should be excluded.
Therefore, the lowest possible value is 5/2 which makes sense as it balances p̃ ∼ r̃1/2 and ψ̃ ∼ r̃5/2

in the normal dynamic boundary condition (31a). In summary, in terms of the function f the leading
order solution for r̃ → ∞ is f ∼ r̃−3/2, which implies that ψ̃ ∼ r̃1/2 as it should be in the inviscid
region (14) and, as r̃ → 0, f ∼ r̃1/2, so that ψ̃ ∼ r̃5/2 in the Stokes flow region.

In order to select the proper solution to (27), note that based on the knowledge of the inviscid
(14) solution, the dominant asymptotics should be R f ∼ r̃−3/2. From the analysis of the asymp-
totics of the general solutions ηk(ζ ) for r̃ 
 ε1/2 (Stokes) and r̃ � ε1/2 (inviscid), we find that
the confluent hypergeometric function of the first kind M (̂a, b̂, ζ ) has the following asymptotic
behavior:

r̃ 
 ε1/2 : M (̂a, b̂, ζ ) 	 1 + â

b̂
ζ ⇒ R f ∼ r̃2k, (B7a)

r̃ � ε1/2 : M (̂a, b̂, ζ ) 	 �(̂b)

�(̂b − â)
(−ζ )−â ∼ r̃− 3

2 −2k ⇒ R f ∼ r̃−3/2, (B7b)

while asymptotics of the confluent hypergeometric function of the second kind can be determined
from its general form

U (̂a, b̂, ζ ) = π

sin π b̂

{
M (̂a, b̂, ζ )

�(1 + â − b̂)�(̂b)
− ζ 1−b̂ M(1 + â − b̂, 2 − b̂, ζ )

�(̂a)�(2 − b̂)

}
, (B8)

thus yielding

r̃ 
 ε1/2 : U (̂a, b̂, ζ ) ∼ sing
(̃
r−2k, 1

) ⇒ R f ∼ sing
(
1, r̃2k

)
, (B9a)

r̃ � ε1/2 : U (̂a, b̂, ζ ) ∼ (−ζ )−â ∼ r̃−( 3
2 +2k) ⇒ R f ∼ r̃−3/2, (B9b)
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where sing-function chooses the most singular of its two arguments. Recall that k = ±β/2. Since
the lowest value of β is β0 = 1/2 and, as will be shown later, βm = β0 + m, m ∈ N we can exclude
negative values of β = −βm due to the required asymptotics of R f ∼ r̃1/2 at r̃ 
 ε1/2. Also, the
confluent hypergeometric function of the second kind U (̂a, b̂, ζ ) is not relevant as its asymptotics
for r̃ 
 ε1/2 gives the leading order term R f ∼ r̃0 as opposed to the necessary R f ∼ r̃1/2.

Thus, the general solution for f valid both in the viscous and inviscid regions involves only
Mk (̂a, b̂, ζ ) ≡ M (̂a, b̂, ζ ) corresponding to k = β/2 and reads

R f (̃r ) = r̃2 k M
(−r̃2/(2ε)

)
, so that f (̃r , θ ) = C1 � f (θ ) r̃2 k M

(−r̃2/(2ε)
)
, (B10)

and the stream-function ψ̃ (̃r , θ ) is constructed from the solution of the Poisson equation (27b) by
separation of variables, i.e., a particular solution can be found by assuming ψ̃p (̃r , θ ) = R(̃r ) �(θ ),
so that for f = R f (̃r ) � f (θ ) we get

r̃2 R f (̃r )

R(̃r )

� f (θ )

�(θ )
= r̃

R(̃r )

d

d̃r

(̃
r

dR

d̃r

)
+ 1

�

d2�

dθ2
. (B11)

Clearly, for separation of variables we require �′′/� = −β2 and �f(θ ) = �(θ ), which leads to the
inhomogeneous Euler equation for R(̃r ):

r̃2 d2 R

d̃r2
+ r̃

dR

d̃r
− β2 R = r̃β+2 R f (̃r ), R f = C1 r̃2 k M

(−r̃2/(2ε)
)
, (B12)

the solution of which can be constructed by variation of constants. Namely, let us look for a solution
in the form R(̃r ) = r̃β+2 H (ζ ), so that it obeys

ζ 2 H ′′ + (β + 3)ζ H ′ + (β + 1)H = (C1/4)M (̂a, b̂, ζ ). (B13)

The homogenous part of this equation admits two linearly independent solutions, h1(ζ ) = ζ−1 and
h2(ζ ) = ζ−(1+β), so that a particular solution of the above equation can be sought in the form
H(ζ ) = A(ζ )h1 + B(ζ )h2, which gives

H (ζ ) = C1

4β

[
ζ−1

∫ ζ

0
M (̂a, b̂, ζ̃ ) d̃ζ − ζ−(1+β)

∫ ζ

0
ζ̃ β M (̂a, b̂, ζ̃ ) d̃ζ

]
. (B14)

As a result, a general solution of the inhomogeneous part of the problem (27b) reads

ψ̃p (̃r , θ ) =
∞∑

m=0

(Am cos βmθ + Bm sin βmθ ) Rm (̃r), (B15)

where Rm (̃r) = r̃βm+2 Hm(ζ ) and Hm(ζ ) = H(ζ , βm) correspond to the value βm = β0 + m,
β0 = 1/2.

The solution (B15) together with a general solution of the homogeneous (harmonic) part of the
Poisson equation (27b) in polar coordinates,75

ψ̃h (̃r , θ ) =
+∞∑

n=−∞
r̃ n+ 1

2
{
Cn cos

(
n + 1

2

)
θ + Dn sin

(
n + 1

2

)
θ
}
, (B16)

gives the solution uniformly valid in both viscous and inviscid regions:

ψ̃ (̃r , θ ) = ψ̃p + ψ̃h =
∞∑

m=0

(Am cos βmθ + Bm sin βmθ) Rm (̃r )

(B17)

+
+∞∑

n=−∞
r̃ n+ 1

2
{
Cn cos

(
n + 1

2

)
θ + Dn sin

(
n + 1

2

)
θ
}
.
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Viscous terms dominate over nonlinearity on the distances from the plate edge r ≤ l Re−2
0 , while viscous and nonlinear
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−2/3
ε and rν ∼ δ

−1/2
ε , there exists a time interval

[0, t*) over which rN 
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The boundary layer is driven by the pressure gradient between the plate edge and the plate center, where it is initially
determined by the pressure p ∼ ρV0l/t and then drops to the steady-state stagnation pressure value p ∼ ρV 2
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