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a b s t r a c t

We explore near-critical behavior of spatially extended systems on time-dependent spatial domains with
convective and dilution effects due to domain flow. As a paradigm, we use the Swift–Hohenberg equation,
which is the simplest nonlinear model with a non-zero critical wavenumber, to study dynamic pattern
formation on time-dependent domains. A universal amplitude equation governing weakly nonlinear
evolution of patterns on time-dependent domains is derived and proves to be a generalization of the
standard Ginzburg–Landau equation. Its key solutions identified here demonstrate a substantial variety
– spatially periodic states with a time-dependent wavenumber, steady spatially non-periodic states, and
pulse-train solutions – in contrast to extended systems on time-fixed domains. The effects of domain flow,
such as bifurcation delay due to domain growth and destabilization due to oscillatory domain flow, on the
Eckhaus instability responsible for phase slips in spatially periodic states are analyzed with the help of
both local and global stability analyses. A nonlinear phase equation describing the approach to a phase-
slip event is derived. Detailed analysis of a phase slip using multiple time scale methods demonstrates
different mechanisms governing the wavelength changing process at different stages.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

1.1. General setting

In the present work we consider pattern formation in a general
evolution system on a time-dependent domain x ∈ Ωt :

∂c
∂t

+ ∇ · (u c) = Lxc + N(c), N(0) = N ′(0) = 0, (1)

resulting from the application of a conservation law to a given
quantity c such as a concentration (or concentrations if (1) is a vec-
tor equation). Here Lx is a constant coefficient time-independent
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differential operator in the spatial variable x (in the case of a reac-
tion–diffusion system Lx = D∇

2, for example); N(c) is a general
nonlinear differential operator, whichmay originate from the non-
linear part of the reaction law; u(t, x) is the velocity of a spatial do-
main point at location x at time t . The evolution of the quantity c is
considered on a time-deforming domainΩt , which can be thought
of as a ‘substrate’: examples include reaction–diffusion on growing
skin, crown spike structure on a growing circular rim in the drop
splash phenomenon, waves in a stretching rod, etc. [1]. The time-
deformation of the domain Ωt , which may be finite or infinite in
spatial extent, introduces an advection term, u ·∇c , corresponding
to elementary volumes moving with the flow u(t, x) due to local
domain deformation and a dilution term, c ∇ · u, corresponding to
local volume change.

In addition to this Eulerian interpretation, it is instructive to
look at the local flow u(t, x) from a Lagrangian description point
of view. Suppose the point x in the domain Ωt moves according
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to the trajectory x = X(t, a) ∈ Ωt , where a is an initial
position (point label or a Lagrangian coordinate), i.e. X(0, a) =

a. The local flow is then fully determined by u(t, x) = ∂X/∂t ,
where the partial derivative is evaluated at constant a, i.e. a fixed
marker for the given trajectory. We mention two key examples
of domain deformation—for a more detailed discussion the reader
is referred to [1]. First, isotropic growth, which in one spatial
dimension corresponds to X(t, a) = a r(t) with r(0) = 1 and
a ∈ [−L0/2, L0/2], implies

u(t, x) = a ṙ = x
ṙ
r

= x
L̇
L

≡ f (t) x, (2)

where L(t) = L0r(t) is the domain length at time t; the function
f (t) ≡ L̇/L will be used throughout the rest of the paper.
Thus the velocity u of stretching depends on the location away
from the stationary center x = 0 with maximum speed at the
domain boundaries u|x=±L(t)/2 = ±L0 ṙ/2 = ±L̇/2. Note that
the flow becomes a function of space only, u = u(x), when the
domain grows exponentially: r ∼ eα t , α > 0. Pattern formation
on exponentially growing domains was studied numerically in a
number of papers, e.g. [2–6]. If each point of the domain oscillates
periodically with period T , then X(t, a) = X(t + T , a) for all t and
the flowu(t, x) is called oscillatory—physically thismay correspond
to jittering endpoints of the domain (in opposite directions).When
all points of the domain move with the same speed u = u(t),
the domain is simply translated and no stretching takes place—
therefore, in what follows we only consider flows u depending
on the spatial coordinate x (and perhaps time). An important
special case is that of uniform growth of a spatially periodic domain
studied in [7], corresponding to a one-dimensional domain that
stretches at the same rate everywhere—because the domain does
not have endpoints, each cross-section remains at rest and u ≡ 0
everywhere. This is the case, for example, during the process of
crown formation in the drop splash problem [7], when the dilution
effect is neglected.

1.2. Motivation and key questions

The present study is motivated by the need to understand do-
main flow (convection and dilution) effects on near-critical behav-
ior and in particular on the Eckhaus instability in various physical
systems. The Eckhaus instability is the key instability that permits a
system exhibiting a periodic structure with a characteristic length
scale to adjust to a growing domain by nucleating new wave-
lengths to maintain the characteristic scale of the pattern. To date,
most knowledge in this area is based on experiments or numeri-
cal simulations, as illustrated bymodels of morphogenesis, e.g. [2–
4,8,9]. Reaction–diffusion systems have been studied numerically
on domains with both isotropic (including exponential) [2,4,6]
and nonuniform [8] growth, revealing growth via wavelength-
doubling. In [2] the flow term in Eq. (1) was neglected, thereby
rendering the system analogous to translation-invariant systems
with periodic boundary conditions [7]. Given the wealth of obser-
vational data, there is a need for a simple theory testing the basic
mechanisms governing structure growth. One approach, based on
a reduction of PDEs to ODEs, was proposed in [4] for domains with
isotropic growth, but it does not seem to have the same clarity as
the classical Eckhaus instability analysis [10]. Other known results
about stability on time-dependent domains include the assertion
that if the flow u is divergence-free the conditions for a diffusion-
induced (Turing) instability remain unchanged from those for the
time-independent case [9].

Given that fundamental understanding of stability properties
on time-dependent domains is currently in a rudimentary state,
in the present work we address basic questions centered around
the effect of the flow u(t, x) on pattern formation in near-critical
systems, in particular:
• Is there a universal near-critical amplitude equation similar
to the Ginzburg–Landau equation (GLE) on time-independent
spatial domains?

• Howmay the spatial structure of solutions be affected by time-
evolution of the domain?

• What are the mechanisms by which the pattern wavelength
(number of cells) changes and what is the nature of the
boundary separating the basins of attraction of solutions with
different number of cells as comparedwith the standard case of
Eckhaus instability [11,12]?

The discussion below parallels the corresponding theory for
patterns on time-independent domains [11,12] although the
results demonstrate substantial differences arising from the
presence of the domain flow u(t, x).

2. Amplitude equation

2.1. Problem statement and basic observations

Weseek to understand the effects of domain growth on systems
displaying spatially periodic structures. In reaction–diffusion
systems of the form (1) this is only possible in coupled equations,
i.e. when c is a vector of at least two concentrations [13].
We therefore turn to a generic scalar equation of fourth order
exhibiting an intrinsic length scale, the Swift–Hohenberg equation
(SHE)

ct + (u c)x = µ c − (∂2
x + k20)

2 c + N(c), (3)

where x ∈ [−L(t)/2, L(t)/2] and L = L0 at t = 0. Fig. 1 shows the
space–time evolution in the complex case with N(c) = −|c|2 c
resulting from an initial condition in the form of a stationary
solution on a time-independent domain. The domain is assumed
to be growing isotropically as described by Eq. (2). The figure
reveals that new wavelengths are continuously injected in order
to maintain a state with an intrinsic length scale of order 2π/k0.
The advantage compared with a system of reaction–diffusion
equations (1) is that both the bifurcation parameter µ and the
intrinsic wavenumber k0 appear explicitly, thereby making the
derivation more compact without affecting the generality of the
resulting amplitude equation—the same equation can be arrived
at starting from a general near-critical system with k0 ≠ 0. In fact,
the SHE (3) can be reduced to a vector reaction–diffusion form by
introducing an auxiliary variable c ′

= (∂2
x + k20)c as noted in [12],

so that (1) becomes an algebraic–differential system in which the
variable c ′ evolves on a much faster time scale compared to that of
the master mode c.

Eq. (3) is considered on a finite domain whose length L(t)
is assumed to be large enough to contain many wavelengths
2π/k0 of the primary instability in the time-independent case.
The wavenumber k0 sets the intrinsic length scale of the problem,
even though the primary instability leads to states with a time-
dependent wavenumber k(t), with k(0) = k0 corresponding to
L(0) = L0 at t = 0—this will become clear once we set the details
of the flow u(t, x). As justified by the choice of the modulational
scaling below, the departure of k(t) from k0 is assumed to be small
and to evolve on slow time and spatial scales. Thus, without loss of
generality,we ‘delegate’ this departure from k0 to themodulational
wavenumber k(t) − k0, i.e. the wavenumber set by the solution of
the amplitude equation.

Before deriving the amplitude equation, it is helpful to scale the
spatial coordinate with respect to the domain size L(t), x → L(t) x.
In the case of isotropic growth (2) we obtain

ct = [µ − f (t)] c −


1

L2(t)
∂2
x + k20

2

c + N(c), (4)

where x ∈ [−1/2, 1/2]. Thus isotropic domain growth has
two main effects on the dynamics: it modifies the bifurcation
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(a)

(b)

Fig. 1. Phase-slips in the supercritical complex Swift–Hohenberg equation (3)
with N(c) = −|c|2 c on an isotropically growing domain with periodic boundary
conditions and an initial condition in the form of a stationary pattern with
wavenumber k = 4 and superimposed small amplitude random noise. The
parameters are µ = 0.5, k0 = 1 and the domain size expands according to
L(t) = L∞ + (L0 − L∞)e−t/tc . (a) A space–time representation of the solution
Re(c). (b) Equidistant contours of Re(c) in the (x, t) plane. The spatial coordinate is
normalized by L(t), so that x ∈ [−1/2, 1/2] for all t . Because of the superimposed
noise phase slips occur at different times in different locations.

parameter, which becomes dynamic,µ → µ− f (t), and it changes
the scale on which spatial diffusion acts. In the particular case
of an exponentially growing domain, f (t) ≡ const, the effective
bifurcation parameter µ − f (t) remains stationary. Thus, if the
domain is being stretched, the effect of stretching is stabilizing
since the effective bifurcation parameter is reduced (and may po-
tentially become negative). This observation establishes a direct
relation between this type of domain flow and previous results
for translation-invariant systems on time-dependent domains in
which only the second effect – the change of the scale on which
diffusion operates – is present [7].

2.2. Derivation

Let us now consider the real SHE (3) in which the flow u is not
necessarily isotropic. Since the near-critical amplitude equation
describes the dynamicswithinO(ϵ2) of the bifurcation pointµ = 0
occurring on the slow time scale τ = ϵ2 t and the long spatial
scales ξ = ϵ x, wemust assume that the domain growth effects are
also weak, specifically u(t, x) = O(ϵ2). From a practical viewpoint,
consideration of a flow depending on a slow timescale is justified
by actual physical considerations, cf. [3].

Given the fast (t, x) and slow (τ , ξ) temporal and spatial scales,
the derivatives in (3) are transformed according to

∂t → ∂t + ϵ2∂τ , ∂x → ∂x + ϵ∂ξ . (5)

In addition we write (as in the standard GLE derivation)

µ = ϵ2µ2, c = ϵ c1 + ϵ2c2 + ϵ3c3 + · · · , (6)

together with the assumption u = ϵ2u2(τ , ξ) + · · · . Note that u2
must, for consistency, be taken to depend on the slow variables
only. The above Ansatz transforms (3) into the following system

O(ϵ) : L c1 = 0, (7a)

O(ϵ2) : L c2 = −4

∂2
x + k20


∂x∂ξ c1 +

1
2
N ′′(0)c21 , (7b)

O(ϵ3) : L c3 = −c1τ − (u2 c1)x + µ2c1
− 4


∂2
x + k20


∂x∂ξ c2 − 2


3 ∂2

x + k20

∂2
ξ c1

+ N ′′(0)c1c2 +
1
6
N ′′′(0)c31 , (7c)

where L = ∂t + (∂2
x + k20)

2. Eq. (7a) is the linear stability problem
and admits solutions of the form

c1 = R(τ , ξ)eiφ + c.c., φ(x; τ , ξ) ≡ k0x +


k1 dξ . (8)

Without loss of generality R(τ , ξ)may be taken real since its phase
can always be incorporated into φ.

Given the form of (8), Eq. (7b) reduces to

O(ϵ2) : c2t + (∂2
x + k20)

2 c2 =
1
2
N ′′(0)c21 , (9)

the solution of which can be represented in the form

c2 = α0R2
+ α2R2e2iφ + c.c., (10)

with α0 ≡
1

2k40
N ′′(0) and α2 ≡

1
18k40

N ′′(0). Since

c1ξξ =

Rξξ + 2ik1Rξ + iRk1ξ − R k21


eiφ + c.c., (11a)

∂2
x + k20


∂x∂ξ c2 = −12ik30α2


R Rξ + ik1R2 e2iφ + c.c., (11b)

the (complex) solvability condition for c3 obtained from Eq. (7c)
leads to the (real) equations

k1τ = 8k20


k1

Rξ

R


ξ

+ 4 k20k1ξξ − k0u2ξ , (12a)

Rτ =

µ2 − 4k20k

2
1


R + 4k20Rξξ + αR3, (12b)

where α ≡ 2α0N ′′(0)+ 1
2N

′′′(0). This system can be combined into
a single complex amplitude equation for A ≡ R eiθ with θξ = k1:

Aτ = µA + 4k20Aξξ + α|A|
2A − iuk0A, (13)

wherewedropped the subscripts onµ2 and u2. As expected, steady
translation of the domain, u = const, leads to the standard GLE via
the transformation A(τ , ξ) → A(τ , ξ) e−iuk0τ , a reflection of the
‘‘Doppler’’ effect. In the following we assume that α < 0 (so that
a supercritical bifurcation takes place) and scale lengths and the
amplitude A such that Eq. (13) takes the standard form, hereafter
referred to as the generalized GLE (gGLE),

Aτ = (µ − i u) A + Aξξ − |A|
2A. (14)

Eq. (14) will be considered either on an infinite domain or on a do-
main large enough for Fourier analysis to apply. The gGLE comple-
ments the corresponding modulation equations for systems with
slowly varying geometry in which the spatial coordinate is time-
like, such as occurs, for example, in the sedimentation problem in
meandering rivers [14], laser systemswith inhomogeneous pump-
ing [15], and flows in spatially developing media [16], to name a
few. The key difference is that in such systems the resultingGLEhas
real coefficients with the bifurcation parameter µ being a function
of the slowly varying spatial variable.

A natural question one may ask is as to why (14) differs from
standard GLE if the original SHE (3) on time-dependent domains
with a flow can be transformed to the SHE (4) with a dynamic
bifurcation parameter? Eq. (14) retains translation invariance on
the short scale x, but this invariance is broken on the larger scale ξ .
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Likewise the term −i u A breaks reflection symmetry, in the sense
that Eq. (14) is no longer invariant with respect to the symmetry
A → A∗. This is of course a consequence of the odd spatial
derivative in Eq. (3) and implies that Eq. (14) no longer has gradient
structure. The physical reason for these differences can be traced
to the Doppler effect of the flow u, which shifts the wavenumber
away from k0 in (4) and thus affects the phase: the linearized Eq.
(3) has the solution c ∝ exp


ik0


x −

 τ

0 u dτ

. As a result, the

flow u is necessarily present in Eq. (12a) for the phase.1 It must
be noted that one can use the transformation A → A ei b(ξ) (e.g. if
u = u(ξ) then bξξ = u) to remove the imaginary part in the
effective bifurcation parameter µ − iu in (13) but at the expense
of changing the bifurcation parameter to µ − b2ξ and adding a new
term 2 i bξAξ to the equation.

Eq. (14) can also be analyzed in the scaled spatial variableξ =

ξL0/L(τ ). The resulting equation is defined on a time-fixed spatial
domain and takes the form:

Aτ −
Lτ

L
ξ Aξ = (µ − iu) A +

L20
L2

Aξξ − |A|
2A. (15)

Eq. (15) but with a real coefficient of the first term on the right also
arises in control theory [17,18]. In the special casewhere the flow u
is time-independent and proportional to ξ , Eq. (14) takes, without
loss of generality, the form of a nonlinear Airy equation:

∂A
∂τ

= (µ − iξ)A +
∂2A
∂ξ 2

− |A|
2A, (16)

which is known to exhibit solutions in the form of pulse trains
[19,20].

Since in cases of interest the flow u(τ , ξ) necessarily depends
on the spatial coordinate ξ , the nonzero solutions of (14) will in
general depend on both space and time.

2.3. Spatially periodic unsteady solutions

Of particular relevance to the main goal of the present paper
is a base state whose wavenumber is stretched according to the
domain stretching rate. Writing A0(τ , ξ) = R0(τ , ξ)eiθ(τ ,ξ) we
find from Eq. (14) that the amplitude R(τ , ξ) and the wavenumber
k(τ , ξ) ≡ θξ satisfy the equations

kτ = 2

k
R0ξ

R0


ξ

+ kξξ − uξ =
∂

∂ξ


1
R2
0


R2
0k


ξ


− uξ , (17a)

R0τ = (µ − k2)R0 + R0ξξ − R3
0. (17b)

A special case of these equations arises when R0(τ , ξ) = R0(τ )

only. In this case k(τ , ξ) satisfies the diffusion equation

kτ = kξξ − uξ , (18)

the solution of which relaxes to a spatially independentwavenum-
ber whenever u = ξ f (τ ). In this case kτ = −f (τ ),2 while the
equation for R0 gives

R0τ =

µ − k2(τ )


R0 − R3

0. (19)

1 For example, if the domain shrinks exponentially and isotropically, u = α ξ ,
α < 0, then the deviation of the wavenumber k = k0 + k′ from k0 is determined by
k20k

′2
+ α = 0.

2 As the reader can easily establish, the total wavenumber k0+ϵk1 is commensu-
rate with the changing domain size only approximately, i.e. d [(k0 + ϵk1) L] /dτ =

ϵk1Lτ = O(ϵ), which is due to the approximate nature of the near-critical GLE in
general. Even on time-fixed spatial domains the solution of the GLE approximates
the solution of the original problem with O(ϵ2) accuracy only [21,22].
This equation admits the solution

R−2
0 (τ ) = F−1

0 (τ )


2

 τ

0
F0(τ ) dτ + R0(0)−2


,

F0(τ ) = exp

2

 τ

0
(µ − k2(τ ))dτ


,

(20)

indicating that the amplitude R0(τ ) remains positive at all times
provided the initial amplitude R0(0) > 0 and hence phase slips
are necessarily a consequence of phase instability of the base state.
Eq. (20) also suggests that the system exhibits bifurcation
delay [23] since a particular amplitude R0 is reached later than
in the time-independent domain case with constant bifurcation
parameter µ − k2. The resulting base state takes the form

A0(τ , ξ) = R0(τ ) ei θ(τ ,ξ), θ(τ , ξ) = k(τ )ξ + φ(τ), (21)

where φ(τ) is an arbitrary function of time that will be set to zero
in what follows.

2.4. Spatially non-periodic steady solutions

Let us now consider time-independent solutions of Eqs. (17)
and thus of Eq. (14). Suppose that the spatial dependence occurs
on a large scale relative to ξ , i.e. ξ → δ ξ , δ ≪ 1, and that the
flow is correspondingly weak (and time-independent): u → δu.
The resulting system simplifies to

0 = 2

k
R0ξ

R0


ξ

+ kξξ − uξ , (22a)

0 = (µ − k2) R0 + δ2 R0ξξ − R3
0. (22b)

Expanding R0 in powers of δ2, R0 = R00 + O(δ2), k = k0 + O(δ2),
we obtain

R2
00 = µ − k20, (23)

producing the following equation for the leading order wavenum-
ber k0(ξ):

µ − 3k20
µ − k20

k0ξ = u. (24)

Solutions of the resulting implicit equation

3 k0 −
√

µ ln
√

µ + k0
√

µ − k0
=

 ξ

0
u(ξ) dξ (25)

are shown in Fig. 2 for the case u(ξ) = ξ ; evidently, Eq. (25) admits
multiple solutions, including spatially localized solutions (the two
lower branches of k0(ξ) in the figure), and this remains so for other
choices of u(ξ) resembling the case u(ξ) = ξ asmultivaluedness of
k0 is defined by the left side of (25). The corresponding amplitude
R00 found from (23) vanishes when k20 > µ.

3. Eckhaus instability and phase slips

Among the two key base states – spatially non-periodic steady
and spatially periodic unsteady states corresponding to u =

u(ξ) and u = f (τ )ξ , respectively – the latter is of particular
interest from the point of view of understanding the mechanisms
whereby a periodic pattern (with a time-dependent wavenumber)
can adjust its wavelength in response to domain growth.

3.1. Local analysis of a phase-slip event

A cell or wavelength can only be created or destroyed at
locations where the local spatial phase θ(τ , ξ) is undefined, i.e., at
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Fig. 2. Multivalued solutions k0(ξ) of the implicit equation (25) with µ = 1 and
u(ξ) = ξ .

(a)

(b)

Fig. 3. Phase-slip event on a time-dependent domain: (a) periodic order parameter
A; (b) phase slip event at (τ ∗,ξ ∗

0 ).

locations where the order parameter A (Fig. 3(a)) vanishes: Re A =

Im A = 0 (Fig. 3(b)). Since this is the same scenario as for
systems on time-fixed domains, one can apply local analysis [24]
to determine the effect of isotropic growthwith the flow u(τ , ξ) =

f (τ ) ξ on the time and location of the phase-slip event.
The key difference between the analysis of [24] and the present

case is that here one cannot enforce the phase-slip location to be at
ξ = 0 since the flow breaks translation invariance. However, in the
transformed variables introduced in (15) a generic initial condition
atτ = 0, right before the phase slip occurs at (τ ,ξ) = (τ ∗,ξ ∗

0 ),
can be written in the form:

A0(ξ −ξ ∗

0 ) =
1
2
α(ξ −ξ ∗

0 )2 + iβ(ξ −ξ ∗

0 ) − 4αdR − iβdI , (26)

where dR and dI are small—the only difference from [24] is the
presence of the last term. The structure of (26) reflects the presence
of non-zero curvature α and slope β at the location of the phase
slip, as seen in Fig. 3(b). Representing the solution as

A(τ ,ξ) = A0(ξ −ξ ∗

0 ) + φ(τ), (27)

it is easy to show from (15) that

φ(τ) = L20α
 τ
0

dτ
L2(τ)

+ iβξ ∗

0

 τ
0

f (τ) dτ . (28)
Fig. 4. Phase slip in Eq. (14) with u = f (τ )ξ as derived from the real supercritical
SHE (3) on the same isotropically growing domain as in Fig. 1. The solid circlemarks
the instant where |A| = 0, i.e., the location of the phase slip. The spatial coordinate
is normalized by L(τ ) as in (15).

Hence, the phase slip takes place at (τ ∗,ξ ∗

0 ) defined by

dR = L20

 τ∗

0

dτ
L2(τ)

, dI = ξ ∗

0

 τ∗

0
f (τ) dτ , (29)

which is in contrast to the conditions for a fixed infinite domain
with no flow [24]τ ∗

= dR, ξ ∗

0 = 0. (30)

Eq. (29) shows that for L(τ) = L(0) + l(τ) with l(τ) = sτ α , α > 0,
domain growth (s > 0) leads to a delay in the phase slip, while
domain contraction (s < 0) moves the phase-slip event closer
compared to that for the time-independent domain case (30).

As an illustration of an actual phase-slip event in the gGLE on
a time-dependent domain, we show in Fig. 4 a sample solution of
Eq. (14) on the same isotropically growing domain L(t) as in Fig. 1
exhibiting the instant at which a phase slip takes place, i.e. |A| = 0.

3.2. Shift in the Eckhaus boundary

In this section we determine the shift in the Eckhaus boundary
arising from the presence of the time-dependent flow u(τ , ξ). In
general this shift cannot be determined analytically. We therefore
focus on the particular case u = f (τ )ξ , corresponding to the
base state A0(τ , ξ) = R0(τ ) ei k(τ )ξ with the time-dependent
wavenumber k(τ ), where kτ = −f (τ ), introduced in Section 2.3.

Linear stability properties of this base state are obtained from
the linearized equation

A′

τ = (µ − iu)A′
+ A′

ξξ −


A2
0A

′
+ 2|A0|

2A′


. (31)

In contrast to the time-independent domain case this equation is in
general spatially inhomogeneous. However, when u = f (τ )ξ (and
thus kτ = −f (τ )) solutions of the form

A′(τ , ξ) = a+(τ )ei[k(τ )−m]ξ
+ a−∗(τ )ei[k(τ )+m]ξ (32)

can be found. Here m is a constant wavenumber. The amplitudes
a±(τ ) satisfy

a+

τ =

µ − (k(τ ) − m)2 − 2p(τ )


a+

− p(τ )a−, (33a)

a−

τ =

µ − (k(τ ) + m)2 − 2p(τ )


a−

− p(τ )a+, (33b)

where p(τ ) ≡ R2
0(τ ) is a solution of the Bernoulli equation

dp
dτ

= 2[µ − k2(τ )]p − 2p2. (34)

The latter equation can be reduced to a linear one via q(τ ) =

1/p(τ ) and thus solved exactly [25]. The result depends on the
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assumed form of f (τ ) and this in turn determines the stability of
the base state A0(τ , ξ) with respect to sidebands m ≠ 0. When
k(τ ) → k0 = const as τ → +∞ one recovers the standard
Eckhaus boundary µ = 3k20.

If, however, k(τ ) remains time-dependent in the long-time
limit, then the outcome is no longer obvious and the nature of the
boundary separating the domain of attraction of solutionswith dif-
ferent number of cells is not as simple as in the time-independent
domain case, where the required saddle-point solutions can be
constructed explicitly [11,12]. We consider here the effect of a
time-periodic oscillatory domain flow on the Eckhaus stability
boundary in the special case k(τ ) = k0 + δκ(τ), where κ(τ) =

sinωτ , δ ≪ 1, and T = 2π/ω is the period. Using standard tech-
niques [26], it can be shown [27] that whenever k(τ ) is T -periodic
the solution of (34) is also T -periodic in the long-time limit. To de-
termine stability of the base state A0(τ , ξ)we assume that the per-
turbation wavenumber is also small,m = δ m, and write

µ = µ0 + δ2 µ2 + δ4 µ4 + · · · ,

p = p0 + δ p1 + δ2 p2 + δ3 p3 + δ4 p4 + · · · ,
(35)

where we took into account that µ1 = µ3 = 0 since the oscil-
latory domain flow will produce a nonzero effect at even orders
only. The second-order correction µ2 determines the shift in the
Eckhaus boundary, i.e., from µ0 = 3k20, arising from the presence
of the oscillationκ(τ). However, as shown below, to computeµ2 it
is necessary to go to fourth order in δ. We first solve (34), obtaining
the following sequence of linear problems:

δ0
:

dp0
dτ

= 2[µ0 − k20]p0 − 2p20, (36a)

δ1
:

dp1
dτ

= 2[µ0 − k20]p1 − 4p0p1 − 4k0κ p0, (36b)

δ2
:

dp2
dτ

= 2[µ0 − k20]p2 − 4p0p2 + 2[µ2 −κ2
]p0

− 4k0κ p1 − 2p21, (36c)

etc. In each case we seek the solutions as τ → ∞. Since p(τ ) is a
periodic function of τ in this limit [27], the pj are all periodic in τ .
Specifically, at leading order p0 → µ0 − k20 as τ → ∞, while at
O(δ1) the long-time solution reads

p1 = −4p0k0
2p0 sinωτ − ω cosωτ

4p20 + ω2
. (37)

Similar expressions can be derived for pj at O(δj), j = 2, 3, 4.
The perturbation Eqs. (33) give, at leading order,

δ0
: a0τ =


µ0 − k20 − 2p0 −p0

−p0 µ0 − k20 − 2p0


a0, (38)

or simply a0τ ≡ −p0J2a0, where ai =

a+

i , a−

i

T and J2 is a matrix
all of whose elements are 1. The O(δ1) and O(δ2) approximations
are given by

δ1
: a1τ = −p0J2a1

−


2k0(κ − m) + 2p1 p1

p1 2k0(κ + m) + 2p1


a0, (39)

and

δ2
: a2τ = −p0J2a2

−


2k0(κ − m) + 2p1 p1

p1 2k0(κ + m) + 2p1


a1

+


µ2 − (κ − m)2 − 2p2 −p2

−p2 µ2 − (κ + m)2 − 2p2


a0,

(40)
and all can be diagonalized in the same way as the O(δ0) system.
At O(δ1) we obtain

α1τ = −p0


0 0
0 2


α1 +


−2k0κ − p1

2k0m

a0, (41)

where αj ≡

αj, βj

T and a0 ≡ a+

0


τ=∞

is a constant. This system
does not exhibit any secular growth and the resulting long-time
asymptotic solution is bounded:

α1 =
p1
2p0

a0, β1 =
k0m
p0

a0. (42)

At O(δ2) we obtain

α2τ = a0

µ2 − (κ2

+ m2) − p2

+ 2k0mβ1 − (2k0κ + p1)α1.

(43)

We observe that when modulation is absent, i.e.,κ = p1 = p2 =

µ2 = 0, this expression reduces to

α2τ =


3k20 − µ0

µ0 − k20

 m2 a0, (44)

and therefore the Eckhaus boundary corresponds to µ0 = 3k20, as
expected.

To determine the effect of κ ≠ 0 on the Eckhaus boundary
(i.e., the possible shift µ2) we note that at this boundary long
wave spatial modulation (m > 0) neither grows nor decays. The
requirement that α2 is on the marginal stability curve (and thus is
a periodic function of τ with zero mean) imposes the condition

µ2 =⟨κ2
+ p2⟩ −

4k20ω
(4p20 + ω2)2

× ⟨(ω cosωτ − 2p0 sinωτ)(ω sinωτ + 2p0 cosωτ)⟩, (45)

obtained by averaging Eq. (43) over τ . However, Eq. (36c) shows
that p0⟨p2⟩ = (µ2 −

1
2 )p0 − 2k0⟨κp1⟩ − ⟨p21⟩. i.e., ⟨p2⟩ = µ2 −

1
2 .

Thus Eq. (45) is an identity and µ2 is undetermined. We therefore
proceed to O(δ4). The requirement that α4 is a periodic function
imposes a condition that determines the unknown quantity µ2
(note thatµ4 drops out from this condition just likeµ2 dropped out
at O(δ2)). As a result, we obtain the shift in the Eckhaus boundary:

µ2 =
1
2


−m2

+
ω4

+ 64 k40 (ω2
+ 36 k40)

(ω2 + 16 k40)2


, (46)

which in the long wave limit of interest, m → 0, leads to

µE(k0, ω) = 3k20 +
δ2

2
ω4

+ 64 k40 (ω2
+ 36 k40)

(ω2 + 16 k40)2
+ O(δ4). (47)

Since the O(δ2) term is positive definite the above result implies
that the presence of the oscillatory domain flow is always
destabilizing in the sense that the band of stable wavenumbers is
always reduced, an effect that increaseswith decreasing oscillation
frequency ω.

In this context, it is interesting to relate these results to those for
the case where the control parameter µ in the Ginzburg–Landau
equation is modulated periodically in time [27], viz. µ = µ̄ + δµ1,
δ ≪ 1, where µ1(τ ) = sinωτ . Under these conditions it was
found that the band of stable wavenumbers is also always reduced
by the presence of the control parameter modulation, with lower
frequencies ω also generating greater reduction: µE(k0, ω) =

3k20 + 64k60δ
2(ω2

+ 16k40)
−2.

3.3. Nonlinear analysis: phase equation

To get an insight into the nonlinear stage close to a phase slip,
we start with the gGLE in the standard form (14) on an infinite
domain, so that the effect of the domain time-dependence enters
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through the flow u(τ , ξ) only. The derivation will be done in the
context of stability of spatially periodic unsteady solutions (21)
with the amplitude R0(τ ) and wavenumber k(τ ) given by (19) and
(18), respectively.

Writing the solution in the form

A(τ , ξ) = R0(τ )[1 + r(τ , ξ)]ei[k(τ ) ξ+φ(τ ,ξ)], (48)

substituting into (14) and separating real and imaginary parts we
obtain

rτ = rξξ − (1 + r)(2kφξ + φ2
ξ ) − R2

0(2r + 3r2 + r3), (49a)

φτ =
2rξ (k + φξ )

1 + r
+ φξξ . (49b)

Since we are interested in resolving the different time and
spatial scales close to a phase slip, we assume that r(τ , ξ) ≡

r(τ2, τ4, . . . ; ξ1) and φ(τ , ξ) ≡ φ(τ2, τ4, . . . ; ξ1), where τ =

ϵ2τ2 + ϵ3τ3 + ϵ4τ4 + · · · and ξ = ϵ ξ1. With r = ϵ r1 + ϵ2r2 +

ϵ3r3 + ϵ4r4 + · · · , Eq. (49a) gives

O(1) : 0 = −2kφξ1 − 2R2
0r1, (50a)

O(ϵ) : 0 = −2kr1φξ1 − φ2
ξ1

− R2
0(2r2 + 3r21 ), (50b)

O(ϵ2) : r1τ2 = r1ξ1ξ1 − 2kr2φξ1 − r1φ2
ξ1

− R2
0(2r3 + 6r1r2 + r31 ), (50c)

while the phase equation (49b) produces

O(1) : φτ2 = φξ1ξ1 + 2 k r1ξ1 , (51a)
O(ϵ) : φτ3 = 2(k r2ξ1 − k r1r1ξ1 + φξ1 r1ξ1), (51b)

O(ϵ2) : φτ4 = 2

k r3ξ1 + φξ1 r2ξ1 + k r1ξ1(r

2
1 − r2)

− r1(k r2ξ1 + φξ1 r1ξ1)

. (51c)

These equations describe the initial stages of a phase-slip event.
The system (50) leads to the following solutions

r1 = −
kφξ1

R2
0

, (52a)

r2 = −
φ2

ξ1

2R2
0


1 +

k2

R2
0


, (52b)

r3 =
1

2R2
0


k
R2
0


τ2

φξ1 − 2
k3

R4
0
φξ1ξ1ξ1


−

1
2

k
R4
0
φ3

ξ1


1 +

k2

R2
0


,

(52c)

while (51) yields

φτ2 = φξ1ξ1


1 −

2k2

R2
0


, (53a)

φτ3 = −4φξ1φξ1ξ1


1 +

k2

R2
0


k
R2
0
, (53b)

φτ4 =
k
R2
0


k
R2
0


τ2

φξ1ξ1 − 2
k4

R6
0
φξ1ξ1ξ1ξ1

−
1
R2
0


1 +

k2

R2
0

 
2 + 7

k2

R2
0


φ2

ξ1
φξ1ξ1 . (53c)

Eqs. (53) show that the phase φ evolves in general on the three
distinct timescales τ2−4. Which of these timescales is relevant
depends on the distance from the Eckhaus boundary. When R2

0 −

2k2 = O(1) and negative, the dynamics is governed by the
diffusion equation (53a) with a negative diffusion coefficient and
instability develops on the timescale τ2. When R2

0 −2k2 = ϵ F (τ3)
the instability grows on the same timescale τ3 as wave steepening,
as described by

φτ3 = φξ1ξ1


1 −

2k2

R2
0


− 4φξ1φξ1ξ1


1 +

k2

R2
0


k
R2
0
, (54)

but wave steepening alone does not arrest the instability. The
growth is slow enough to be arrested only when R2

0 − 2k2 =

ϵ2 F (τ4), i.e., sufficiently close to the Eckhaus boundary. Only in
this case is the phase φ defined for all time. To show this we
suppose, in addition, that R0 and k both evolve on the timescale
τ4 and scale the phase φ → ϵφ, obtaining

φτ =


1 −

2k2

R2
0

+
k
R2
0


k
R2
0


τ


φξξ
−

4k
R2
0


1 +

k2

R2
0


φξφξξ −

2k4

R6
0

φξξξξ . (55)

Here τ = τ4 is the only timescale present and ξ = ξ1. The
resulting equation – the Kuramoto–Sivashinsky equation with
time-dependent coefficients – shows that sufficiently close to the
Eckhaus boundary the instability grows too slowly to proceed to
completion and is in fact arrested by hyperdiffusion. Indeed, if we
neglect the time-dependence and linearize Eq. (55), the growth
rate of an infinitesimal disturbance is given by

σ = −


1 −

2k2

p

 m2
−

2k4

p3
m4

=
m2

2k2


3k2 − µ −

1
2

m2


,

(56)

where m ≪ 1 is the wavenumber of the perturbation and p = R2
0.

Thus the Eckhaus boundary occurs atµ = 3k2 −
1
2 m2, a result that

agrees precisely with Eq. (46).
In the time-dependent case, the linearization is a nonau-

tonomous ordinary differential equation,

φτ = g(τ)φ, g(τ) = −


1 −

2k2

p
+

k
p


k
p


τ
 m2

−
2k4

p3
m4,

(57)

where φ(ξ,τ) = φ(τ) eimξ . The solution of this equation isφ(τ) =φ(0) exp
τ

0 g(τ ′) dτ ′


, implying that it grows in time providedτ

0 g(τ ′) dτ ′ > 0. When k = k0 + δ sinωτ , δ ≪ 1, this condition,
with the integral taken over one period of the forcing, yields

µ = 3k20 +
9
2
δ2

−
1
2
m2

+ O(δ4, δ2m2) (58)

as the threshold for the Eckhaus instability. This results agreeswith
the ω → 0 limit of Eq. (47), thereby confirming the validity of
the explicit stability calculation performed in Section 3.2 and the
prediction from the phase equation obtained in this section.

We remark that Eq. (57) can also be used to study the effect on
the Eckhaus instability of nonperiodic forcing. For example, when
the wavenumber k increases linearly with time due to domain
compression, k = kĎ(1+ cτ), with c > 0 and k(0) = kĎ inside the
Eckhaus-stable region (i.e., g(0) < 0), instability sets in atτ = τexit
defined by τexit

0
g(τ ′) dτ ′

= 0. (59)

Sinceτexit > τ Ď, where g(τ Ď) = 0 represents the time at which the
function g(τ) passes from negative to positive (the instantaneous
passage through the Eckhaus boundary), we speak of bifurcation
delay arising from the presence of time dependence [7].
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4. Conclusions

In this work we made some progress in understanding the
effects of convection anddilution arising fromdomain deformation
on pattern formation in near-critical systems. First, for isotropic
growth the effects of convection and dilution can be transformed
away and replaced by a dynamic bifurcation parameter, at least
in one spatial dimension. Second, we showed that in general the
near-critical evolution of the system is described by an amplitude
equation of Ginzburg–Landau type (referred to here as gGLE)
but with an additional pure imaginary linear term whose form
depends on the details of the domain deformation. These results,
in particular, allow us to invoke earlier analyses of systems with
a dynamic bifurcation parameter [7] or those with a complex,
spatially inhomogeneous linear term [19,20]. Third, new solutions,
compared to the standard GLE, are found, including spatially
periodic solutions with a time-dependent wavenumber and even
spatially non-periodic (spatially localized) steady states. Finally,
we also examined the properties of the Eckhaus instability as
described by the gGLE, with a view of elucidating the effects of
domain deformation on the occurrence of phase slips whereby the
system tries to maintain a preferred wavenumber in the face of
domain growth. Local analysis reveals that timedependence delays
the occurrence of a phase slip (compared to the time-independent
domain case) when the domain is growing. We also performed a
linear stability study of spatially periodic wavetrains and derived
a nonlinear phase equation of Kuramoto–Sivashinsky type with
time-dependent coefficients that captures the initial stages of the
phase-slip development. Both analyses show that the effect of an
oscillatory domain flow is always destabilizing, i.e., that the band
of stable wavenumbers shrinks.
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