Modelling the spread of the invasive alga *Codium fragile* driven by long-distance dispersal of buoyant propagules
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**Abstract**

The secondary spread of an invasive species after initial establishment is a major factor in determining its distribution and impacts. Determining and understanding the factors driving this secondary spread is therefore of great importance to manage and predict invasions. In this study we constructed an individual-based model for the spread of the invasive green alga *Codium fragile* ssp. fragile along a straight coastline, in order to understand the factors governing spreading speed. *Codium* can spread locally through non-buoyant propagules, while long-distance dispersal depends on the wind-driven dispersal of buoyant fragments. Since fragment buoyancy is determined by light conditions, we first modelled the buoyancy of fragments, yielding a dispersal time dependent on light conditions. We then used this dispersal time, along with empirical wind speeds and directions to calculate a dispersal kernel for fragments. Finally, we incorporated this dispersal kernel into a population growth model including survival rate and fragmentation rate, to calculate a population spreading speed. We found that under current environmental conditions along the east coast of Canada, (the northernmost front of this invasion) further spread towards the northeast is possible but limited (only 4 km yr\(^{-1}\)). However, a sensitivity analysis showed that environmental shifts associated with climate change, such as more variable winds and increased disturbances that cause fragmentation, have the potential to increase spreading speed and particularly northward spread.
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1. Introduction

The secondary spread of an invasive species after its initial introduction is of great importance in determining the final distribution and impact of the species (Parker et al., 1999; Molnar et al., 2008). However, secondary spread is difficult to predict as it rarely occurs at a constant speed. Rather, it involves periods of rapid spread over long distances due to movement patterns of vectors (e.g. human activity; Padilla et al., 1996) or favourable environmental conditions (McQuaid and Phillips, 2000), interspersed with long periods of little to no spread. These long-distance dispersal events (“jump dispersal”) are often anthropogenically driven (Blakeslee et al., 2010), but can also occur naturally (e.g. Forrest et al., 2000; Stewart, 2006). In addition, dispersal potential and survival within a species can vary widely among individuals (or propagules) and with environmental conditions. Predicting the spread of an invasive species is thus a difficult task, but understanding which factors determine secondary spread is key to managing the impacts of invaders on ecosystems (Vander Zanden and Olden, 2008).

Mathematical models based on available data are useful tools for understanding and predicting the secondary spread of invasive species. A variety of such models have been proposed to explain species spread, beginning with reaction-diffusion models (Fisher, 1937; Skellam, 1951) and variations thereof (Hengeveld, 1989). However, these models do not take into account long-distance or jump dispersal events, which may be the most important factor in determining invasion rates (Hastings et al., 2005). More recently, individual-based models (IBMs) have been developed which can be used to calculate dispersal kernels including low probability long-distance dispersal events (Fennell et al., 2012). These models incorporate stochastic (“random”) components to account for differences in the conditions experienced by individual propagules (DeAngelis and Mooij, 2005). Markov Chain Monte Carlo (MCMC)
methods can be used to simulate an IBM repeatedly and obtain population-level statistics that account for variability in physical and environmental processes among individuals (Gardner and Gustafson, 2004).

In this study, we used a mechanistic IBM to estimate the dispersal kernel in an integro-difference model of population growth and spread (Lewis et al., 2006), and determine the most important factors controlling population spread along a hypothetical straight coastline. We applied the model to determine the dispersal potential and spreading speed of the invasive green alga *Codium fragile* spp. *fragile* (formerly *ssp. tomentosoides*, hereafter *Codium*) in the NW Atlantic, and compared this spread to the actual recorded spread (Fig. 1). Considered a notorious invader (Trowbridge, 1998; Molnar et al., 2006) due to its capacity for spread and impacts on benthic communities (e.g. Garbary et al., 2004; Scheibling and Gagnon, 2006), *Codium* was first recorded in eastern North America in 1957 in Long Island Sound (Bouck and Morgan, 1957), likely arriving from Europe through ballast water or aquaculture transfers (Chapman, 1999). Over 50 years, it has spread northwards to the Gulf of St. Lawrence where it has been present since approximately 1996 (Garbary et al., 1997). Spreading speed has occurred in jumps and starts (Chapman, 1999) implying a form of stratified diffusion (Shigesada et al., 1995) with long-distance dispersal events driving the invasion front (Neubert and Caswell, 2000).

Invasive *Codium* subspecies can reproduce asexually through parthenogenesis (Prince and Trowbridge, 2004) or fragmentation (Trowbridge, 1998). Fragmentation can occur spontaneously in cold waters (Fralick and Mathieson, 1972) or mechanically through natural (e.g. storms and ice scouring) and anthropogenic disturbances (West et al., 2007). Stratified diffusion in *Codium* is thus likely due to the combined dispersal of asexually-produced propagules, and non-buoyant and buoyant fragments. Parthenogenesis and non-buoyant fragments increase local population density buoyant fragments can disperse many kilometres travelling via wind-driven surface currents before settling and forming new populations (Gagnon et al., 2011, 2015).

The use of buoyant fragments for long-distance dispersal is not unique to *Codium*; other macroalgae such as the invasive *Sargassum muticum* possess specialized air vesicles to keep them afloat (Deysher and Norton, 1982; Stewart, 2006). However, unlike many species of buoyant algae, *Codium* lacks specialized structures for buoyancy and instead relies on oxygen bubbles trapped within the thallus (Dromgoole, 1982). As these oxygen bubbles may leak out of the thallus over time, *Codium* must produce oxygen via photosynthesis to maintain positive buoyancy, providing an interesting link between sunlight and the dispersal potential of this alga (Gagnon et al., 2011).

We developed an IBM for the long-distance dispersal and inter-annual spread of *Codium* in order to determine important factors influencing spread. An estimate of the dispersal kernel of buoyant fragments was determined through independent simulations of the dispersal of many fragments. These simulations incorporated physiological processes and environmental conditions determining the period of buoyancy, as well as environmental factors affecting the dispersal distance of buoyant fragments due to wind over that period. The dispersal kernel was then used to estimate the stochastic spreading speed of *Codium* along a one-dimensional domain (Neubert et al., 2000), representing a coastline. We applied the model using environmental parameters from the east coast of Canada (the northern front of the invasion), and compared our results to the recorded spread of *Codium* in the NW Atlantic. We then performed a sensitivity analysis to determine which parameters had the greatest influence on the spreading speed of *Codium*. These parameters may be important in determining how changing environmental conditions could affect future spread and management strategies.

2. Methods

2.1. Background

The spread of invasive *Codium* was modelled in a mechanistic framework that included sub-models for sunlight and photosynthesis (Sections 2.2 and 2.3), the buoyancy of fragments (Section 2.4), dispersal times and distances (Sections 2.4 and 2.5) and population spread (Section 2.6), including stochastic components throughout (Fig. 2). For each fragment, we simulated a time series of light intensities, calculated oxygen production given those light intensities, determined the buoyancy of the fragment from the amount of oxygen it contained, and the time at which buoyancy became negative and the fragment sank. We tracked the fragment’s wind-driven movement along a one-dimensional domain over the period of positive buoyancy, and the displacement upon sinking was taken to be the fragment’s dispersal distance. This algorithm was repeated for 1000 fragments, which we found to be a sufficiently large number to give consistent population-level estimates of spreading speed (see Fig. A1.3). We used the distribution of dispersal distances for these 1000 fragments as an empirical estimate of the dispersal kernel in an integro-difference model of population spread.

We used environmental conditions from in late summer or early autumn in our simulations, as this is when dispersal potential is highest. At that time, fragmentation increases as adult thalli reach maximum size (Bégin and Scheibling, 2003) and rougher autumn
weather breaks thalli, but there are still enough daylight hours for fragments to remain buoyant for several days to weeks. We used environmental data from the eastern coast of Nova Scotia, Canada (Environment Canada, 2015a, 2015b; Fig. 1), as this area was near the northern front of the Codium invasion in the NW Atlantic at the time of the study (Simard et al., 2007), with conditions relevant for predicting further spread of this invader northward. Codium has since spread further north (Matheson et al., 2014; Fig. 1), allowing us the opportunity to compare our predictions to both historical and recent spread along the northeastern coast of North America.

2.2. Light intensity

*Codium* fragments continue to photosynthesize after being detached from the substrate, continually producing oxygen that is trapped in the medulla and keeping the fragments buoyant. The long-distance dispersal of *Codium* fragments is therefore linked to the intensity and amount of sunlight. Fragments will sink if a series of cloudy days or fewer daylight hours result in lower oxygen production and a net loss of oxygen from the medulla due to respiration and leakage. We explicitly modelled the light intensity over a maximum dispersal period of 60 days. The light intensity $L(t)$ was modelled as a sine curve, shifted so there were $H$ daylight hours with a maximum light intensity $L_{\text{max}}$ (Fig. 3A). We report light intensity in units of kilolux (klx). Outside of daylight hours, we set light intensity at 0 klx. The light intensity at $t$ hours was:

$$L(t) = \frac{L_{\text{max}}}{H} \left( 8 \sin \left( \frac{\pi t + 6}{12} \right) + H - 12 \right).$$  

We accounted for the stochastic nature of weather by randomly determining the weather each day of the simulation, basing the probability of a sunny day from historical weather data. To do this, we drew a binomial random variable, $z \sim \text{Binom}(\alpha)$, where $z = 1$ dictated a sunny day and $z = 0$ dictated a cloudy day for each day of the simulation. The probability of success for the binomial distribution, $\alpha$, was the average proportion of days in a month that were sunny from historical weather data for Sydney, NS (Environment Canada, 2015b). As a base value, we considered historical weather for August only (Table 1), but we also considered other months in the sensitivity analyses (Section 2.7). The maximum light intensity for the day was then chosen from a log-normal distribution of light intensities based on whether it was sunny or cloudy (Arnold and Murray, 1980; Gagnon et al., 2011; Fig. 3A and Fig. A1.1):

$$L_{\text{max}} \sim \begin{cases} \logNormal(\log(30), 0.2) & \text{if sunny (} z = 1 \text{)} \\ \logNormal(\log(10), 0.2) & \text{if cloudy (} z = 0 \text{)} \end{cases}$$  

This stochastic algorithm produced a time series of light intensities that increased to different peak intensities each day (Fig. 3B).

2.3. Photosynthesis

Photosynthetic rates in algae generally increase with increasing light intensity to a maximum rate beyond which rates may plateau or even decline due to photosynthetic inhibition (though the latter does not seem to occur in *C. fragile*; Arnold and Murray, 1980). We modelled net photosynthesis (i.e. accounting for respiration) as:

$$O(t) = \frac{mL(t)}{1 + L(t)} \left( \frac{m}{P_{\text{max}}+r_0} \right) - r_0$$  

where $O(t)$ is the rate of oxygen production (cm$^3 \cdot g$ dry weight of alga$^{-1} \cdot h^{-1}$), $m$ is the slope of oxygen production with light intensity at low light intensities, $P_{\text{max}}$ is the maximum rate of oxygen production and $r_0$ is the rate of respiration (Table 1). Using our modelled light intensities from Eq. (1) and empirically estimated parameters
Table 1
Parameters and base values for simulations of Codium fragile population spread due to the dispersal of buoyant fragments. Equation numbers indicate where the parameters are first mentioned. Parameter values taken from the literature are indicated with a footnote citing the reference.

<table>
<thead>
<tr>
<th>Eq.</th>
<th>Parameter</th>
<th>Symbol</th>
<th>Base value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>Number of daylight hours$^a$</td>
<td>$N$</td>
<td>1000</td>
</tr>
<tr>
<td>(2)</td>
<td>Probability of sunny day$^a$</td>
<td>$\alpha$</td>
<td>0.91</td>
</tr>
<tr>
<td>(3)</td>
<td>Maximum daily light intensity$^b$</td>
<td>$L_{\text{max}}$</td>
<td>logNormal(log(30), 0.2) if sunny ($z = 1$)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>logNormal(log(10), 0.2) if cloudy ($z = 0$)</td>
</tr>
<tr>
<td>(5a)</td>
<td>Leakage rate</td>
<td>$\lambda$</td>
<td>0.1 h$^{-1}$</td>
</tr>
<tr>
<td>(5b)</td>
<td>Proportion of excess $O_2$ at start</td>
<td>$\omega$</td>
<td>0.8</td>
</tr>
<tr>
<td>(8)</td>
<td>Probability of successful settlement</td>
<td>$\gamma$</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Survival of thallus</td>
<td>$\sigma$</td>
<td>0.2 yr$^{-1}$</td>
</tr>
<tr>
<td></td>
<td>Proportion of fragments that are non-buoyant at fragmentation</td>
<td>$\rho$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Source: $^a$Environment Canada (2015a); $^b$Gagnon et al. (2011); Arnold and Murray (1980); $^c$Fralick and Mathieson (1972).

$m$, $r_0$, and $P_{\text{max}}$ from Arnold and Murray (1980), we simulated the oxygen production within each fragment. We converted the parameter estimates from Arnold and Murray (1980) from units of carbon uptake per gram dry weight of seaweed into the rate of oxygen production per wet weight (see Supplement A2 for details of how Eq. (3) was parameterized).

2.4. Buoyancy and dispersal time

The buoyancy of a Codium fragment was determined by its relative density, i.e., if the density of the Codium fragment ($\rho_f$) was greater than that of the surrounding water ($\rho_w$) it sank, but if it was less than the density of the water it floated. We considered fragments as cylinders with two sections: the exterior cortex composed of photosynthetic cells and the interior medulla which is made of filaments with hollow spaces in which air bubbles can accumulate (Fig. 4). The total volume of a fragment ($V_f$) is thus the sum of the volume of the cortex ($V_c$) and the volume of the medulla ($V_m$). Dromgoole (1982) found that the density of Codium was fairly constant with percent water content at 1.042 g cm$^{-3}$, which we took to be the density of the cortex ($\rho_c$). As the medulla can be filled with water ($V_w$), air ($V_a$), or some combination, if the densities of water, air ($\rho_a$), and the cortex are known, the total density of the fragment can therefore be determined by:

$$\rho_f = \frac{\rho_c V_c + \rho_a V_w + \rho_w (V_m - V_a)}{V_f}.$$  (4)

Buoyancy is driven by the volume of oxygen ($V_o$), which depends on the initial volume at fragmentation ($V_o(0)$) and net photosynthesis. The change in the volume of oxygen is described by:

$$\frac{dV_o(t)}{dt} = -\lambda V_o(t) + O(t)(0.05 \rho_c V_c),$$  (5a)

which can be integrated to give the volume of oxygen at time $t$:

$$V_o(t) = e^{-\lambda t} \left( V_o(0) + \int_0^t e^{\lambda \tau} O(\tau)(0.05 \rho_c V_c) \, d\tau \right),$$  (5b)

where $\lambda$ is the leakage rate of oxygen from the medulla and $O(t)$ is the photosynthetic rate per gram dry weight of seaweed from Eq. (3). Photosynthetic rates were given per gram dry weight of seaweed, and we assumed the ratio of dry weight to fresh weight was 0.05 when simulating oxygen production per fragment (Hwang et al., 2008). As a base value we assumed $\lambda = 0.1$ h$^{-1}$, which is an approximate value that produces buoyancy predictions that match data from Gagnon et al. (2011), but we explored this parameter in sensitivity analyses with values from 0 to 0.2 (Section 2.7). When calculating $V_o(t)$, we ensured that we could not have more air than volume of the medulla, or negative volumes ($0 \leq V_o(t) \leq V_m$). The volume of oxygen needed for the density of the fragment to become equal to that of water can then be calculated as:

$$V_o = \frac{V_c (\rho_w - \rho_c)}{\rho_a - \rho_w}.$$  (6)

The volume of oxygen within a fragment ($V_o(t)$) was calculated over time from the simulated light intensities and corresponding oxygen production (Fig. 3B). The initial volume of oxygen is assumed to be greater than $V_c$ for buoyant fragments. We considered the dispersal time ($T$) of a fragment to be the first time at which $V_o(t) \leq V_c$. We thus assumed that when fragments become negatively buoyant, they cannot return to a positively buoyant state and thus settle. This assumption seems reasonable given that light attenuation in sea water results in exponential decay in the photosynthetically active radiation with depth. The proportion of excess oxygen at fragmentation ($\omega$) is zero if the fragment is neutrally buoyant (i.e., $V_o = V_c$) and one if the medulla is completely filled with oxygen (i.e., $V_o = V_m$). Since we were uncertain about this value, we considered a range of values from 0.05 to 1 in a sensitivity analyses (Section 2.7).
2.5. Wind and dispersal distance

Buoyant fragments travel along the water surface, and their dispersal is driven by wind. Previous experiments in lagoons of the Magdalen Islands of eastern Canada found a strong correlation between the distances that fragments travelled and wind speed ($R^2 = 0.76$, Fig. 5; Gagnon et al., 2011), while a study by Blackford (1978) found that wind drove up to 50% of the surface currents in the southern Gulf of St. Lawrence. We therefore assumed that wind speed and direction were the best indicators of movement direction of Codium fragments, and ignored oceanic currents (as well as tidal currents which act perpendicular to the main direction of spread and likely result in little net movement over long time periods). It should be noted, however, that in offshore areas, oceanic currents can overcome this wind forcing (Blackford, 1978), but as Codium is a shallow water species most dispersal occurs along the coast (see Section 4.4.2 for discussion).

Given a dispersal time ($T$) and fragmentation time ($t_0$), we calculated the dispersal distance by iteratively tracking a fragment’s movement due to wind with a time step of one hour over the dispersal period. Fragmentation times, $t_0$, were chosen randomly within the month of August, although we examined how spreading speed changed with different fragmentation periods from June to October (see Section 2.7). A fragment’s position at time $t$ was calculated as:

$$d_y(t) = d_y(t-1) + \beta_d t_0 + t,$$

where $d_y(t)$ is the displacement of fragment $i$ in the NE direction from the location of fragmentation, $\beta_d$ is the proportion of the wind speed at which buoyant fragments move (i.e. the slope of the regression in Fig. 5) and $t_0$ is the wind speed to the NW at hour $t$ in year $j$.

We chose to use wind data from Baccaro Point, Nova Scotia (Fig. 1, Fig. A1.4), as this represents the core area invaded by Codium over the past 50 years. Hourly wind speed and direction for Baccaro Point were available online from Environment Canada from 2007 to 2014 (Environment Canada, 2015a), giving us eight different years of wind data. Where hourly wind speeds were missing, we used the linear interpolation between adjacent data points.

2.6. Spread

Thus far, our simulation model tracked the dispersal of buoyant Codium fragments accounting for variability in sunlight, fragmentation time and wind speed. However, dispersal potential is only one of several factors determining the invasion success of an introduced species. The species’ ability to grow and reproduce in the new environment is also necessary for continued spread, i.e., if fragments do not settle in suitable areas (with available substrate or sufficient sunlight), or if no thalli survive the winter to produce new buoyant fragments, then Codium will not spread. We modelled the spread of Codium along a one-dimensional coastline as an integro-difference equation for the population (according to Lewis et al., 2006):

$$n(x, t + 1) = n(x, t) + pF(n(x, t)) + \gamma(1-p) \int_{-\infty}^{\infty} k(x-y)f(n(y, t))dy,$$

where $n(x, t)$ is the number of the individual thalli at location $x$ and year $t$, $\sigma$ is the survival rate of the thalli, $\gamma$ is the proportion of floating fragments that survive and settle, $F(n)$ is the fragmentation function, $(1-p)$ is proportion of fragments that are buoyant at fragmentation, and $k(x,y)$ is the dispersal function of the fragments, which describes the probability that a fragment disperses from location $y$ to location $x$. We assumed that the dispersal only depends on the relative distance between locations and wrote $k(x,y)$ as $k(x-y)$.

Let $r = F(\theta)$. Then $r$ represents the average number of fragments produced per thallus per year when the total population size is very small. In our simulation, we chose $F(n) = r$ with $r$ being a constant fragmentation rate.

We considered the following equation to study the spreading speed of Codium along a one-dimensional domain,

$$n(x, t + 1) = n(x, t) + p\eta n(x, t) + \gamma(1-p) \int_{-\infty}^{\infty} k(x-y)n(y, t)dy,$$

which is the linearization of the above Eq. (8) at $n=0$ and gives the same spreading speeds as for Eq. (8) (e.g. Kot et al., 1996). Let $M(s) = \int_{-\infty}^{\infty} k(x)e^{sx}dx$ be the moment generating function of the dispersal kernel $k$, where $s$ is the variable of $M$ and can be understood as a measure of the steepness of the wave at the leading edge of the spreading population. According to the theory of spreading speeds for the integro-difference equations (Weinberger, 1982; Kot et al., 1996), the spreading speed to the northeast is:

$$c^{NE} = \min_{s>0} \frac{\ln(\sigma + pr + (1-p)\gamma rM(s))}{s},$$

and the spreading speed in the southwest direction is:

$$c^{SW} = \min_{s>0} \frac{\ln(\sigma + pr + (1-p)\gamma rM(-s))}{s}.$$

$c^{NE}$ is positive if the spread in the NW direction moves to the south and negative if the spread in the NE direction moves to the north; $c^{NE}$ is positive if the spread in the NE direction moves to the north and negative if the spread in the NE direction moves to the south.

The formula for the spreading speeds (Eqs. (10) and (11)) assume that the dispersal kernel does not change over time. However, in our case the dispersal kernel differed from year to year due to the stochastic nature of the wind that drives the dispersal of buoyant fragments. This yields a series of dispersal kernels, $k_0, k_1, \ldots, k_t$, where $t$ is the number of years considered. The corresponding moment generating functions are given by $M_0(s), M_1(s), \ldots, M_t(s)$. The spreading speed to the northeast was therefore unlikely to be constant from year to year, but can be considered to be a random variable (Neubert et al., 2000):

$$c^{NE}_t = \min_{s>0} \frac{1}{t} \sum_{j=0}^{t-1} \frac{\ln(\sigma + pr + (1-p)\gamma rM_j(s))}{s}.$$
We used an empirical estimator to approximate the moment generating functions $M_j(s)$ based on our mechanistic simulation model of buoyant dispersal. The empirical estimator is:

$$M_j^f(s) = \frac{1}{N} \sum_{i=1}^{N} \exp(s d_{ij}), \tag{13}$$

where $N$ is the number of fragments and $d_{ij}$ is the dispersal distance of fragment $i$ in year $j$. We simulated these dispersal distances using our dispersal model in a Monte Carlo framework, repeating the simulation for 1000 independent fragments. This number of fragments was enough to reduce most of the variability in spreading speed due to low sample size in the estimation of $M_j(s)$ (Fig. A1.3), while reducing computational time, thus allowing us to perform sensitivity analyses for various parameters. Using the simulation model to generate a large number of $d_{ij}$, we could use $M_j^f(s)$ to replace $M_j(s)$ in the expressions of $\eta_i^{NE}$ and $\eta_i^{SW}$.

There were eight years of hourly wind data available to us (2007–2014: Environment Canada, 2015a), which is far less than the half-century that Codium has been dispersing. We therefore assumed that these eight years of data were representative and sampled from these eight years with replacement to obtain $t=0$ dispersal kernels used to calculate $M_j^f(s)$ in Eq. (13). We repeated this sampling 1000 times to obtain a bootstrapped distribution of spreading speeds, from which the mean and 95% quantiles are reported (see Supplement A3 for the bootstrapping algorithm).

2.6.1. Spread in two-dimensions

We expanded the model to account for dispersal in two dimensions, using the wind speed in all directions rather than just the NE component (Supplement A4). This allowed us to consider how winds perpendicular to the coastline might introduce a bias by reducing fragment survival, either blowing some fragments offshore where they will sink in areas too deep to support Codium populations, or by blowing fragments onshore. We would expect these biases to be important if there was a correlation in along-shore and cross-shore wind speeds. However, we found that the overall dispersal distances were similar in the one-dimensional and two-dimensional models. The survival of fragments declined as many were blown outside of the settlement zone close to shore, requiring that the trajectories of many more fragments be simulated to obtain a large enough sample of “successful” settlers. Furthermore, the two-dimensional model was computationally more complex, and thus the simulations took much longer to run. We therefore chose to use only the along-shore wind (i.e. NE–SW) to model spread along the NW Atlantic coast, while incorporating fragment survival in the spread model. An example of using the two-dimensional model to simulate dispersal is shown in Supplement A4.

2.7. Sensitivity analyses

We were interested in the factors that most influence the population spread of invasive Codium. Given the uncertainty in some of our variables, we investigated the sensitivity of spreading speed to different parameters in the model (Fig. 2).

Prior to running simulations, we first investigated the sensitivity of spreading speed to the number of fragments in the IBM, from 10 to 10,000, in order to determine how many fragments to simulate. As mentioned in Section 2.1, we chose 1000 fragments because the estimates of spreading speed did not change with a higher number of fragments (Fig. A1.3).

We then considered how spreading speed changed depending on the month in which fragmentation occurred. The number of daylight hours, probability of a sunny day, and wind data differed from month to month, and likely affected spreading speeds (Table A1). In determining the sensitivity of spreading speed to the time of fragmentation, we considered one-month fragmentation periods that started at the beginning or middle of each month for June through September. This analysis provided insight into how changes in the timing of fragmentation, perhaps due to changes in the timing of storms associated with climate change (Kirtman et al., 2013), may affect the spreading speed of Codium.

We also investigated how spreading speed changed over several environmental variables: the probability of a sunny day ($\omega$, Section 2.4), as well as two variables for which we had little available data and high uncertainty: the proportion of excess oxygen at fragmentation ($\omega$, Section 2.4) and the leakage rate ($\lambda$, Section 2.4). These parameters affect the dispersal times, and so for each value that we considered, we simulated dispersal times and bootstrapped 1000 values of the spreading speed (see algorithm in Supplement A3). We varied $\omega$ from 0 to 1 in increments of 0.1, $\omega$ from 0.05 to 1 in increments of 0.05, and $\lambda$ from 0 to 0.2 h$^{-1}$ in increments of 0.01 h$^{-1}$. When analysing the sensitivity of spreading speed to a particular parameter, all other parameters were held at their base values (Table 1).

For the sub-model for population spread (Section 2.6), we investigated the proportional change in the mean spreading speed, $\eta_i$, with changes to each of the four demographic parameters: $\sigma$, $p$, $r$, and $\gamma$. This proportional change, termed elasticity, was calculated as the proportional change in the response (i.e. spreading speed) with a 1% change in the parameter of interest in either direction:

$$E_d = \frac{\eta_i^{NE}(\theta + 0.01\theta) - \eta_i^{NE}(\theta - 0.01\theta)}{0.02 \eta_i^{NE}(\theta)} \tag{14}$$

where $\theta$ is the base value of the parameter of interest ($\sigma$, $p$, $r$, or $\gamma$; Table 1). We calculated the elasticity to the four demographic parameters over increasing proportion of fragments non-buoyant in order to see how their importance changed as the population dynamics shifted from only reproduction via long-distance buoyant dispersal (i.e., $p=0$) to only local reproduction (i.e., $p=1$). We also report the relative importance of each parameter, calculated as $|E_d| / \max |E|$, where $\max |E|$ is the maximum absolute value of the elasticities across all four parameters.

3. Results

3.1. Spread

Simulations using environmental data from eastern Canada suggest that buoyant dispersal can drive the spread of Codium to the southwest at an average speed of 36.6 km yr$^{-1}$ (95% confidence interval: 35.2–37.9 km yr$^{-1}$) but only 4.2 km yr$^{-1}$ (3.4–4.9 km yr$^{-1}$) to the northeast (Fig. A1.2).

The spreading speed depended on the time period when fragmentation was initiated because the number of daylight hours and probability of a sunny day changed from month to month. Fragmentation in June or early July, when there are the most daylight hours, resulted in the longest dispersal times due to greater potential for photosynthesis (Fig. 6A). These long dispersal times resulted in the largest spreading speeds in June, particularly to the southwest (Fig. 6B). When fragmentation occurred in September, spreading speed declined as light was limiting and dispersal times were low.

3.2. Sensitivity analyses

As we increased the probability of a sunny day ($\omega$), fragments remained buoyant for a longer time, resulting in longer dispersal times and greater spreading speeds to the south (the dominant
wind direction), with maximum spread of 66 km yr\(^{-1}\) to the southwest when there was 100% probability of a sunny day (Fig. 7A).

The leakage rate \(\lambda\) also had a large effect on spreading speed, especially near the base value of \(\lambda = 0.1\) h\(^{-1}\) (Fig. 7B). Small increases in the leakage rate between values of \(\lambda = 0.08\) h\(^{-1}\) to \(\lambda = 0.12\) h\(^{-1}\) had a large effect on the spreading speed (\(c_{\text{SW}} = 65.1\) km yr\(^{-1}\) to \(c_{\text{SW}} = 5.2\) km yr\(^{-1}\)). Leakage rates above 0.14 h\(^{-1}\) had less of an effect, as dispersal times and therefore spreading speeds approached zero (Fig. 7B).

On the other hand, the proportion of the medulla of a fragment that was filled with oxygen at the time of fragmentation \(\langle \omega \rangle\) had little effect on the spreading speed (Fig. A1.3B), likely because the leakage rate and photosynthetic rates were relatively high (Fig. 3B) and therefore much more important than the initial amount of oxygen in the medulla.

### 3.3. Elasticity in the spread model

The fragmentation rate \(r\) was generally the most important demographic parameter affecting the spread of *Codium* along a one-dimensional coastline (Fig. 8). Higher fragmentation rates resulted in higher spreading speeds in the southwest direction (Fig. 8A). However, when few fragments were buoyant (i.e., \(p \approx 1\)), the proportion of fragments that were non-buoyant became more important than the fragmentation rate, with small increases in \(p\) resulting in large decreases in spreading speed (Fig. 8B).

Interestingly, when the proportion of fragments that were non-buoyant was small (i.e., \(p \approx 0\)), a small increase in \(p\) resulted in an increase in spreading speed (i.e., elasticity was positive; Fig. 8A). This is the opposite of what we had initially expected, given that we proposed buoyant fragments could disperse longer distances and therefore increase spreading speeds. However, by rearranging\n
\[\gamma M(s) < 1\]

Eq. (12), it became clear that absolute spreading speed will increase with the proportion of non-buoyant fragments if \(\gamma M(s) < 1\).

The survival of adult thalli \((\sigma)\) was relatively unimportant in affecting spreading speed (Fig. 8), likely because in our model these thalli do not contribute to spread except by producing fragments.

### 4. Discussion

#### 4.1. Spread of *Codium*

We developed a model for the spread of the invasive alga *Codium fragile* in the NW Atlantic that includes the wind-driven dispersal of buoyant fragments. To our knowledge, this is the first attempt at a mechanistic framework for *Codium* dispersal accounting for low-probability long-distance dispersal events that likely drive the front of the invasion (Hastings et al., 2005). Our model showed that prevailing winds are an important determinant of spreading speed of buoyant fragments, and thus prevailing southerly winds on the east coast of Canada in the late summer and autumn are predicted to drive spread southwards at a speed of \(\sim 37\) km yr\(^{-1}\), while spread towards Newfoundland is predicted to occur much slower at \(- 4\) km yr\(^{-1}\). As we used environmental conditions from the northern extent of the invasion, this should indicate that further northward spread by natural means is unlikely under current conditions. Our distribution of spreading speeds was consistent with the theoretical prediction of an asymptotically Gaussian distribution for the stochastic spreading speed over large time intervals (Fig. A1.2; Neubert et al., 2000).

A previous estimate of the spread of *Codium* by Lyons and Scheibling (2009) was based on extrapolating a linear spreading speed from reported sightings of *Codium* along the NW Atlantic coast. They predicted that a strong surface current should be driving *Codium* spread southwards rather than northwards. However, linear regressions of actual spread (based on reported

---

**Fig. 6.** (A) Mean dispersal time and (B) spreading speeds to the northeast \(c_{\text{NE}}\); blue) and southwest \(c_{\text{SW}}\); red) over eight different one-month fragmentation periods beginning in June through September. Points in (A) are the are the mean and 95% bootstrapped confidence intervals on the mean for the 1000 fragments, and points in (B) are the mean and 95% quantiles of 1000 bootstrapped calculations of the stochastic spreading speed from eight different years of wind data (Section 2.5). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 7.** Sensitivity of spreading speed in the northeast \(c_{\text{NE}}\); blue) and southwest \(c_{\text{SW}}\); red) to (A) the probability of a sunny day \(\alpha\) and (B) the leakage rate of oxygen from the medulla \(\lambda\). Points and error bars are the mean and 95% confidence intervals from 1000 bootstrapped calculations of the stochastic spreading speed (see Section 2.6). Vertical dashed line indicates the base parameter values (Table 1). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
sightings) showed that spread towards the northeast has occurred at 26 ± 3 km yr⁻¹, while spread towards the southwest at a speed of 37 ± 5 km yr⁻¹. They thus concluded that northward spread has mostly occurred due to human-mediated transport, while southward spread is likely due to natural spread (i.e., buoyant fragments), but that oceanic currents were poor predictors for the dispersal of this alga. Local wind conditions are highly variable, but in any case, the general conclusions of both analyses are in agreement (dominant natural spread towards the south, with speed within the same order of magnitude). Similarly, Trowbridge (1998) reported average spread of invasive Codium around the world of 65–70 km yr⁻¹, while Kelly et al. (2014) found spread of ~70 km yr⁻¹ in Europe, both of which included anthropogenic dispersal but are within the same magnitude as predicted by our model.

While we predicted little northward spread through natural dispersal mechanisms, spread by anthropogenic means is a definite possibility that falls outside the predictions of our model. Much of the spread of Codium around the world and in the NW Atlantic seems to have occurred through human-mediated dispersal, either through ship fouling or transport of aquaculture materials (Carlton and Scanlon, 1985; Trowbridge, 1998). Indeed, Codium has recently been reported from the southern and eastern coasts of Newfoundland, approximately 500 km east and northeast, respectively, from Codium populations in the southern Gulf of St. Lawrence (Matheson et al., 2014). The authors concluded that the introduction of Codium into Newfoundland waters was likely anthropogenic, due to the high densities of algae found in areas with high shipping activity, and based on our model we agree – to reach Newfoundland from the southern Gulf of St. Lawrence, fragments would have not only had to disperse in opposite directions than the prevailing wind, but also would have had to cross the Gaspé current (Fig. 1). Here, water velocities are the strongest within the Gulf of St. Lawrence (El-Sabh, 1976) and though the surface current here does not necessarily correlate with wind (Blackford, 1978; see also Section 4.4.2), the prevailing direction is to the southeast, away from Newfoundland.

4.2. Sensitivity of the model to different factors

4.2.1. Fragmentation

The model was especially sensitive to fluctuations in the fragmentation rate (parameter r, i.e., the number of fragments produced), which is in turn determined by the adult population, as well as mechanisms inducing fragmentation. In effect, spreading speed increases as the population size increases, thus leading to an increasing invasion speed over time. In addition to fragments, Codium also reproduces via small parthenogenetic propagules, which act to increase local abundance of Codium thalli (Trowbridge, 1998). Parthenogenetic reproduction could also contribute to high local population growth, thus increasing the fragmentation rate and spreading speed.

The timing of fragmentation was also an important factor, with fragments produced in June or July having a higher dispersal potential than fragments produced in late autumn. However, since mechanically- and temperature-induced fragmentation is higher in autumn (Fralick and Mathieson, 1972), there is a trade-off between maximum fragmentation rates and maximum dispersal potential.

4.2.2. Proportion of buoyant fragments

We found an interesting interaction between the proportion of fragments that were non-buoyant and the survival of buoyant fragments that dictated the optimal strategy for Codium to invade. If the survival of buoyant fragments is very low (\( p < 0.013 \), using our base parameters in Table 1), Codium can spread faster if it invests in local population growth through non-buoyant fragments and the spreading speed actually increase as the proportion of buoyant fragments decrease, though this spreading speed is still much slower than when survival is high. However, if the survival of buoyant fragments is higher, then spreading speed increase as the proportion of buoyant fragments increases.

4.2.3. Physiological aspects

The production and maintenance of oxygen bubbles in the medulla is essential for fragments to maintain buoyancy for long periods of time (>3 days; Gagnon et al., 2011). We found that the rate of oxygen leakage from the medulla (\( \lambda \)) was a key parameter affecting dispersal time and therefore spreading speed. Spreading speed declined exponentially as we increased the rate at which oxygen leaked from the medulla. However, there is very little known about how oxygen bubbles are maintained in the medulla or what might affect leakage of oxygen from the medulla, providing an avenue for future research into long-distance dispersal potential of Codium.

4.3. Management implications

As mentioned in Section 4.2.1, the fragmentation rate was the most important factor in determining spread. As fragmentation increases with population, controlling the Codium population density would have the highest impact on spread, and this would become more difficult with increased spread. Therefore, any management policies should be put into place early in the invasion process to have a chance at being successful (Meier et al., 2014) as later interventions once the species has become established and started spreading is likely to have limited success and much higher costs. The timing of the interventions is also important, as controlling...
populations in early summer would limit the amount of fragments with very high dispersal potential, but control in autumn could decrease the total amount of fragments at a time when fragmentation rates are high. Once a species has spread, compromises in interventions are often required, and therefore our model could help in determining the most effective timing and location of interventions, to prevent further spread (Shea et al., 2010; Meier et al., 2014).

4.3.1. Impacts of climate change

Our estimates of spreading speed were calculated using environmental conditions in eastern Canada over the past decade. However, ongoing climate change is likely to alter many of these conditions, possibly altering the dispersal pathways of many organisms (Travis et al., 2013), including Codium. Indeed, Hellmann et al. (2008) listed “altered transport and introduction mechanisms” as the first consequence of climate change for species invasions. For Codium, wind and light intensity are the most important environmental conditions determining spread.

Future wind conditions are among the most difficult to predict (Kirtman et al., 2013) as they are highly variable, but an increase in storm frequency is possible due to a northward shift in the storm track. Increasing storm frequency would likely lead to higher summer fragmentation rates of Codium, thus improving the timing between the period of peak fragmentation and peak dispersal potential (though this could render the timing of management interventions easier). Increased disturbance rates due to storms could lead to higher settlement success of fragments (e.g. disturbances which clear kelp beds in Nova Scotia have led to population explosions of Codium in these areas, see Scheibling and Gagnon, 2006; Watanabe et al., 2010 for more details). However, increased storm frequencies could also decrease light availability for Codium in the summer months (either due to more cloudy days, or increased water turbidity), thus somewhat mitigating the impacts of high fragmentation rates.

Increased storm frequency should also render winds more unpredictable, and therefore lead to more switching between wind directions. This may decrease the southward bias of Codium spread and allow for more northward natural spread. In addition, juvenile stages of Codium seem to require temperatures >12 °C (Malinowski, 1974; Trowbridge, 1998), which may currently be providing another barrier to further northward spread. Increased sea temperatures of 1–2 °C over the next 20 years (Kirtman et al., 2013) could lead to areas which were previously too cold becoming suitable for the settlement and growth of Codium, thus increasing the chances of northward spread.

4.4. Model assumptions and limitations

The mechanistic modelling approach we used in this study aimed to determine the factors controlling long-distance spread of buoyant Codium fragments by exploring a range of parameters and environmental conditions. Other work has calculated rates of spread without delving into the mechanisms (e.g. Lyons and Scheibling, 2009) or focused on the mechanisms at a confined scale using field-based observations and experiments (e.g. Watanabe et al., 2009; Gagnon et al., 2011). The modelling approach we took allowed us to bridge these two scales of study by using parameters calculated from previous studies (e.g. Gagnon et al., 2011), available data on environmental conditions (Environment Canada, 2015a, 2015b), and known physical and physiological relationships (Arnold and Murray, 1980). However, our mechanistic modelling approach required us to make assumptions and simplify certain real-world characteristics. In the following sections, we discuss the major assumptions and limitations of our approach.

4.4.1. Geography

We modelled dispersal along a straight coastline, and thus our model also ignores how coastal characteristics such as estuaries, bays, and islands might alter local currents and winds, creating areas where fragments could accumulate (i.e., retention zones) and dispersal would be limited (Largier, 2004; Brennan et al., 2014), but also areas where strong currents and winds could combine to accelerate dispersal speed (Brennan et al., 2014). The one-dimensional model also ignores the role of depth and substrate in the spread of Codium (see Sections 2.6.1 and 4.4.2); Codium requires shallow water (<3 m) and appropriate substrate (hard substrate or seagrass meadows) to settle and grow (Trowbridge, 1998; Garbary et al., 2004). Thus settlement success will vary according to the local area and characteristics (e.g. settlement success will likely be higher in a large shallow bay than an exposed cliff). Disturbances and the presence of artificial substrates are also important factors that could greatly increase settlement success (Bulleri et al., 2006; Gagnon et al., 2015). For these reasons, the current model should not be used to predict spread at small geographic scales where the above conditions could be more important than wind speeds. However, as mentioned in Section 4.1, our results (at a large scale) are similar to actual observed spreading rates (Lyons and Scheibling, 2009), and in the context of biological invasions, this spread of large scales is generally considered to be the most important in determining the range and impacts of a species (e.g. Hastings et al., 2005). The model could, however, be modified for use in smaller scales if local wind and current directions are known, e.g. to determine how spread varies in different regions and thus how management scenarios should be applied.

4.4.2. Oceanic currents

We also assumed throughout the model that buoyant fragment dispersal was mainly driven by wind as previous experiments showed high correlation between dispersal and wind speed (Gagnon et al., 2015). However, that study took place in coastal lagoons unaffected by oceanic currents. Indeed, in areas where strong oceanic currents occur, surface currents are not correlated with wind speed or direction (e.g. the previous-mentioned Gaspé Current; Blackford, 1978). However, we expect that since Codium occurs in shallow waters, dispersal of fragments will be mostly along the coast and in shallow areas, where oceanic currents are less important and thus wind is the primary determinant of surface currents (Blackford, 1978). Supporting this, wind-driven transport of organisms in shallow coastal waters has been previously noted (e.g. Comitto et al., 1995; McQuaid and Phillips, 2000). We also ignored any contribution of tidal currents as tides generally act perpendicular to the main direction of spread though they are likely important in determining the survival of buoyant fragments (which depends on settling in appropriate depths and not washing up on shore or in deeper areas, see also previous Section 4.4.1). Wind-driven transport as we considered in this model only applies to buoyant fragments, and future models of spread could incorporate the hydrodynamics that could influence both buoyant and non-buoyant fragments, such as in work modelling the movement of larval fish in networks of marine protected areas (Watson et al., 2011) and the dispersal of parasites in coastal regions of aquaculture (Foreman et al., 2009).

4.4.3. Contribution of other modes of dispersal

As previously mentioned, we only treated dispersal by buoyant fragments in this model, as these are the primary contributors to long-distance dispersal. But Codium can also reproduce via small parthenogenetic propagules (Trowbridge, 1998; Stiger and Payri, 1999), small buds, and non-buoyant fragments, which act to increase local population density. Though little is known about the role of these parthenogenetic propagules, Churchill and Moeller
5. Conclusions

Previous studies on the dispersal of an invasive species such as Codium have often been based on reported sightings of the species over time as an assumed a constant spreading speed. However, Hastings et al. (2005) suggested that rare long-distance dispersal events may be more important than local population growth in driving the secondary spread of an invasive species. By incorporating a mechanistic model for buoyancy, we modelled the long-distance dispersal of Codium fragments via buoyant fragments, and were able to predict the direction and scale of future spread. In this study, we found that long-distance dispersal via buoyant fragments predicts a pattern of spread that is consistent with historical observations. Environmental factors (i.e., sunlight and wind) and the production rate of buoyant fragments may influence spreading speed more than local population growth or the survival of adult thalli. Secondary spread may therefore be strongly affected by changes in wind direction and storm intensity associated with global warming.

In addition, we identified several parameters that are still relatively unknown (i.e., the rate of oxygen leakage from the thallus may strongly influence dispersal potential, but little is known about this phenomenon). Further research is thus needed into the buoyant properties of Codium with respect to long-distance dispersal capabilities (Gagnon et al., 2011).

In our model simulation, we applied our model to simulate spread in eastern Canada, this model could also be applied to Codium in other areas around the world where it has invaded. With some modifications, the model could also be adapted to predict the spread of other invasive buoyant algae (e.g. Undaria pinnatifida; Forrest et al., 2000) or important native species (e.g. Zostera marina; Harwell and Orth, 2002), which spread through both buoyant and non-buoyant propagules. In particular, this model could be particularly useful to quantify the contribution of long-distance dispersal events, which, though rare, tend to determine spreading speed. For the invasive species, this model could be used to determine appropriate management strategies to decrease spread, while for threatened or important native species, it could contribute to planning more effective protective measures, such as marine protected areas.

Acknowledgements

We are grateful to Ladd Johnson for guidance regarding the field components of the Codium research and for encouragement to undertake this modelling project. We also thank two anonymous reviewers for their comments, which greatly improved the quality of this manuscript. This work was supported by Canadian Aquatic Invasive Species Network (CAISN), a network of the Natural Sciences and Engineering Research Council (NSERC) funding to K.G. and M.A.L., an Alberta Ingenuity Postgraduate Scholarship and NSERC Vanier Scholarship to S.J., MITACS Network for Biological Invasions and Dispersal, NSERC, Sustainable Resource Development Alberta, and Alberta Water Research Institute funding to Y.J., and NSERC Discovery and Accelerator Grants, a Killam Research Fellowship and a Canada Research Chair to M.A.L.

Appendix A. Supplementary data

Supplementary data associated with this article can be found, in the online version, at http://dx.doi.org/10.1016/j.ecolmodel.2015.08.011.

References
