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A wavenumber partitioning scheme for
two-dimensional statistical closures

By JOHN C. BOWMAN†

(Received August 23, 1995)

A technique of wavenumber partitioning that conserves both energy and enstrophy is
developed for two-dimensional statistical closures. This advance facilitates the compu-
tation of energy spectra over seven wavenumber decades, a task that will clearly re-
main outside the realm of conventional numerical simulations for the foreseeable future.
Within the context of the test-field model, the method is used to demonstrate Kraich-
nan’s logarithmically-corrected scaling for the enstrophy inertial range and to make a
quantitative assessment of the effect of replacing the physical Laplacian viscosity with
an enhanced hyperviscosity.

1. Introduction

The number of modes required for direct numerical simulation of high Reynolds num-
ber fluid turbulence is extremely large. One of the principal advantages of statistical
closure approximations is that they involve smoothly varying functions of wavenumber.
This suggests the possibility of modeling a flow by following the evolution of only a
few representative wavenumbers (Orszag 1970). In this work we propose a wavenum-
ber reduction scheme that allows the inertial-range scalings of two-dimensional isotropic
statistical closures to be readily demonstrated.

Statistical closures have in recent years been largely abandoned by the fluid turbulence
community. One reason for this situation stems from their inability to describe accu-
rately the higher-order correlations associated with coherent structures, which have been
observed both numerically (McWilliams 1984) and experimentally (Nezlin et al. 1990).
However, there is little conclusive evidence that coherent structures actually contribute
to the average energy spectrum or transport. Moreover, the presence of random forc-
ing (Herring 1985) or wave effects (e.g., drift waves or Rossby waves) can prevent the
formation of coherent structures. In any case, it seems certain that one can learn much
about cascades, energy transfer, and nonlinear interactions through numerical studies of
statistical closures (e.g., see Bowman 1996 and Hu et al. 1995).

Probably a more realistic explanation for the unfavorable situation in which closures
find themselves is that their numerical implementation involves the solution of a com-
plicated set of highly nonlinear equations that, it is often pointed out, can be computa-
tionally more challenging than the direct numerical solution of the primitive equations.
This certainly can be the case if all wavenumbers are retained. It is the purpose of this
work to demonstrate that a wavenumber reduction technique can dramatically improve
the efficiency of closure computations to the point where they can become a much more
competitive, albeit less faithful, alternative to direct numerical simulation.

This mode reduction technique exploits the property that statistical moments typically
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vary slowly with respect to wavenumber in comparison with the primitive dynamical
variables. The procedure introduces certain time-independent geometrical weight factors
that are calculated as an initial computational overhead. These weight factors are used
to evaluate new, effective mode-coupling coefficients that describe the conservative non-
linear interactions of the statistically representative modes. The method can be readily
extended to handle anisotropic statistics (Bowman & Krommes 1997).

In spectral (and pseudospectral) implementations of the Euler equations, one intro-
duces a truncation wavenumber kmax chosen high enough so that for k > kmax dissipation
is dominant and turbulent activity is negligible. Truncation of the wavenumbers to a fi-
nite set destroys an infinity of invariants satisfied by the nonlinear terms. However, it is
thought that only the energy and enstrophy, which survive truncation, play a significant
role in determining the steady solutions of driven turbulence. At high Reynolds numbers,
the cutoff wavenumber is usually taken to be much lower than what is actually justifiable,
because of the lack of sufficient computer resolution to model the very small scales. To
compensate in part for this truncation, an artificial dissipation mechanism known as a
hyperviscosity is often introduced. Due to their superior scaling with kmax, statistical
closures can be integrated over much wider inertial ranges than can the primitive equa-
tions. It is consequently not always necessary to adopt the artifice of a hyperviscosity
for closure computations. This allows an assessment of the effect of a hyperviscosity on
the large-scale dynamics, at least within the context of statistical closure models.

2. Mode reduction

The mode reduction technique we are about to describe has its origins in a procedure
originally used by Leith (1971) and Leith & Kraichnan (1972) to implement a phenomeno-
logical eddy-damped quasinormal Markovian [EDQNM] closure (Orszag 1977) and the
test-field model [TFM] (Kraichnan 1971) for isotropic Navier-Stokes turbulence. Both
techniques exploit the fact that statistical variables tend to vary slowly in wavenumber
space compared with the rapid chaotic fluctuations of the (unaveraged) fundamental
field. The variation of the statistical variables is determined largely by nonstochastic
quantities like the linear forcing. While only a relatively small number of modes is re-
quired to model the linear forcing and the statistical quantities, many more will typically
be required to model the mode-coupling effects properly. Since the latter effects are
nonstochastic and time-independent, tremendous computational gains can be realized.

The wavenumber space is partitioned into bins (possibly nonuniformly spaced) over
which the statistical variables are presumed to vary smoothly. Only a single representa-
tive mode is evolved from each bin. The number of interacting modes in each triad of
wavenumber bins is taken into account with the introduction of enhanced coupling coeffi-
cients. These geometrical factors are independent of the fundamental dynamical variables
and need only be computed once for each new wavenumber partition. The coarse-graining
of wavenumber space “softens” the k +p+q = 0 convolution constraint: wavenumbers
from two fixed bins will typically interact with wavenumbers located in several different
bins. In contrast, the original k + p + q = 0 constraint uniquely specifies a wavenum-
ber q for each given combination of k and p. The advective nonlinearities encountered
in turbulence typically lead to rapidly varying (symmetrized) mode-coupling coefficients
involving factors such as q2 −p2 and ẑ·p×q. These factors must be averaged along with
the δk+p+q, convolution constraint.

The computation of the bin-averaged mode-coupling coefficients is in general a non-
trivial problem, particularly in non-Cartesian geometries. For two-dimensional isotropic
fluid turbulence written in Fourier space, it is natural to use polar coordinate geometry.
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A logarithmic spacing in the radial (wavenumber magnitude) direction is appropriate for
modelling the power-law behaviour of an inertial range. Although the integration tech-
nique described in Appendix B will work for any grid spacing, there are also significant
computational advantages in the use of a logarithmic grid since one can then exploit
various scaling properties of the weight factors.

The bin-averaging technique takes advantage of the relatively slow variation of the
statistical variables with respect to wavenumber by passing to the limit of a continuum
of modes. In this limit the computation of the bin-coupling coefficients becomes tractable.
This can be accomplished either by taking the limit L→ ∞ of a discrete representation,
so that L−d

∑

k → (2π)−d
∫

dk, or equivalently, by taking the Fourier integral transform
of the original x-space system. Here d represents the dimension of the space and L
represents a periodicity length in each Cartesian direction.

2.1. Bin-coupling coefficients

We now discuss the computation of the bin-coupling coefficients that characterize the
nonlinear interactions between the representative wavenumber. To fix the notation, let us
consider a quadratically nonlinear equation, written in Fourier space, for some stochastic
variable ψk that has zero mean:

(

∂

∂t
+ νk

)

ψk(t) =
1

2

1

(2π)d

∫

dp

∫

dqMkpqψ
∗
p(t)ψ∗

q(t). (2.1)

Here, the coefficients of linear “damping” νk and mode-couplingMkpq are time-independent.

The δ
(

k + p + q
)

convolution constraint has been absorbed into Mkpq. For simplicity,
we will only discuss the case where the mode-coupling coefficients are real.

Without any loss of generality one may assume the symmetry

Mkpq = Mkqp. (2.2)

Another important symmetry possessed by many such systems is

σkMkpq + σpMpqk + σqMqkp = 0 (2.3)

for some time-independent nonrandom real quantity σk. Equation (2.3) is easily shown
to imply that the nonlinear terms of (2.1) conserve the total generalized “energy” defined
as

E
.
=

1

2

∫

dk σk

〈

|ψk(t)|2
〉

. (2.4)

(We emphasize definitions with the notation “
.
=”.) The angle brackets in (2.4) denote

an ensemble average. For some systems (2.3) may be satisfied by several choices of σk,
corresponding to additional nonlinear invariants. For two-dimensional fluid turbulence,
there are two invariants of the truncated dynamics, energy and enstrophy. We will require
that our reduced description respect these two conservation properties.

Typically, the mode-coupling coefficients associated with two-dimensional dynamics
vanish whenever any two indices are equal. Here we assume that this is the case, so that
one may decompose

Mkpq = Akpq εkpq, (2.5)

where Akpq is antisymmetric in p ↔ q, and εkpq is antisymmetric under permutation
of any two indices. If we further restrict our attention to the case where Mkpq is a
continuous function of its wavevector indices (on a specified domain), we may choose
Akpq (and εkpq) to be likewise continuous.

For example, if we adopt the normalization ψk = kψk, where ψk is the two-dimensional
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Navier-Stokes stream function, we identify

Akpq = (q2 − p2), (2.6a)

εkpq =

(

ẑ×p·q
kpq

)

δ
(

k + p + q
)

. (2.6b)

The symmetry of the factor εkpq is most readily seen by considering the triangle formed

by the vectors k, p, and q; the factor (ẑ·p×q) is just twice the area of the enclosed
triangle. The formula [s(s − k)(s − p)(s − q)]1/2 for the area of a triangle in terms of
its semiperimeter s

.
= (k + p + q)/2 may be used to express this factor as a manifestly

symmetric function of the three wavenumber magnitudes.
The form of Akpq in (2.6a) is characteristic of any system that obeys two conservation

laws. Without loss of generality, one may normalize ψk so that one of the invariants
is obtained by setting σk = 1 in (2.4). Let the other invariant be associated with the
quantity σk = ξk. From (2.3) and (2.5) we deduce the conservation relations

Akpq +Apqk +Aqkp = 0, (2.7a)

ξkAkpq + ξpApqk + ξqAqkp = 0. (2.7b)

A necessary and sufficient condition for (2.7) to have a solution is, upon using the anti-
symmetry of Akpq,

(ξk − ξp)Akpq = (ξq − ξp)Aqpk. (2.8)

For ξk = ξp, (2.8) does not establish anything about the form of Akpq. However, when
ξp = ξq , (2.8) implies that Akpq = 0. When ξk 6= ξp and ξp 6= ξq , let us define

gkpq
.
=

Akpq

ξq − ξp
. (2.9)

From the antisymmetry of Akpq in p ↔ q and (2.8), one deduces that gkpq must
be symmetric in all three indices. Without any loss of generality, one may therefore
incorporate gkpq into εkpq. This leaves us with the following general form for Akpq,

Akpq = ξq − ξp. (2.10)

Strictly speaking, this form is determined only when ξk 6= ξp; however, the assumed
continuity of Akpq implies that (2.10) is in fact valid for all choices of k, p, and q.

Let us define the equal-time correlation function Ck(t)
.
=
〈

|ψk(t)|2
〉

, so that E =
1
2

∫

dk σkCk(t). A typical second-order closure will prescribe evolution equations for Ck

of the form

∂Ck

∂t
+ 2νkCk − 2

∑

k+p+q=

MkpqMpqkΘpqk =
∑

k+p+q=

M2
kpqΘkpq, (2.11)

where the statistical variable Θpqk is some specified functional of Ck (and possibly other
statistical variables as well).

If the continuum wavenumber space is divided into sufficiently small bins, the variation
of the statistical quantities over each bin will be negligible. In a bin labeled by K with
area ∆K one can then approximate the value of Ck by

CK
.
=

1

∆K

∫

∆K

Ck dk. (2.12)

(We will use upper-case indices like K to label the representative statistical mode asso-
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ciated with each bin.) Upon introducing the averaging operators (over bins K , P , and
Q)

〈f〉KPQ
.
=

1

(2π)d∆K∆P ∆Q

∫

∆K

dk

∫

∆P

dp

∫

∆Q

dq δ
(

k + p + q
)

f (2.13)

and (over bin K)

〈f〉K
.
=

1

∆K

∫

∆K

dk f, (2.14)

we are led to consider a bin-averaged approximation of (2.11),

∂CK

∂t
+ 2 〈νk〉K CK − 2

∑

P,Q

∆P ∆Q

〈

MkpqMpqk

〉

KP Q
ΘPQK

=
∑

P,Q

∆P ∆Q

〈

M2
kpq

〉

KPQ
ΘKPQ. (2.15)

In order to develop schemes that exactly conserve the energy and enstrophy, Leith
(1971), Leith & Kraichnan (1972), and Bowman (1992) assumed that the asymmetric
factor Akpq of Mkpq varied slowly over a bin. However, for two-dimensional turbulence
the asymmetric factor (q2 − p2) actually changes sign as p and q are varied within the
same bin! What results from this crude approximation is a poorly convergent numerical
scheme that mistreats nonlocal interactions (Pouquet et al. 1975). The principal contri-
bution of the present work is the elimination of this assumption and the development of
a more accurate reduction scheme.

There are two reasons why in their pioneering work, Leith and Kraichnan did not
average the factor Akpq. First, they apparently did not possess a general algorithm

for computing 〈f〉KPQ, but only
〈

εkpq

〉

KPQ
. Second, although the unaveraged equa-

tions (2.11) exactly conserve the energy and enstrophy, the bin-averaged equations (2.15)
cannot simultaneously satisfy both laws, as we now illustrate.

Henceforth it will be convenient to incorporate the squared Jacobian factor ε2kpq, being

symmetric in all three wavenumbers, into the averaging operation 〈·〉KPQ. While a linear

average of (2.2) times Apqk leads to the required energy conservation property

〈

AkpqApqk

〉

KP Q
+
〈

ApqkApqk

〉

KP Q
+
〈

AqkpApqk

〉

KP Q
= 0, (2.16)

one cannot generally also satisfy the enstrophy conservation property:

ξK
〈

AkpqApqk

〉

KPQ
+ ξP

〈

ApqkApqk

〉

KPQ
+ ξQ

〈

AqkpApqk

〉

KP Q
6= 0, (2.17)

for in general ξK
〈

fkpq

〉

KPQ
6=
〈

ξkfkpq

〉

KPQ
. Thus, while the unaveraged equations

conserve both energy and enstrophy exactly, (2.15) will violate one conservation law since
the slowly varying approximation is not exact. Even a weak violation of a conservation
law will lead to improper cascades, nonlinear energy transfer, and inviscid (statistical-
mechanical) equilibria.

In the previous work of Leith (1971), Leith & Kraichnan (1972), and Bowman (1992)
only the symmetric factors

∣

∣εkpq

∣

∣ or ε2
kpq

were averaged; consequently, these approxi-

mations do in fact conserve energy and enstrophy. However, there is an alternative and
more accurate way of enforcing the energy and enstrophy symmetries. Let us define

SKPQ
.
=
〈

AkpqApqk

〉

KPQ
,
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NKPQ
.
=
〈

A2
kpq

〉

KPQ
. (2.18)

What is required is a conservative approximation for

SKP Q =
〈

AkpqApqk

〉

KP Q
(2.19)

that is more accurate than the very crude estimate

SKPQ = AkpqApqk 〈1〉KP Q (2.20)

used in previous wavenumber partitioning schemes.

Energy and enstrophy conservation among the triad of bins K , P , Q require that

SKPQ +NPQK + SQP K = 0 (2.21)

and

ξKSKP Q + ξPNPQK + ξQSQP K = 0 (2.22)

be satisfied simultaneously. This is possible if and only if

(ξK − ξP )SKP Q = −(ξQ − ξP )SQP K . (2.23)

In other words, (ξK − ξP )SKP Q must be antisymmetric in K ↔ Q, in order for both
conservation laws to hold exactly.

Two poor ways of achieving such an antisymmetry are the conventional approximation

(ξK − ξP )SKP Q ≈ (ξK − ξP )(ξQ − ξP )(ξK − ξQ) 〈1〉KPQ (2.24)

and the crude antisymmetrization

(ξK − ξP )SKPQ =
1

2

[

(ξK − ξP )
〈

(ξq − ξp)(ξk − ξq)
〉

KPQ

−(ξQ − ξP )
〈

(ξk − ξp)(ξq − ξk)
〉

KP Q

]

. (2.25)

The second approach so drastically alters the dynamics that it predicts incorrect inviscid
statistical equilibria.

Fortunately, there is a more accurate way to antisymmetrize (ξK − ξP )SKPQ that
does yield the correct statistical equilibria. Consider the approximation

(ξK − ξP )SKPQ ≈
〈

(ξk − ξp)(ξq − ξp)(ξk − ξq)
〉

KP Q
(2.26)

obtained by inserting into the bin average the prefactor (ξK − ξP ) ≡ AQKP instead of
removing from it the two mode-coupling factors Akpq and Apqk. Equation (2.26) clearly
satisfies the symmetry requirement (2.23).

But how good is this approximation? Clearly it is only reasonable when ξK 6= ξP .
(The factor ξ2k − ξ2p changes sign as k and p are varied over the same bin.) Here we are
extremely fortunate: the case ξK = ξP is the very situation for which the conservation
laws impose no restriction at all on the symmetries of SKPQ; in this case (ξK−ξP )SKP Q

vanishes and is antisymmetric for any choice of SKP Q! Thus, when ξK = ξP , one can

evaluate SKPQ =
〈

(ξq − ξp)(ξk − ξq)
〉

KPQ
exactly without violating any conservation

laws.



A wavenumber partitioning scheme for two-dimensional statistical closures 7

Consistency requirements then lead to the following approximation for SKPQ:

SKPQ =



















〈

AkpqApqkAqkp

〉

KP Q

AQKP
for AQKP 6= 0, AKPQ 6= 0,

0 for AQKP 6= 0, AKP Q = 0,
〈

AkpqApqk

〉

KPQ
for AQKP = 0.

(2.27)

Having determined SKPQ, one then computes NKPQ from (2.21):

NKPQ = −SQKP − SP KQ (2.28)

This prescription leads to the expected inviscid equilibrium solutions for the bin quanti-
ties because it satisfies the required relation [cf. Bowman et al. (1993)]

λKNKPQ + λP SKPQ + λQSKQP = 0, (2.29)

for λK = α+ βξK , where α and β are any constants.

The implementation of this wavenumber partitioning scheme has resulted in a dra-
matic improvement in the convergence of the energy spectrum as the resolution of the
wavenumber partition is increased. The method is applicable to anisotropic statistics as
well.

2.2. Geometric weight factors

The geometrical weight factors entering the summation in (2.15) account for the product
of the areas of bins P and Q that interact to affect modes located within bin K . To
implement the bin-averaging procedure we therefore need to compute integrals of the
following form over a polar grid:

∫ k>

k<

k dk

∫ α>

α<

dα

∫ p>

p<

p dp

∫ β>

β<

dβ

∫ q>

q<

q dq

∫ γ>

γ<

dγ δ
(

k + p + q
)

f(k,p,q).

(2.30)

Here α, β, and γ are the respective angles of k, p, and q measured relative to some
fixed reference. In making contact with the literature, note that these are related (but
not identical) to the interior angles of the triangle formed by k, p, and q. The relation
between these two sets of angles is shown in Fig. 1. For isotropic turbulence, the angular
limits of integration are α< = β< = γ< = 0 and α> = β> = γ> = 2π.

Kraichnan (1964), Leith (1971), and Leith & Kraichnan (1972) showed that the calcula-
tion can be greatly simplified by including only one factor of (ẑ·p×q)2, namely pq|sin(β − γ)|,
in the bin average since this facilitates a natural change of variables from (p, β) to (p, q),
where q

.
=
∣

∣k + p
∣

∣. That is, they chose f(k,p,q) = |sin(β − γ)|/2k. These authors ap-
proximately accounted for the contribution of the remaining factor by evaluating it at the
central wavenumbers K , P , and Q. This introduces significant error since |sin(β − γ)|
can vary rapidly over a bin. To partially compensate for this effect, they introduced
subsidiary correction factors, which were approximately evaluated numerically. We will
not discuss the details of these complexities since the general procedure to be described
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α

β

γ

π+β−γ

π+α−β

γ−α−π

p

k

q

Figure 1. Relation between the angles associated with the convolution triangle.

shortly will circumvent all of these difficulties.† However, this special case helps motivate
our attack on the general problem (for an arbitrary f).

From an examination of the one-dimensional result found in Appendix A, one is led
to consider the decomposition

∫ k>

k<

∫ p>

p<

∫ q>

q<

=

(

∫ k>

0

−
∫ k<

0

)(

∫ p>

0

−
∫ p<

0

)(

∫ q>

0

−
∫ q<

0

)

, (2.31)

which reduces (2.30) to a sum of eight simpler integrals. The q integration can be
performed trivially. For f(k,p,q) = |sin(β − γ)|/2k, each resulting integral has the
form

1

2

∫ ∆k

0

dk

∫ 2π

0

dα

∫ ∆p

0

p dp

∫ 2π

0

dβ H(∆q −
∣

∣k + p
∣

∣) |sin(β − γ)|, (2.32)

where now γ is the angle of q
.
= −(k + p). Let us change variables from (p, β) to (p, q)

so that 2q dq = −2kp sin(β − α) dβ, or, upon using the law of sines,

|p dβ| =

∣

∣

∣

∣

dq

sin(β − γ)

∣

∣

∣

∣

. (2.33)

We then find that

p

∫ 2π

0

dβ |sin(β − γ)| = p

∫ α

α−π

dβ |sin(β − γ)| + p

∫ α+π

α

dβ |sin(β − γ)|

† We underscore the generality of our procedure by evaluating Leith’s correction factors (cf.
Table 2) exactly and comparing them to the true correction that results from averaging both
Jacobian factors. In making this comparison, we will find significant differences. Leith and
Kraichnan were aware of these discrepancies and attempted to correct for them by introducing
yet another modification involving a phenomenological constant chosen to give the best fit for
the inertial range.
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= 2

∫ k+p

|k−p|

dq. (2.34)

Thus, (2.32) simplifies to

2π

∫ ∆k

0

dk

∫ ∆p

0

dp

∫ min(k+p,∆q)

|k−p|

dq

= 2π

∫ ∆k

0

dk

∫ ∆p

0

dp [min(k + p,∆q) − |k − p|] , (2.35)

which evaluates to the trilinear function (A 14) of ∆k, ∆p, and ∆q calculated in Ap-
pendix A.

We also include in Appendix A an interesting analytical solution to a one-dimensional
case in which the corresponding weight function is f(k, p, q) = 1. This formula could be
used to compute the weight factor for a continuum two-dimensional Cartesian geometry
by making use of the separability of the δ

(

k + p + q
)

function. In addition, the one-
dimensional problem is equivalent to the isotropic two-dimensional problem (in polar
geometry) for the case f(k,p,q) = 1/(4π2kp) since

∫ 2π

0

dα

∫ 2π

0

dβ

∫ 2π

0

dγ q δ
(

k + p + q
)

= δ(k + p+ q). (2.36)

This idea could be used to integrate any isotropic weight function that is separable in
the wavenumber magnitudes.

There appears to be no completely analytic solution to the general weight factor prob-
lem; instead, a combination of analytical and numerical techniques is required. The
calculation just outlined, particularly the reduction to (2.35), is an elegant algebraic
alternative to the complicated geometric formulation of the problem given by Leith &
Kraichnan (1972), who remark that the calculation “can be carried out as a straight-
forward but complex exercise in solid geometry and computer logic.” The algebraic
formulation has distinct advantages: first, it can be generalized to arbitrary integrands
and, second, it is relatively easy to compute, as is described in Appendix B. Furthermore,
it is straightforward to generalize this algorithm for modelling anisotropic turbulence on
a polar grid; this is discussed by Bowman & Krommes (1997).

In Table 1 we demonstrate that our algorithm is in complete agreement with Table 1
of Leith & Kraichnan (1972); see Appendix A. In Table 2, we tabulate the exact values
(accurate to the given number of digits) of the subsidiary correction factors that Leith
and Kraichnan computed approximately and tabulated in their Table 2. Finally, we
compare these correction factors to the true correction, tabulated in Table 3, that results
from averaging both (ẑ·p×q) factors (as is done in the present work). The tabulated
values are normalized in the same way as Leith’s factors to facilitate comparison:

sactual
KPQ

.
=

max(K,P,Q)

2K2P 2Q2

〈

|pq sin(β − γ)|2
〉

KP Q

〈|sin(β − γ)|/2k〉KPQ

. (2.37)

For a log/linear partition, the central wavevectors K , P , and Q are constructed from
the geometric means of the radial bin boundaries and the arithmetic means of the angular
bin boundaries. We see that there are substantial differences between Leith’s correction
factors and the true correction. All of these results were obtained merely by specifying
different forms for the function f in the general algorithm described in Appendix B.

In the next section, we use this algorithm to investigate the inertial-range scalings
predicted by statistical closures for two-dimensional turbulence.
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j i = 0 i = 1 i = 2 i = 3 i = 4

0 1.00000 1.00000 1.00000 1.00000 1.00000
1 1.00000 1.00000 1.00000 1.00000 1.00000
2 1.00000 1.00000 1.00000 1.00000 1.00000
3 1.00000 1.00000 1.00000 1.00000 0.92992
4 1.00000 1.00000 1.00000 0.92993 0.50000
5 1.00000 1.00000 0.98063 0.58651 0.09870
6 1.00000 1.00000 0.81399 0.21638 0.00047
7 1.00000 0.98693 0.52548 0.03106 0.00000
8 1.00000 0.90432 0.26284 0.00001 0.00000
9 1.00000 0.76577 0.10220 0.00000 0.00000

10 0.99946 0.60070 0.02521 0.00000 0.00000
11 0.97855 0.43976 0.00129 0.00000 0.00000
12 0.92205 0.31172 0.00000 0.00000 0.00000
13 0.84550 0.22042 0.00000 0.00000 0.00000
14 0.76057 0.15586 0.00000 0.00000 0.00000
15 0.67463 0.11021 0.00000 0.00000 0.00000

Table 1. Triangle volume fractions v(i, j) for the isotropic problem of Leith and Kraichnan.

j i = 0 i = 1 i = 2 i = 3 i = 4

0 0.90122 0.93055 0.95817 0.97605 0.98684
1 0.93055 0.95266 0.97966 0.99042 0.98662
2 0.95817 0.97966 0.99231 0.97190 0.91188
3 0.97605 0.99042 0.97190 0.88413 0.71825
4 0.98684 0.98662 0.91188 0.71826 0.54023
5 0.99208 0.96716 0.79870 0.57577 0.37584
6 0.99243 0.92707 0.68400 0.45424 0.15936
7 0.98787 0.86163 0.59663 0.32461 0.00000
8 0.97759 0.80176 0.52781 0.09375 0.00000
9 0.95960 0.75361 0.45663 0.00000 0.00000

10 0.92972 0.71766 0.35971 0.00000 0.00000
11 0.89513 0.69953 0.22445 0.00000 0.00000
12 0.87059 0.69337 0.00000 0.00000 0.00000
13 0.85292 0.68912 0.00000 0.00000 0.00000
14 0.83971 0.68561 0.00000 0.00000 0.00000
15 0.82952 0.68262 0.00000 0.00000 0.00000

Table 2. Exact values sexact(i, j) of the subsidiary correction factors used by Leith and
Kraichnan.

3. Application to Two-Dimensional Turbulence

The enstrophy inertial-range scaling for two-dimensional turbulence has been a subject
of much controversy (e.g., Bennett & Haidvogel 1983; McWilliams 1984; Santangelo et al.

1989; Benzi et al. 1990; Brachet et al. 1988; Legras et al. 1988; Borue 1993; Falkovich &
Lebedev 1994; Bowman 1996). In this section we illustrate theoretical scalings by numer-
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j i = 0 i = 1 i = 2 i = 3 i = 4

0 0.88314 0.92489 0.95247 0.97037 0.98126
1 0.92489 0.97450 1.00253 1.01406 1.01089
2 0.95247 1.00253 1.01631 0.99663 0.93723
3 0.97037 1.01406 0.99663 0.90954 0.74714
4 0.98126 1.01089 0.93723 0.74712 0.57006
5 0.98666 0.99207 0.82633 0.60552 0.42501
6 0.98727 0.95284 0.71515 0.49469 0.20178
7 0.98312 0.88969 0.62893 0.37976 0.00000
8 0.97344 0.83371 0.56847 0.12056 0.00000
9 0.95639 0.78874 0.50548 0.00000 0.00000

10 0.92813 0.75482 0.41329 0.00000 0.00000
11 0.89641 0.74041 0.27676 0.00000 0.00000
12 0.87510 0.73981 0.00000 0.00000 0.00000
13 0.86052 0.74033 0.00000 0.00000 0.00000
14 0.85011 0.74069 0.00000 0.00000 0.00000
15 0.84238 0.74094 0.00000 0.00000 0.00000

Table 3. True corrections sactual(i, j) obtained by properly averaging both (ẑ·p×q)2 factors
over each bin.

ically solving the realizable test-field model [RTFM] (Bowman & Krommes 1997) and
realizable Markovian closure [RMC] (Bowman et al. 1993) using the previously described
techniques. The numerical results were obtained with the generic code DIA (Krommes
1984, Krommes & Bowman 1988, Bowman 1992, Bowman & Krommes 1997), which uses
a predictor–corrector algorithm to semi-implicitly advance the time step. The adjustable
constant in the RTFM is arbitrarily taken to be 1.0; this value agrees well with the value
1.06 calculated for the TFM by Kraichnan (1971). His value was obtained by comparing
the TFM to the direct-interaction approximation [DIA] (Kraichnan 1958, 1959, 1961) for
interactions of comparable scales (when the DIA should be reliable).

3.1. Inviscid equilibria

Driven turbulence arises as a competition between dissipative linear forcing and the
tendency of the nonlinearity to return the system to statistical equilibrium. Before
considering the full problem of driven turbulence, it is advantageous to study the effects
of dissipative linear forcing and nonlinear equilibration in isolation of each other. It is
relatively trivial to verify the linear evolution. A more interesting study results from the
removal of the linear growth and damping, so that one can focus solely on the interactions
of the nonlinear terms.

Following the equipartition arguments of statistical mechanics, Kraichnan (1967) pro-
posed the discrete form

Ek =
1

2

1

α+ βk2
(3.1)

for the steady-state spectrum of inviscid two-dimensional isotropic turbulence. This
equilibrium form assumes that the dynamics is mixing, which is a plausible conjecture
for systems with many interacting modes. In a continuum geometry, we need to include
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Figure 2. Relaxation of inviscid two-dimensional turbulence to the equilibrium solution (3.2)
for α = β = 1.

the volume element factor k:

E(k) =
1

2

(

1

2π

)

k

α+ βk2
. (3.2)

The inverse temperatures α and β can be determined from the initial conditions, as
described in Appendix C. It is established in Appendix H of Bowman et al. (1993)
that (3.1) is a steady-state solution to the statistical closures considered in this work.
Figure 2 illustrates the relaxation predicted by the RMC closure to the equilibrium state
(3.2), denoted by the solid curve. The temporal evolution of five representative modes is
indicated with markers that grow larger as time proceeds. This represents an important
and nontrivial test of the wavenumber partitioning scheme.

3.2. Driven two-dimensional fluid turbulence

Having considered the inviscid equilibrium problem, we now include the effects of linear
forcing and viscous damping in the equation for the normalized variable ψk [cf. (2.6)]:

∂

∂t
ψk = γkψk +

1

2

∑

k+p+q=0

(q2 − p2)

(

ẑ·p×q

kpq

)

ψ∗
pψ

∗
q . (3.3)

Short- and long-wavelength damping are incorporated into the growth rate

γk
.
= −νLfL(k)km − νHfH(k)kn

+

{ γf

∆f
if kf − 1

2∆f < k < kf + 1
2∆f ,

0 otherwise.
(3.4)

Choosingm < 0 and n > 0, the first two terms model damping at low and high wavenum-
bers, respectively. The functions fL(k) and fH(k), which would normally be set to unity,
are introduced for use in the pedagogical inertial-range studies described below. By re-
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stricting the injection of energy and enstrophy to a limited wavenumber band, we are
readily able to follow the transfer of these quantities to other scales. The mechanism we
use to inject energy into the system differs from the usual one in fluid turbulence studies.
Energy is injected through a linear growth rate instead of an external random stirring
force. The physical mechanism underlying the injection is not crucial to the concepts
we wish to illustrate; we choose this method since it is appropriate for modeling the
nonlinear fluid instabilities encountered in plasma physics.

Since the amount of enstrophy injection arising from the linear term of (3.3) depends
on the fluctuation level, the calculation of the dissipation wavenumber kd requires some
knowledge of the steady-state energy spectrum. For an anticipated enstrophy inertial-
range spectrum E(k) = Cζζ

αkβ , the (wavenumber-independent) rate of enstrophy dissi-
pation ζ is

ζ = 2νH

∫ ∞

kf

kn+2E(k) dk = 2νHCζζ
α

∫ kd

kf

kn+β+2 dk, (3.5)

so that

ζ1−α = 2νHCζ

(

kn+β+3
d − kn+β+3

f

n+ β + 3

)

. (3.6)

From the rate of enstrophy injection, ζ = 2γfk
2
fE(kf ) = 2γfk

2
fCζζ

αkβ
f , we deduce

ζ1−a = 2γfCζk
β+2
f . (3.7)

Upon balancing the rates of enstrophy injection and dissipation, one then obtains a
relation between νH and kd,

νH =
(n+ β + 3)γfk

β+2
f

kn+β+3
d − kn+β+3

f

. (3.8)

Similarly, we determine a relation between νL and the energy dissipation wavenumber
k0 by balancing the rates of energy injection and dissipation over an anticipated energy
inertial range of the form E(k) = Cεε

α′

kβ′

:

νL =
(m+ β′ + 1)γfk

β′

f

km+β′+1
f − km+β′+1

0

. (3.9)

The existence of true inertial ranges requires that the dissipation wavenumbers k0 and
kd determined from (3.8) and (3.9) (in terms of the viscosity coefficients νL and νH) lie
within the computational wavenumber domain.

For our first case study we introduce cutoffs to keep the dissipation ranges as narrow as
possible by defining fL(k) = H(k0−k) and fH(k) = H(k−kd), where H is the Heaviside
function. We choose the parameters

k0 = 3.175, kd = 5.885× 105, (3.10)

νL = 0.25 m = 0, νH = 1.0 × 10−11, n = 2, (3.11)

kf = 4.416, ∆f = 2.482, γf = 1.733. (3.12)

These parameters have been chosen to restrict the injection of energy and enstrophy to
a single bin for a 24-bin configuration that spans the region between k = 1 and k = 220.
The choice n = 2 corresponds to the true viscosity. The initial energy spectrum is chosen
to be the statistical equilibrium spectrum given by (3.2) with α = β = 1.
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Figure 3. Saturated energy spectrum predicted by the RTFM and RMC.

Figure 4. Logarithmic slope of the energy spectra predicted by the RTFM (solid line) and
RMC (dashed line) in Fig. 3

The saturated energy spectrum predicted by the RTFM is depicted by the solid line
in Fig. 3, while the dotted line indicates the linear growth rate, which is plotted against
the right-hand axis. The enstrophy inertial range is best demonstrated by examining the
logarithmic slope of the energy spectrum (obtained by finite differencing), plotted as the
solid line in Fig. 4.
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Figure 5. Corrected logarithmic slope of RTFM energy spectrum in Fig. 3.

Bowman (1996) has proposed a large-scale modification to Kraichnan’s logarithmically
corrected enstrophy inertial range law:

E(k) ∼ k−3χ−1/3(k) (k > k1), (3.13)

where k1 is the smallest wavenumber in the inertial range and

χ(k)
.
= log

(

k

k1

)

+ χ1. (3.14)

The new positive constant χ1, which removes the divergence from Kraichnan’s law at
the injection wavenumber, is set by the large-scale dynamics and cannot be determined
by dimensional reasoning. To illustrate (3.13) we graph in Fig. 5 the “corrected slope,”
defined by

d log
[

E(k)χ1/3
]

d log k
, (3.15)

for the values k1 = 92 and χ1 = 4.4 [determined by a least squares fit; for details,
see Bowman (1996)]. In this manner, we obtain a constant corrected slope of −3.0
between k = 200 and k = 2× 105.

The energy spectrum and slope predicted by the RMC for the same case is indicated
by the dashed lines in Figs. 3 and 4. Instead of a logarithmically corrected Kolmogorov
exponent of −3, the value −2.5 is obtained. This is expected, since the RMC, like the
DIA, is not invariant to random Galilean transformations of the fundamental variable.

It is instructive to compare these predictions with those obtained by a conventional
bin-averaging scheme, in which the factors Akpq are evaluated outside the bin average. In
Figs. 6 we observe the mistreatment of nonlocal interactions pointed out by Pouquet et al.

(1975): for the RMC, an incorrect slope of approximately −3 is obtained. The RTFM
appears to predict an insufficient amount of enstrophy dissipation for the formation of a
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Figure 6. Logarithmic slope of the energy spectra for the RTFM and RMC using
conventional bin averaging.

proper inertial range. Moreover, even with modern computer resources, the total energy
predicted by conventional methods does not appear to converge as the partition is refined.

In contrast, we see in Fig. 7 that even our highest resolution case, corresponding to a
Reynolds number of about 1016, converges with a small number of bins; the energy spectra
obtained with 32 bins and 64 bins very nearly coincide. To keep the dissipation range as
narrow as possible, we introduce a hyperviscosity by setting n = 6 and νH = 3 × 10−45.
In Fig. 8 we compare the steady-state energy spectra obtained with this hyperviscosity
and with the usual Laplacian viscosity given by n = 2 and νH = 2 × 10−15. For these
cases we remove the artificial dissipation cutoffs by setting fL = fH = 1.

The usual justification for the use of a hyperviscosity is based on the facts that the
enstrophy transfer in the inertial range occurs only to the higher wavenumbers and the
inverse energy transfer is negligible. Thus, it is argued, even a drastic modification to
the dissipation dynamics cannot affect the slope of the inertial-range energy spectrum or
the large-scale dynamics. Upon examining Figs. 8 and 9 we see that this is indeed the
case. For n = 2 (n = 6), the small-scale dissipation wavenumber kd calculated from (3.8)
is 2 × 107 (3 × 107), in good agreement with the wavenumbers at which the dissipation
range is seen to begin in Fig. 9.

The efficiency of the numerical methods presented in this work is illustrated by the
fact that this high resolution hyperviscosity run required only 2.6 CPU hours on an
RS6000 workstation. The number of distinct wavenumber triads associated with a 64 bin
configuration is 10867. The computation of the corresponding bin-coupling coefficients
used only 13 seconds of CPU time.

4. Discussion

One of the principal advantages of Markovian statistical closures is that the scaling of
computation time with Reynolds number is superior to that for conventional numerical
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Figure 7. Convergence of wavenumber partitioning for high Reynolds number turbulence
with hyperviscosity.

Figure 8. Comparison of energy spectra with Laplacian viscosity and hyperviscosity.

simulations. The ratio of the wavelengths of enstrophy injection and dissipation in two-
dimensional turbulence is proportional to R1/2. The uniform rate of enstrophy transfer
in the inertial range implies that the ratio of the largest to smallest time scales must also
be proportional to R1/2. This implies that spectral simulations of two-dimensional turbu-
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Figure 9. Logarithmic slopes of the energy spectra in Fig. 8.

lence require computation times proportional to R5/2. The pseudospectral (collocation)
technique uses fast Fourier transforms to speed up this scaling to R3/2 logR.

In contrast, the number of logarithmically spaced bins required for an isotropic statis-
tical closure computation scales as logR1/2. If the bins are sufficiently small, the number
of triads that must be evolved scales more like the square than the cube of the number
of bins since the convolution constraint for the bin-averaging procedure reduces in this
limit to the continuum form k + p + q = 0. Thus the total computation time scales
as R1/2(logR1/2)2, or simply as R1/2 log2R. Therefore, for sufficiently high Reynolds
number turbulence, closure computations implemented with the wavenumber partition-
ing scheme will require much less effort than pseudospectral simulations.

Because of their excellent scaling with Reynolds number, statistical closures are capable
of modelling inertial ranges spanning many decades. They provide us with tools for
investigating turbulence at extremely high Reynolds numbers (e.g., at the values of 1015

characteristic of atmospheric turbulence). For example, in this work we were able to
demonstrate that the artifice of a hyperviscosity does not significantly alter the inertial-
range and large-scale dynamics, at least within the approximation of the test-field model.

In order to evaluate the role of coherent structures, it might be useful to compare
high resolution direct numerical simulation data with the results of statistical closures,
which are believed to mistreat the phase coherence and intermittency associated with
coherent structures (Herring 1985), using the method described in this work. (In the
context of a two-field model for drift-wave turbulence, a comparison of this sort has
been made by Hu et al. (1995) to establish that in some cases closures can accurately
predict spectral and transport properties, without reference to coherent structures.) Such
studies might help settle the controversy surrounding the enstrophy inertial range in two-
dimensional turbulence. If coherent structures and intermittency effects are found to play
little role in determining the average energy spectrum, this would strengthen the case
for Kolmogorov-type scalings.
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Appendix A. Geometric weight factors: special cases

A.1. One-dimensional case

For the one-dimensional case where f(k, p, q) = 1, there is an interesting analytical
solution to the weight factor problem. The form of the answer serves to motivate the
solution of the general problem, (2.30).

Consider

I
.
=

∫ k>

k<

dk

∫ p>

p<

dp

∫ q>

q<

dq δ(k + p+ q)

=

∫ ∆k

0

dk

∫ ∆p

0

dp

∫ ∆q

0

dq δ(k + p+ q + S), (A 1)

with ∆k
.
= k> − k<, ∆p

.
= p> − p<, ∆q

.
= q> − q<, and S

.
= k< + p< + q<. Upon invoking

the Inverse Fourier Theorem, we calculate

I =

∫ ∆k

0

dk

∫ ∆p

0

dp

∫ ∆q

0

dq

∫ ∞

−∞

dα

2π
eiα(k+p+q+S)

=
−1

2πi

∫ ∞

−∞

dα
eiαS

α3
(eiα∆k − 1)(eiα∆p − 1)(eiα∆q − 1) (A 2)

=
−1

2πi

∫ ∞

−∞

dα
eiαS

α3

[

eiα(∆k+∆p+∆q) − eiα(∆p+∆q) − eiα(∆k+∆q) − eiα(∆k+∆p)

+ eiα∆k + eiα∆p + eiα∆q − 1
]

. (A 3)

In the complex plane, consider the integral
∫

C

dα
1

α3
eiαλ, (A 4)

where C is a contour lying on the real axis deformed in a small semicircle above the pole
at α = 0. (This choice is arbitrary since it is clear from (A 2) that the final expression
must be nonsingular.) We close this contour with a semicircle of radius R about the
origin. For λ > 0, it is convenient to take the semicircle entirely in the upper-half
plane since we may then make use of the well-known result that the contribution along
the semicircular arc vanishes as R → ∞. Since there are no poles within the enclosed
contour, the integral along C must vanish. Similarly, for λ < 0 we choose the semicircular
arc in the lower-half plane since now the contribution from this arc vanishes. In the latter
case, we pick up a contribution to the integral along C from the residue at α = 0:

1

2

d2

dα2
eiαλ

∣

∣

∣

α=0
= −1

2
λ2. (A 5)

Thus
1

2πi

∫

C

dα
1

α3
eiαλ =

1

2
λ2H(−λ). (A 6)
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The final result is then

I

= −1

2
[(k> + p> + q>)2H(−k> − p> − q>) − (k< + p> + q>)2H(−k< − p> − q>)

−(k> + p< + q>)2H(−k> − p< − q>) − (k> + p> + q<)2H(−k> − p> − q<)

+(k> + p< + q<)2H(−k> − p< − q<) + (k< + p> + q<)2H(−k< − p> − q<)

+(k< + p< + q>)2H(−k< − p< − q>) − (k< + p< + q<)2H(−k< − p< − q<)].

(A 7)

A.2. Leith’s two-dimensional case

When f(k,p,q) = |sin(β − γ)|/2k, we noted in Sec. 2.2 that the weight factor

J(k<, k>, p<, p>, q<, q>)

.
=

∫ k>

k<

k dk

∫ 2π

0

dα

∫ p>

p<

p dp

∫ 2π

0

dβ

∫ q>

q<

q dq

∫ 2π

0

dγ δ
(

k + p + q
)

f(k,p,q),

(A 8)

reduces to the sum of eight integrals:

J(k<, k>, p<, p>, q<, q>)

= I(k>, p>, q>) − I(k>, p>, q<) − I(k>, p<, q>) + I(k>, p<, q<)

−I(k<, p>, q>) + I(k<, p>, q<) + I(k<, p<, q>) − I(k<, p<, q<),

(A 9)

where

I(∆k,∆p,∆q)
.
= 2π

∫ ∆k

0

dk

∫ ∆p

0

dp [min(k + p,∆q) − |k − p|]. (A 10)

Let us now compute an explicit form for I .
Without loss of generality, order the wavenumbers so that ∆k 6 ∆p 6 ∆q. By

normalizing the wavenumber magnitudes to ∆q, we may write I = 2π∆q3(I1 − I2),
where

I1
.
=

∫ k0

0

dk

∫ p0

0

dpmin(k + p, 1),

I2
.
=

∫ k0

0

dk

∫ p0

0

dp|k − p|, (A 11)

with normalized limits k0
.
= ∆k/∆q and p0

.
= ∆p/∆q.

The first integral evaluates to

I1 = H(k0 + p0 − 1)

[

−1

6
k3
0 +

1

2
k2
0 − 1

2
k0 −

1

6
p3
0 +

1

2
p2
0 −

1

2
p0 + k0p0 +

1

6

]

+H(1 − k0 − p0)

[

1

2
k0p0(k0 + p0)

]

. (A 12)

The second integral is

I2 =
1

3
k3
0 − 1

2
k2
0p0 +

1

2
p2
0k0. (A 13)
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Upon combining these results, we obtain for the case ∆k 6 ∆p 6 ∆q

1

2π
I(∆k,∆p,∆q) = −1

6
H(∆k + ∆p− ∆q)

[

∆k(∆k2 − 3∆k∆q + 3∆q2)

+∆p(∆p2 − 3∆p∆q + 3∆q2) − ∆q3 − 6∆k∆p∆q

]

+
1

2
H(∆q − ∆k − ∆p) [∆k∆p(∆k + ∆p)]

+
1

2
∆k∆p(∆k − ∆p) − 1

3
∆k3. (A 14)

By using this expression, we may then compute J(k<, k>, p<, p>, q<, q>) using (A 9).
We have verified that the results so obtained are in complete agreement with the data

given in Table 1 of Leith & Kraichnan (1972) and with the identical Table 1 of this work,
which was obtained with the general algorithm described in Appendix B. [Table 1 of
Leith’s earlier paper (Leith 1971) is incorrect.] The boundaries of the logarithmically
spaced bins used by Leith and Kraichnan are given by

k< = 2l/F δ−1, k> = 2l/F δ, (A 15)

p< = 2m/F δ−1, p> = 2m/F δ, (A 16)

q< = 2n/F δ−1, q> = 2n/F δ, (A 17)

where δ
.
= 21/2F and l, m, and n are nonnegative integers. For the case F = 4, they

tabulate the “triangle volume fraction”

ν(n−m,n− l) =
1

2π

J(k<, k>, p<, p>, q<, q>)

(k> − k<)(p> − p<)(q> − q<)
. (A 18)

Note that the volume fraction depends on only two parameters due to the homogeneous
scaling of I(∆k,∆p,∆q).

For example, consider the case l = 0, m = 6, and n = 8, for which δ = 21/8, k< = δ−1,
p< = 2

√
2δ−1, and q< = 4δ−1. Using (A 9) and (A 14) we calculate

J(k<, k>, p<, p>, q<, q>) = −
1
∑

h,i,j=0

(−1)h+i+jI(δ2hk<, δ
2ip<, δ

2jq<)

= 0.097589, (A 19)

which gives ν(2, 8) = 0.26284, in agreement with the value quoted by Leith & Kraichnan
(1972) and tabulated in Table 1.

Appendix B. Geometric weight factors: isotropic algorithm

Here is the general algorithm used to compute the isotropic integral
∫ k>

k<

k dk

∫ 2π

0

dα

∫ p>

p<

p dp

∫ 2π

0

dβ

∫ q>

q<

q dq

∫ 2π

0

dγ δ
(

k + p + q
)

f(k,p,q), (B 1)

where α, β, and γ are the angles of k, p, and q respectively. The algorithm we are
about to develop can actually be formulated for any function f(k,p,q). However, in this
discussion we will restrict f to be invariant to rigid rotations of all three wavevectors (e.g.,
for the Navier-Stokes equation, f is in fact completely independent of the wavevector
angles).
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Evaluation of the innermost two integrals of (B 1) yields

∫ k>

k<

k dk

∫ 2π

0

dα

∫ p>

p<

p dp

∫ 2π

0

dβ
[

H(q> −
∣

∣k + p
∣

∣) − H(q< −
∣

∣k + p
∣

∣)
]

f(k,p,−k − p). (B 2)

Upon introducing a change of angular variables from (α, β) to (α, r
.
= β−α) and denot-

ing f(k, p, r)
.
= f(k,p,−k − p), we may rewrite the integral as

∫ p>

p<

p dp

∫ k>

k<

k dk

∫ 2π

−2π

dr
[

H(q> −
∣

∣k + p
∣

∣) − H(q< −
∣

∣k + p
∣

∣)
]

(2π − r) f(k, p, r).

(B 3)

The problem has thus been reduced to a three-dimensional integration over p, k, and r.
One can greatly speed up this calculation by eliminating unnecessary integration when
the r integrand is zero due to the Heaviside restrictions on

∣

∣k + p
∣

∣. This is accomplished
by incorporating these restrictions explicitly into the limits of the r integration, as is
discussed in detail for the general anisotropic algorithm by Bowman & Krommes (1997).

Efficient numerical integration requires some analytical knowledge of the behaviour of
the integrand to determine the appropriate sampling resolution. An adaptive Simpson
method is used to achieve a specified relative accuracy. To work correctly, the integration
routine needs a resolution parameter ∆max, which is set to the size of the smallest
“structure” in the integrand (Bowman & Krommes 1997). Finally, we point out that any
homogeneous scaling of the integrand with respect to k, p, and q should be exploited.

Appendix C. Calculation of inverse temperatures

Here we describe a procedure for determining the inverse temperatures α and β from
the initial energy E0 and enstrophy U0,

E0 =
1

2

∑

k

1

α+ βk2
, U0 =

1

2

∑

k

k2

α+ βk2
. (C 1)

We suppose that of 2N modes, only N are independent because of the reality condi-
tion ψ−k = ψ∗

k.
The inversion can be done conveniently by expressing the ratio r

.
= U0/E0 in terms

of ρ
.
= α/β, using the relation U0 = (N − αE0)/β. One finds

r = 2N

[

∑

k

1

ρ+ k2

]−1

− ρ. (C 2)

Upon inverting this equation for ρ(r) with a numerical root solver, one may then deter-
mine α and β from the relations

α =
N

E0(r/ρ+ 1)
, β = α/ρ. (C 3)
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