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General Settings

We consider a sequence of real random n X n matrices
m
Mn = Z TaYa @ Ya
a=1
07,>0 op(A)=H{a=1,..,m:7, € A}/m — o weakly as n — co
® Yo = (Ya1, - Yan) ER", a=1,..,m—i.i.d. random vectors

e m=m,: my/n—c€(0,00), n— o0

v

@ This is analog of settings of paper by Marchenko and Pastur (1967) where
vectors uniformly distributed over the unit sphere were considered.

o In statistics there arise such matrices known as the Sample Covariance
matrices: M, =Y'DY, Y =(y1¥2..ym), D= {Taaa,@}gﬁzp where
now all {yax}ny_; are i.i.d. random variables.

@ The same random matrix appears in asymptotic convex geometry. Here
i.i.d. random points y,, are uniformly distributed over a convex body in R".
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Some Definitions. Linear Eigenvalue Statistic

Counting Measure of eigenvalues {A\”}7_, of M,:
No(B) =t{k=1,...,n: A" e A}
Normalized Counting Measure (NCM) :  N,(A) := n7IN,(A).

Linear Eigenvalue Statistic (LES) for a given test-function ¢ : R — R is defined
as follows:

Nalel =3~ o(X7) = Trp(M,),

j=1

Stieltjes transform of Counting Measure N,(A) of eigenvalues of M, is a
particular case of LES corresponding to p(A\) = (A — z)~1, Im z # 0:

Yn(2) :—/'Af\"(jj) =TrG(z), Imz=#0,

Here G(z) = (M, — zI)7%, Im z # 0, is the resolvent of M,,.
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Convergence of the Normalized Counting Measure

Theorem (A. Marchenko, L. Pastur'67)

If {ya}7_, are uniformly distributed over the unit sphere of R"” (C") then there
exists a non-random probability measure N (N(R = 1)) s.t. we have convergence
in probability

lim N,(A) = N(A), VACR.

n—oo

The Stieltjes transform of N,

f(z):/%, Imz #0,

is uniquely determined by the functional equation

()= c—1— c/(l +7f(2) Lo (dr)

considered in the class of functions analytic in C\R and such that
ImzImf(z) >0, Imz # 0.
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Convergence of the NCM. " Good"” Vectors.

Definition. A random real vector y = (y1, ..., y,) is called isotropic if
E{yj} =0, E{yy}=dun".

Definition. A random isotropic vector y = (y1, ..., ¥n) is called " good” if for any
n x n complex matrix A, we have

Var{(Amy.y)}(= E{(Any,¥)*} — ("' TrA,)?) < ||A4][?6n, 6 = o(1), n — cc.

vy

Theorem (Pajor, Pastur'07).

The Marchenko-Pastur theorem remains valid for M, = 22:1 TaYa @ Ya, Where
{ya}7_, are good vectors.

Theorem (B.Klartag’'07). There exist C >0, 5 € (0,1) s. t. for any isotropic
random vector y € R” with a log-concave distribution Var{|y|?} < C/n”.

Theorem (Pajor, Pastur’07). Random isotropic vectors with log-concave
distribution are good. J
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So for good vectors we have in probability for any bounded continuous ¢:

im A = / SOWN(DN),  (Nole] = Tro(M))

m,n—o00,m/n—oco
What about the limiting probability law for fluctuations of
N7l = Nalg]l — E{Na[¢]}?

yo—7: E{e*Nnlely — ?

m,n—o0,m/n—c

Proposition (M. Shcherbina’l1l). For any s > 0 and any M,

Var{N, (o]} < Gillol2 / dye7y?~! / Var{7,(x + iy)} dx,

— 00

where p € Hy = {9« [[]|2 = [ (1 + 2[€])?*[(€)[PdE < 00}, va(2) = TrG(2).
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Var{q,(2)} <?

e E-, — averaging w.r. to {y1,...,¥a}, Eq — averaging w.r. to y,,
o (£)S =& — E {&} — centering w.r. to y,
According to the standard martingale method

m

Var{,} <> E{|E<a-1{7n} — E<a{7}} < D E{l(w)al*} (1)

a=1

Denote MY = M|, —o, G¥(z) = (M& — zI,)7t, 7v&(2) = Tr G*.
It follows from the rank-one perturbation formula that

a _ _Ta(GQZyonya) (2)
" 1 +Ta(GQYQ,YOc)

Note that E{(G%y,,y.)} = n *E{TrG*(z)} — f(2)!
After subtracting v% in the r.h.s. of (1) one can get with the help of (2):

4 u Ea{|(Gaya ya)o|2} }
Var{v,} < ——— TiE{ L
On} < [ zp 2 B VBT + 7a(Goymvo)IP
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Var{q,(2)} <?

We have for isotropic vectors with log-concave distribution

Eo{l(G*Ya,¥a)ol?} < |Imz[2n7F, B <1

Let us denote

mg:/ TPdo(T)
0

So if m2 < co and {y,}™_; are isotropic with log-concave distribution then there
exists constant C = C(z) such that

Var{v,(z)} < Cn'~~.

Note that for Sample Covariance Matrices we have
Var{y,(z)} < C

We see that to get this bound in general case it is not enough for vectors to be
just good.
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Var{v,(z)} = O(1), n— oo

Definition The joint density of y € R” is unconditional if the random vector
(y1, .-+, ¥n) has the same distribution as (+y1, ..., y,) for any choice of signs.

Theorem (B.Klartag’08) There exists a positive universal constant C < 16 s. t.
Var{ly|*} < C/n

for any random y € R” with a log-concave unconditional distribution and
E{yjz} =1/n.

It follows from the theorem by B.Klartag that for random vectors y € R” with a
log-concave unconditional distribution and E{y?} = 1/n we have

Var{(A,y,y)} = O(1/n), n— oo

for any A,

|Anl| = 1. For such vectors

Var{v,(z)} < C|z|[Tm z|~*.
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Var{N,[¢]} < Cs\|99|\§/2+s

Recall that

Var{Nilel) < Gligll [~ drey [ Varla(x+ i)y

8 & Eof{l(GYa,Ya)ol*}
V ] < 2E bl (o3
2t = Tazp Z {|Ea{1 + 7a(GYas Yo}

For vectors with unconditional distribution we have:
E{yiy«¥p¥a} = @2,2(0k0pq + jpOkg + Ojg0kp) + Kadjk0jpljq, K4 = as — 3az2.
where ap , = az2(n) := E{yfy,f}, as = as(n) == E{yf}. Hence

Ea{l(6"Ya,¥a)ol?} = (@22 — n72)|TrGo? + 22,2 Tr| G + s ) |GFI.
Jj=1

If (a2 — n2) = O(n=3) and k4 = O(n™2), then

Eo{l(G*Ya,¥a)ol?} < Cn—?Tr|G .
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Var{N,[¢]} < CsH#QHg/ers

Lemma. Lety, € R", @« =1,..,m be i.i.d. random vectors satisfying
(i) the joint distribution of y,, is log-concave and unconditional,
(i) E{yf} =1/n,j=1,.,n,
(i) a2 = E{yfyf} =n"2+0(n73), Vj # k,
as = E{y}} = 0o(n2).
Then .
Var{y,(x + iy)} < ,,TC/I Z TAE{n71Tr|GY(x + iy)|?}. 3)

a=1

If i.i.d. vectorsy, € R", a = 1,.., m satisfy (i) — (iii), ¢ € Hs/24., € >0, and
m2 < oo then

Var{N,[¢l} < Cllgll3/24., Ve>0.

July 1, 2013 11 /16



Approximation Procedure

For any ¢ € Hs put
on =% Py, Py= %%772
Then
im0 = 2ol = 0.
We have for the characteristic function:

E{eifo[w]} — E{eifo[w] _ eifo[wn]} + E{eian"[w]},
|E{eNwIel — P Nalenl}| < |x|Var{Na[p — 0] }/? < [x[[|@ — ¢y]ls-

Hence uniformly in |x| < C:

i BXNTIIY — [im 1 XN [pn]
o, E{e™ 5 =g fim EAe™

Besides )
Nalen] = ;/@(u) Im y,(p + in)dp.
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Very Good Vectors. Covariance of Traces of Resolvent

Definition. A random vector y = (y1, ..., ¥») is called very good if

(i) the joint distribution of y is log-concave and unconditional,

(i) E{yf} =1/n,j=1,.,n,

(ii)) a2 == E{yfyi} = n"?+an3+o(n73),

Kg 1= E{yf} — 332’2 = bn_2 + O(I’I_2)7

(V) E{[(Any.y)°[*} = o(n1),  ¥An, [|Ad| <1
It follows from (iii) that o L
E{|(Any,y)°|?} = an3|TrA,|? + 2n~2TrA,A, + bn—2 D1 AnjiAn + 0o(n2).

Theorem

Let {y}™_, be very good random vectors, and m* < co. Then

lim E{vn(21)7n(22)°}

m,n—o0,m/n—c

i ( —(a+ b)f(z1)f(z) +2In M) =: C(z1, 22),

321 822 Z1 — 2

where zf(z) = c — 1 —c [(1 4+ 7f(2)) 1o (dT).

4
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CLT

Theorem (CLT)
Let

o {yo}_; be very good random vectors,
) mi < 00,
@ 9 € Hspoi.,e>0.

Then N2[p] = Na[p] — E{N,[¢]} converges in distribution to the Gaussian
random variable with zero mean and the variance

Viel = lim o [ e [ @(N)dARe [C(z,. ) ~ 2]

where zy = A +17, z, = pu+n,
2

(921822
zZf(z)=c—1- c/(l +7f(2)) Yo (d7)

C(Zl, 22) =

(— (a+ b)f(z1)f(z2) +2In f(Zl)_f(Z2)>,

21 — 22

4
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Examples of Good Vectors. 1. Vectors with i.i.d.

components

Definition. A random vector y = (y1, ..., ¥») is called very good if
(i) the joint distribution of y is log-concave and unconditional,
(i) E{yj?} =1/n,j=1,.,n,
(ii)) a2 = E{yfyf} =n"2+an"3+o(n73),
ra = E{y'} —3az2 = bn"? + o(n"?),
(iv) E{I(Any,y)°[*} = o(n™?), VA, [|A;]| <1

y =n"2x: {x 7y areiid, E{x} =0, E{x’} =1, E{x’} < cc. J

E{yj} =0, E{yjyx} =dun"
as=n"2 (a=0),

kg = —2n"2, (b= -2),
E{[(Any,y)°|*} < Cl|A,|[*n~2,

If E{xj‘*s} = My < 00, then we have for truncated j; = y;l),,1<c:

E{|(Ay,¥)°[*} < C||A,|[*n~(F</2),
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Vectors Uniformly Distributed over /]-Ball

Let x be uniformly distributed over Bf = {x € R": |[|x||, = (}_ |xj|P)*/P < 1},
According to F. Barthe, O. Guedon, S. Mendelson, and A. Naor

1
EB {f} |B"‘

m/ dze™ / dxe” X £ (x(||x|[2 + z)72/P).

This formula allows to calculate moments of x and get after renormalization:

_(1_B@/p.2/p) \?
y_(nl3(n/p+172/p)> X

fdx

is such that as n — oo
° E{y;} =0, E{ywm}=dun",
@ my=n2+an3+0(n*),
e kg =bn"2+0(n73),
o E{|(Any,y)°|*} < Cl|A|[*n2,

where
L. 8 p_TA/pr(G/p)
’ r(3/p)2



