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36 2 The Projective Tensor Product

i = 0,0,...). It is a
where ||c|l2 is the £-norm of the vector ¢ = (cl,'...,c,,, ,0,
surprising fact that the Ly,-norm of Z?=1 ¢,r; is equivalent to the £>-norm of
the vector ¢ for every value of p.

Theorem 2.24 (Khinchine’s Inequality). Let r, be the Rademache;
functions. For each p € [1,00) there are positive constants A, and B, suc

that n
Z €Ty
i=1

for every finite sequence ¢ = (c1,--- ,Cn) of scalars.

Proof. We have already seen that ||}7_, ¢;rill2 = ||c||.z and so we may take
A; = By = 1. Now the norm of L,[0,1] is an increasing funcf.lon of ? and
8o it suffices to prove the B, inequality for p > 2 and the A, inequality for
p<2 "

Step 1: The B, inequality for p > 2 and K.= ) )
By the monotfmicity of the L,-norms, it is enough to prove f,he mecil/lla‘.ll]xt.y
when p is an even positive integer. Accordingly, let p = 2m. Using the ti-
nomial Theorem, we have N
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? = /: (Z:: c,r,(t)) ” dt
= Z E;(!E".n—')’!;,:c’f‘...c’,‘,"/:ri“(t)...1‘1‘,"(t)dt.

ky+- -tkn=2m

The integral is zero unless all the k, are even, say k, = 2m,. Now ky +---+

k,.=2mifa.ndonlyifm1+---+m,.=mandso

- P Z (2”")' 2m, 2ma
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Therefore
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when p is an even integer.
Step 2: The Bj inequality for p>2and K=C.
If ¢, = a, + ib, are complex numbers, then
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Step 3: The A, inequality for 1 < p < 2.

By the monotonicity of the L,-norms, it suffices to prove the inequality in
the case p = 1. Using Holder’s inequality with the conjugate exponents 3/2
and 3 and the B, inequality for p = 4, we have

1 n 2 1 n 2/3| n 4/3
et = [ [ erm| de= [[Sem| [Sem|
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It follows that n
ZCJ"J 2 3;2"0"2
i=1 1
and so we have proved the A, inequality with A; = By 2, : 0

We should point out that the proof we have given here does not by any
means give the best values for the constants A, and B,,.

Khinchine’s inequality shows that the closed subspace of Ly|[0, 1] gener-
ated by the Rademacher functions is isomorphic to £;. For values of p greater
than 1 we can say a little more about this subspace:

Theorem 2.25. Let 1 < p < 0o. The closed subspace Ry of L,[0,1] gener-

ated by the Rademacher functions is isomorphic to £s. If p > 1 then R, s
complemented in L,[0,1].

Proof. It follows from Khinchine’s inequality that the mapping E;=1 c e =
37167, extends to an isomorphism from £, onto Rp.

Now suppose that p > 2. Then L,[0,1] C L3[0,1] and so, for every f in
L,[0,1], the “Rademacher coefficients”,

1
(fra) = [0 fE)ralt)at,

of f are square summable. We claim that the required projection of L, [0, 1]
onto R, is given by the formula

Pof = (firndra.

n=1

First, we use the Cauchy -criterion to show that this series converges in
1,10, 1). We have




