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Abstract

Understanding the structure of attractors is fundamental in nonautonomous stability and bifurcation theory. By means of
clarifying theorems and carefully designed examples we highlight the potential complexity of attractors for nonautonomous
differential equations that are as close to autonomous equations as possible. We introduce and study bounded uniform attractors and
repellors for nonautonomous scalar differential equations, in particular for asymptotically autonomous, polynomial, and periodic
equations. Our results suggest that uniformly attracting or repelling solutions are the true analogues of attracting or repelling fixed
points of autonomous systems. We provide sharp conditions for the autonomous structure to break up and give way to a bewildering
diversity of nonautonomous bifurcations.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

From the plethora of tools for analysing the asymptotic behaviour of autonomous differential equations

ẋ = F(x), (1)

many have been extended to nonautonomous equations

ẋ = f (t, x), (1)t

e.g. spectral theory [38,42], invariant manifold theory [3,48], or the Hartman–Grobman theorem [4,34,43]. As an
important common feature, all these generalisations assume uniformity in time t ∈ R of some sort or other, for instance
via exponential dichotomies of a linearisation or via Lipschitz conditions independent of t . Imposing uniformity
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conditions is reasonable if a priori knowledge on the time dependence of f is available, e.g. if f is periodic,
almost periodic or automorphic in t [41], but it may become questionable if the dependence on t is more complex.
For a comprehensive study of bifurcation scenarios for instance an analysis of more general time dependencies is
indispensable.

The recent past has seen numerous attempts to extend bifurcation theory to nonautonomous differential equations
[9,13,16–19,22,25,27,28,36]. While classical bifurcation theory for dynamical systems (1) describes the change of
stability and the creation, annihilation and break up of equilibria, periodic, heteroclinic and homoclinic orbits etc., it is,
in the nonautonomous situation of (1)t, not at all obvious the bifurcations of which objects one should study; equilibria
and periodic orbits for instance are not generic for (1)t if f depends aperiodically on t . One natural approach is to
study the transition of attractors [25]. For example, a classical (supercritical) two-dimensional Hopf bifurcation could
be understood as a transition from a singleton attractor (consisting of an asymptotically stable equilibrium) to a more
complex attractor (bounded by an attractive periodic orbit and containing in its interior a repelling equilibrium). While
a classical attractor for (1) is simply a compact invariant set which attracts a neighbourhood, there exist several non-
equivalent definitions for nonautonomous attractors, e.g. forward and pullback attractors [6] describing, respectively,
the future and the past of (1)t. Consequently, in order to better understand nonautonomous bifurcation scenarios one
has to analyse the structure and transition of these attractors whenever Eq. (1)t depends on a parameter. Typically,
attractors depend merely upper semi-continuously on parameters; the dependence is continuous only if the attraction
is uniform w.r.t. the parameter [29]. Clearly, establishing the existence of some (globally) attracting object can only
be the first step of an in-depth analysis. Looking inside an attractor, however, usually is much more demanding. To
the best of our knowledge no systematic study of internal attractor bifurcations for nonautonomous equations exists
so far. Bifurcation results available often rely on the fact that attracting solutions can be computed and analysed
explicitly [25,27] or employ somewhat technical or restrictive assumptions on the system under consideration, as for
instance in the formidable balance of Taylor coefficients utilised in [28].

The purpose of this article is to lay the foundations for internal attractor bifurcation studies. In the simplest
possible setting we illustrate by means of clarifying theorems and carefully designed examples the potential structural
complexity of attractors for equations which are as close to autonomous differential equations as possible. We study
attraction and repulsion properties of individual solutions (i.e., the natural analogues of autonomous equilibria) of
nonautonomous scalar differential equation (1)t. In Section 2 we propose the definition of a bounded uniform attractor
which incorporates two of the most popular mechanisms of attraction, namely forward and pullback attraction. In the
autonomous situation of (1), all notions of attraction coincide. In general, a uniform attractor for (1)t is substantially
more than just a forward attractor that is also pullback attracting (see Examples 5 and 12); as far as we know, this
important point has not been clarified in the literature before. In Section 3 we study in detail the properties of uniform
attractors and repellors for nonautonomous equation (1)t where we maintain various autonomous features by focusing
on equations that are, respectively, asymptotically autonomous (Section 3.1), polynomial in x (Section 3.2), and
periodic in t (Section 3.3). While all notions of attraction coincide for scalar periodic equations (Theorem 23), in
general the classes of forward, pullback, and uniform attractors are all different, the latter being strictly smaller than
the intersection of the two former.

From Section 3.2 onward, we pay special attention to uniform attractors and repellors of Eq. (1)t that are
polynomial in x ,

ẋ = ε
(

a0(t)+ a1(t)x + · · · + ad(t)x
d
)

(2)

with ε > 0. In the autonomous case, that is, for a0, a1, . . . , ad not depending on t , the total number of uniformly
attracting and repelling solutions of (2) is, quite trivially, bounded by d. The latter bound turns out to be correct as
well if either (2) is asymptotically autonomous, if ε > 0 is sufficiently small, or if d ≤ 3, where in the case d = 3
additional assumptions have to be imposed on a3 (see Theorem 21 for details). Quite different arguments are required
to deal with each situation. Moreover, none of the assumptions mentioned can be omitted. We demonstrate this by
means of a series of results which unite and profoundly extend ideas scattered throughout the literature. To give but
one example, even for periodic coefficients ai Eq. (2) may have any (finite) number of uniform attractors if d ≥ 3 —
provided that ε is not too small (Theorem 28). Thus a non-trivial bifurcation problem emerges for (2) upon variation of
ε. Our results strongly suggest that the notion of uniform attractors and repellors will be useful in tackling problems of
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this kind. Accordingly, we conclude this article by indicating several fundamental questions that arise naturally from
the results presented.

2. Bounded uniform attractors and repellors

In this article we consider nonautonomous scalar differential equations

ẋ = f (t, x), (3)

where f : R2
→ R as well as ∂

∂x f is continuous in (t, x). Moreover, we assume throughout that supR×K | f | < ∞

for every compact set K ⊂ R. Given (t0, x0) ∈ R2 the initial value problem consisting of (3) together with x(t0) = x0
has a unique solution t 7→ ϕ(t; t0, x0) defined on some (possibly bounded) maximal open interval containing t0.
Although solutions of (3) may (and often will) become unbounded in finite time we are particularly interested in
bounded solutions. A bounded solution µ : R → R of (3) can attract or repel neighbouring solutions in different
ways.

Example 1. Let ψ denote the bounded C1 function

ψ : t 7→
t |t |

1 + t2 (t ∈ R),

which, together with its primitive

Ψ : t 7→

∫ t

0
ψ(s)ds = |t | − |arctan t | (t ∈ R),

will be used several times throughout this article as an auxiliary function. With this, consider the equation

ẋ = cos t + ψ(t) sin t − ψ(t)x, (4)

which, for all (t0, x0) ∈ R2, has the solution

ϕ(t; t0, x0) = eΨ (t0)−Ψ (t)(x0 − sin t0)+ sin t.

Obviously, all solutions of (4) exist for all time, every solution is bounded, and

lim
t→∞

|ϕ(t; t0, x0)− sin t | = 0, ∀(t0, x0) ∈ R2. (5)

Thus the bounded solution µ1 : t 7→ sin t of (4) attracts all solutions in forward time (see Fig. 1). It is an example of
a (global) forward attractor.

Example 2. Analogously, for the equation

ẋ = cos t − ψ(t) sin t + ψ(t)x, (6)

we find, for all (t0, x0) ∈ R2,

ϕ(t; t0, x0) = eΨ (t)−Ψ (t0)(x0 − sin t0)+ sin t.

Now µ2 : t 7→ sin t is the only bounded solution of (6). Evidently, it is not attracting in the sense of the previous
example (see Fig. 1). However, µ2 attracts all solutions in the sense that, at any given time t , solutions satisfying an
initial condition at time t0 much smaller than t are close to µ2(t). Formally

lim
t0→−∞

|ϕ(t; t0, x0)− sin t | = 0, ∀t ∈ R, x0 ∈ R. (7)

Thus µ2 is an example of a (global) pullback attractor.

It is obvious that µ1 is not pullback attracting for (4) whereas µ2 is not forward attracting for (6). Evidently, this
discrepancy is due to the highly non-uniform convergence in (5) and (7). Observations like these naturally motivate
parts (iii) and (iv) of Definition 3. This definition may look slightly unfamiliar to the reader proficient in the theory
of nonautonomous attractors, as developed e.g. in [7,8,23,24]. The subsequent Remark 4 explicates why Definition 3
nevertheless is the most appropriate for our purposes.
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Fig. 1. Forward (left, see Example 1) and pullback attraction (Example 2) are different concepts.

Definition 3. Let µ : R → R be a bounded solution of (3) and (x0,σ )σ∈R a family of real numbers. The solution µ is
called

(i) a forward attractor if there exists δ > 0 such that, for every t0 ∈ R,

lim
τ→∞

|ϕ(t0 + τ ; t0, x0,t0)− µ(t0 + τ)| = 0,

whenever supσ∈R |x0,σ − µ(σ)| < δ;
(ii) a pullback attractor if there exists δ > 0 such that, for every t ∈ R,

lim
σ→−∞

|ϕ(t; σ, x0,σ )− µ(t)| = 0,

whenever supσ∈R |x0,σ − µ(σ)| < δ;
(iii) a uniform attractor if there exists δ > 0 such that

lim
τ→∞

‖ϕ(· + τ ; ·, x0,·)− µ(· + τ)‖∞ = lim
τ→∞

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− µ(σ + τ)| = 0,

provided that supσ∈R |x0,σ − µ(σ)| < δ;
(iv) a uniform repellor if there exists δ > 0 such that

lim
τ→∞

‖ϕ(· − τ ; ·, x0,·)− µ(· − τ)‖∞ = lim
τ→∞

sup
σ∈R

|ϕ(σ − τ ; σ, x0,σ )− µ(σ − τ)| = 0,

provided that supσ∈R |x0,σ − µ(σ)| < δ.

We call µ a global forward, pullback, uniform attractor or uniform repellor if the respective property above holds for
every δ > 0.

Remark 4. (i) Forward and pullback attractors are usually defined much more generally as families (parametrised
by t) of non-empty compact sets which are attractive and invariant in some sense or other. Attraction typically
occurs only within an attracting universe [23], that is, a parametrised family of non-empty bounded sets satisfying
further consistency and regularity conditions. Since we are interested in attraction phenomena on the finest
scale we focus on attractors and repellors which are solutions of (3), i.e., every t-fibre is a singleton. Thus
Definition 3 really is a tailor-made specialisation of more general concepts. Also note that the solutions of
(3) are ordered, that is, ϕ(t; t0, x0) < ϕ(t; t0, y0) for all t whenever x0 < y0. Consequently, the condition
supσ∈R |x0,σ − µ(σ)| < δ in Definition 3 corresponds to an attractive universe consisting of all nonautonomous
sets (Dσ )σ∈R with supx∈Dσ |x − µ(σ)| < δ for all σ ∈ R or, equivalently, the attracting universe generated by
the set-valued map σ 7→]µ(σ)− δ, µ(σ )+ δ[. For a global attractor or repellor µ, therefore, the corresponding
universe would comprise, at any σ ∈ R, all bounded sets containing µ(σ).

(ii) In principle, one could allow the solution µ in Definition 3 to be unbounded. If so, (3) may have more attractors
than is desirable. For a trivial example take f (t, x) ≡ −x in (3); every solution is then a uniform attractor,
but only the equilibrium µ = 0 is bounded. Also, from a practical point of view (cf. [26]), it may be hard to
distinguish actual divergence from convergence towards an unbounded “attractor”.
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(iii) The notions of uniform attractor and repellor exhibit a natural duality. Such natural dual counterparts exist neither
for forward nor for pullback attractors [6,21,25,27].

Example 5. Trivially, every uniform attractor is both a forward and a pullback attractor. The converse is not true in
general as the following example shows.

For every a ∈ R let ha denote the bounded continuous function

ha : t 7→ 1 − a − π max
(

0, sin
√

|t |
)

(t ∈ R),

and consider the equation

ẋ = cos t − ha(t) sin t + ha(t)x, (8)

for which a short computation yields

ϕ(t; t0, x0) = (x0 − sin t0)e
∫ t

t0
ha(s)ds

+ sin t ∀(t0, x0) ∈ R2. (9)

Since ha is even, the solution µ : t 7→ sin t of (8) is a forward attractor if and only if it is a pullback attractor,
which in turn is the case precisely if a > 0. On the other hand, given any τ > 0, pick N ∈ N such that
(2N + 1)2π2

+ τ < (2N + 2)2π2, that is, N > 1
4π

−2(τ − 3π2). Choosing in particular t0 = (2N + 1)2π2 we
immediately deduce from (9) that

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− sin(σ + τ)| ≥ |x0 − sin t0|eτ(1−a).

Thus µ is not a uniform attractor if a ≤ 1. For a > 1 obviously ha ≤ 1 − a < 0, so

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− sin(σ + τ)| ≤ eτ(1−a) sup
σ∈R

|x0,σ − sin σ | → 0 as τ → ∞,

which shows that µ is a global uniform attractor if and only if a > 1.

Example 6. Two bounded solutions µ1, µ2 of (3) may be separated in the sense that their distance inft∈R |µ1(t) −

µ2(t)| is positive. Any uniform attractor is necessarily separated from any uniform repellor (cf. the proof of
Theorem 19). It is, however, worth noting that limt→∞ |µ1(t) − µ2(t)| = 0 for two uniform attractors µ1, µ2 is
not ruled out by Definition 3. Concretely, consider the equation

ẋ =
1
2
(1 − ψ(t)) x −

1
2

x3, (10)

the solutions of which are given by

ϕ(t; t0, x0) =
x0√

eΨ (t)−t−Ψ (t0)+t0 + x2
0

∫ t
t0

eΨ (t)−t−Ψ (s)+sds
∀(t0, x0) ∈ R2, t ≥ t0. (11)

Taking the limit t0 → −∞ in (11) yields two candidates for pullback attractors for (10), namely µ and −µ, where

µ : t 7→
1√∫ t

−∞
eΨ (t)−t−Ψ (s)+sds

(t ∈ R).

It is easy to check that µ and −µ are indeed bounded monotone solutions of (10) and that limt→∞ µ(t) = 0 (see
Fig. 2). The introduction of a new coordinate ξ via x = ξµ transforms (10) into

ξ̇ =
1
2
µ(t)2ξ(1 − ξ2),

from which an equivalent form of (11),

ϕ(t; t0, x0) = µ(t)
x0e

1
2

∫ t
t0
µ(s)2ds√

µ(t0)2 − x2
0 + x2

0 e
∫ t

t0
µ(s)2ds

∀(t0, x0) ∈ R2, t ≥ t0, (12)
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Fig. 2. The two uniform attractors µ and −µ of (10) are not separated.

can be derived easily. The representation (12) is particularly useful for showing that µ and −µ are in fact uniform
attractors of (10). Since limt→∞ |µ(t)− (−µ(t)) | = 0 these two attractors are evidently not separated.

From Theorem 13 it follows that limt→−∞ µ(t) =
√

2. This theorem also implies that the zero solution of (10)
which in Fig. 2 appears somewhat repelling is not a uniform repellor; while it is not a uniform attractor either, it is
obviously a forward attractor.

Example 7. To observe an infinite number of attractors that are not separated consider

ẋ = −et (1 + et )−1x + (1 + et )−1 H
(
x(1 + et )

)
, (13)

where H denotes the C∞ function

H(x) =

{
0 if x = 0,

e−|x |
−1

sin(x−1) if x 6= 0.

For every k ∈ Z \ {0} the function

µk : t 7→
1

kπ
(1 + et )−1 (t ∈ R),

is a solution of (13). As in Example 6 it is straightforward to check that µk is a uniform attractor whenever k is even.
Note also that for odd k the solution µk , albeit somewhat repelling, is not a uniform repellor but – like every solution
of (13) – a forward attractor.

The following simple fact implicitly underlies most of the subsequent arguments, and we recall it here for the
reader’s convenience, see e.g. [47].

Proposition 8. Let µ1 < µ2 be two bounded solutions of (3). Then the solution of (3) with x(t0) = x0 exists for all
t ∈ R whenever µ1(t0) ≤ x0 ≤ µ2(t0).

3. Properties of uniform attractors

A uniform attractor resembles an attracting equilibrium in the autonomous case. We now analyse analogies and
differences between the two concepts. Recall that throughout we assume f in (3), and also ∂

∂x f , to be continuous in
(t, x) and bounded on every stripe R × K , K compact.

3.1. Autonomous and asymptotically autonomous differential equations

In the autonomous case, that is for f (t, x) ≡ F(x) not depending on t , all notions of attraction coincide, and
attractors are easily characterised in terms of F . Essentially, this is due to the invariance of (1) under time translations.

Theorem 9. Let F be C1 and µ : R → R a bounded solution of ẋ = F(x). Then the following statements are
equivalent:
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(i) µ is a forward attractor;
(ii) µ is a pullback attractor;

(iii) µ is a uniform attractor;
(iv) µ is constant, µ(t) ≡ µ0, and µ0 is an isolated zero of F such that F(a) > 0 > F(b) for all a < µ0 < b with

b − a sufficiently small.

Proof. Current as well as later arguments become especially transparent by means of α- and ω-limit sets and their
nonautonomous counterparts [15,33]. Quite generally, therefore, for every bounded continuous function ν : R → R
we denote by α(ν) and ω(ν) the set of all backward and forward accumulation points of {ν(t) : t ∈ R}, respectively,
i.e.,

α(ν) = {x ∈ R : ∃(tn) s.t. tn → ∞, ν(−tn) → x},

ω(ν) = {x ∈ R : ∃(tn) s.t. tn → ∞, ν(tn) → x}.

It is well known (and easy to see) that α(ν), ω(ν) are non-empty compact intervals (which may, of course, degenerate
to single points).

Every solution µ of ẋ = F(x) is monotonic, and therefore the limits limt→−∞ µ(t) = µ− and limt→∞ µ(t) = µ+

exist if µ is bounded. Thus α(µ) = {µ−} and ω(µ) = {µ+}. Clearly, F(µ−) = F(µ+) = 0. Assume now that µ is a
forward attractor. If µ− 6= µ+ and δ > 0, then there exists t0 such that |µ− − µ(t0)| < δ yet

|ϕ(t0 + τ ; t0, µ−)− µ(t0 + τ)| = |µ− − µ(t0 + τ)| → |µ− − µ+| 6= 0 as τ → ∞,

contradicting the fact that µ is a forward attractor. Hence µ+ = µ− = µ0, and µ is constant. Similarly, if µ is a
pullback attractor then, for all σ ≤ t0 with t0 sufficiently small, |µ− − µ(σ)| < δ and so, choosing x0,σ equal to µ−

or µ(σ), depending on whether σ ≤ t0 or σ > t0, we find

lim
σ→−∞

|ϕ(t; σ, x0,σ )− µ(t)| = |µ− − µ(t)| 6= 0,

unless µ is constant. In either case therefore µ(t) ≡ µ0 and F(µ0) = 0. If there existed a strictly increasing sequence
(an) with an → µ0 and F(an) ≤ 0 for all n then ϕ(t; t0, an) would neither converge to µ0 as t → ∞ nor as
t0 → −∞. A completely analogous argument yields that F(b) < 0 for all b larger than but sufficiently close to µ0.
Overall, this shows that (i) and (ii), and hence also (iii), imply (iv).

Conversely, assume that F(µ0) = 0 and F(a) > 0 > F(b) for all a, b with a0 ≤ a < µ0 < b ≤ b0
and appropriate a0 < µ0 < b0. For every x0 ∈ [a0, b0] the solution ϕ(t; t0, x0) exists for all t ≥ t0, and, with
δ = min(b0 − µ0, µ0 − a0) > 0,

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− µ0| = sup
σ∈R

|ϕ(τ ; 0, x0,σ )− µ0|

≤ max(|ϕ(τ ; 0, a0)− µ0|, |ϕ(τ ; 0, b0)− µ0|) → 0 as τ → ∞,

provided that supσ∈R |x0,σ − µ(σ)| < δ. Thus µ = µ0 is a uniform attractor. �

Corollary 10. Let F be C1 and µ : R → R a bounded solution of ẋ = F(x). Then µ is a uniform repellor if and
only if µ(t) ≡ µ0 and µ0 is an isolated zero of F such that F(a) < 0 < F(b) for all a < µ0 < b with b − a
sufficiently small.

Proof. We only have to observe that µ is a uniform repellor if and only if t 7→ µ(−t) is a uniform attractor for the
equation ẋ = −F(x). �

Recall that (3) is termed asymptotically autonomous if for two (necessarily continuous) functions f−, f+ : R → R

lim
t→−∞

f (t, x) = f−(x), lim
t→∞

f (t, x) = f+(x),

holds locally uniformly in x . (See e.g. [33,44,45] for information and references on the extensive theory of
asymptotically autonomous systems; note that solutions of the limiting equations ẋ = f−(x) and ẋ = f+(x) may fail
to be unique if f−, f+ are not Lipschitz continuous.) In some respects, asymptotically autonomous systems resemble
autonomous ones, but there are also various counterexamples to the intuition that the asymptotic behaviour of (3)
and its limit equations ẋ = f−(x), ẋ = f+(x) are necessarily the same [45]. The latter point is emphasised by the



3796 A. Berger, S. Siegmund / Nonlinear Analysis 68 (2008) 3789–3811

following example which shows that the equivalence of all notions of attraction, as established by Theorem 9 for the
autonomous case, does not even extend to asymptotically autonomous systems.

Example 11. Let a0, a1 denote the bounded C1 functions

a0(t) = e−Ψ (t) and a1(t) = −1 − ψ(t) (t ∈ R),

respectively, with the functions ψ and Ψ introduced in Example 1, and consider the asymptotically autonomous
equation

ẋ = a0(t)+ a1(t)x, (14)

for which f−(x) ≡ 0 and f+(x) = −2x . An elementary computation confirms that

µ : t 7→ e−Ψ (t)
= a0(t) (t ∈ R),

is a global forward but not a pullback attractor for (14).
Similarly, choosing C1 functions a0, a1 as

a0(t) = eΨ (t)−t2
(1 − 2t) and a1(t) = −1 + ψ(t) (t ∈ R),

yields another asymptotically autonomous equation (14) with f−(x) = −2x , f+(x) ≡ 0. In this case, the bounded
solution

µ : t 7→ eΨ (t)−t2
(t ∈ R)

fails to be forward attracting but nevertheless is a global pullback attractor.

Example 12. In the setting of the previous example, let

a0(t) = e−t2
(1 − 2t), a1(t) = |t |−

1
4 min

(
0, sin

√
|t |

)
(t ∈ R).

Again, (14) is asymptotically autonomous with f+(x) = f−(x) ≡ 0. Define A1(t) =
∫ t

0 a1(s)ds, t ∈ R. Then the C1

function

µ : t 7→

∫ t

−∞

a0(s)eA1(t)−A1(s)ds (t ∈ R),

is a bounded solution of (14) with lim|t |→∞ µ(t) = 0. It is easy to check that µ is both a global forward and pullback
attractor. An argument similar to the one in Example 5 shows that µ is not a uniform attractor, essentially because A1
contains arbitrarily long constant sections.

Thus for asymptotically autonomous equations all concepts discussed so far are different. Nevertheless, for uniform
attractors Theorem 9 in a sense extends to such equations.

Theorem 13. Assume (3) is asymptotically autonomous, and let µ : R → R be a uniform attractor. Then the limits

lim
t→−∞

µ(t) = µ−, lim
t→∞

µ(t) = µ+,

exist and satisfy f−(µ−) = f+(µ+) = 0. Moreover, for all a < µ+ < b with b − a sufficiently small,
f+(a) ≥ 0 ≥ f+(b). Similarly, f−(c) ≥ 0 ≥ f−(d) for all c < µ− < d with d − c sufficiently small. Furthermore,
f− and f+ do not vanish identically on any neighbourhood of µ− and µ+, respectively.

Proof. We only prove the assertions concerning f+ and µ+ because the arguments for backward time are completely
analogous. Assume that µ is a uniform attractor and let ω(µ) = [ω1, ω2]. Since lim inft→∞ µ(t) would be smaller or
larger than ω1 if f+(ω1) were, respectively, negative or positive, we must have f+(ω1) = 0, and in fact f+(x) = 0
for every x ∈ ω(µ).

Assume now that ω1 < ω2 and define a(t) = supx∈ω(µ) | f (t, x)|, t ∈ R, as well as c =
2
3ω1+

1
3ω2, d =

1
3ω1+

2
3ω2.

We can find a strictly increasing sequence (sn) with sn → ∞ such that, for all n ∈ N, µ([sn, sn + n]) ⊂ [c, d] and

supt≥sn
a(t) < 1

6 (ω2 − ω1)/n, but also
∫ sn+n

sn
a(s)ds → 0 as n → ∞. Given δ > 0, let δ′ = min

(
δ, 1

6 (ω2 − ω1)
)
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and assume that |x0 − µ(sn)| < δ′. Then both µ(t) and ϕ(t; sn, x0) are contained in ω(µ) for all sn ≤ t ≤ sn + n.
Assuming without loss of generality that

∫ sn+n
sn

a(s)ds < 1
8δ

′ for all n and that µ(sn) > x0, we deduce from the trivial
estimate

µ(t)− ϕ(t; sn, x0) ≥ µ(sn)− x0 − 2
∫ t

sn

a(s)ds ∀t ∈ [sn, sn + n],

that µ(t) − ϕ(t; sn, x0) ≥ |µ(sn) − x0| −
1
4δ

′ for all t ∈ [sn, sn + n]. Let x0,σ = µ(sn) −
1
2δ

′ if σ = sn for some n,
and x0,σ = µ(σ) otherwise. Then µ(t)− ϕ(t; sn, x0,sn ) ≥

1
4δ

′ for all t ∈ [sn, sn + n] and therefore

lim sup
τ→∞

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− µ(σ + τ)| ≥
1
4
δ′,

while ‖x0,· − µ(·)‖∞ < δ′. This contradicts the fact that µ is a uniform attractor. Consequently, ω1 = ω2 = µ+.
The preceding arguments also show that f+ cannot vanish identically on any neighbourhood of µ+. Finally, if

f+(an) < 0 for all n ∈ N and some increasing sequence (an) with an → µ+ then, for t0 sufficiently large, ϕ(t; t0, an)

does not converge to µ+ as t → ∞, which clearly contradicts the fact that µ is an attractor. �

Corollary 14. If µ is a uniform repellor of the asymptotically autonomous equation ẋ = f (t, x) then the limits
limt→−∞ µ(t) = µ−, limt→∞ µ(t) = µ+ exist and satisfy f−(µ−) = f+(µ+) = 0. For all a < µ+ < b with b − a
sufficiently small, f+(a) ≤ 0 ≤ f+(b), and for all c < µ− < d with d − c sufficiently small, f−(c) ≤ 0 ≤ f−(d).
Also, f− and f+ do not vanish identically on any neighbourhood of µ− and µ+, respectively.

Example 15. Theorem 13 and Corollary 14 should be seen as extensions of, respectively, Theorem 9 and Corollary 10
to asymptotically autonomous equations and their uniform attractors. An analogous statement for forward or pullback
attractors is false. For example, the equation

ẋ =
4
√

2t2
|t |

1 + t4 cos
(

log(1 + t4)
)

−
4t2

|t |

1 + t4 x

is asymptotically autonomous, with f+ = f− = 0, and has

µ : t 7→ sin
(π

4
+ sign t · log(1 + t4)

)
(t ∈ R)

as a global forward and pullback attractor. (Here, as usual, sign t equals 1, 0 or −1, depending on whether t ∈ R is
positive, zero or negative.) It follows from Theorem 13 that µ is not a uniform attractor; this can also be confirmed by
a short direct computation.

Example 16. Unlike Theorem 9 for the autonomous case, Theorem 13 does not assert that µ+ is an isolated zero of
f+. In general, this cannot be expected as the following example shows.

Define f : R2
→ R as

f (t, x) =

0 if x = 0,

−xe−|x |
−1

(
(1 + e−t2

sign x) sin2(x−1)+ e−t2
) 1

4
if x 6= 0,

so that f is C∞ in t and x , and f (t, x) → f±(x) locally uniformly as |t | → ∞, where

f±(x) =

{
0 if x = 0,

−xe−|x |
−1

| sin(x−1)|
1
2 if x 6= 0.

Obviously, µ = 0 is a solution of ẋ = f (t, x). As before let t 7→ ϕ(t; t0, x0) denote the (unique) solution of the latter
equation with x(t0) = x0. Furthermore, let w be any solution of the autonomous initial value problem

ẇ = f±(w), w(0) = x0. (15)

As ( f+(x)− f (t, x)) sign x ≥ 0 for all (t, x) ∈ R2 it follows from elementary differential inequality
considerations [47, p. 95] that (w(t − t0)− ϕ(t; t0, x0)) sign x0 ≥ 0 for all t ≥ t0. Choosing in particular w as
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the minimal solution of (15) if x0 > 0, and as the maximal solution if x0 < 0, we see that µ is indeed a uniform
attractor, but clearly µ+ = 0 is not an isolated zero of f±.

Example 16 is somewhat pathological in that (15) does not have a unique solution. An additional regularity
assumption on the limiting functions simplifies the situation.

Theorem 17. If, under the assumptions of Theorem 13, the functions f− and f+ are C1 then µ− and µ+ are isolated
zeros of f− and f+, respectively.

Proof. Again it is enough to verify the assertion for forward time. Assume that f+(µn) = 0 for all n ∈ N and some
monotone sequence (µn) with µn → µ+; without loss of generality let (µn) be strictly decreasing. We are going to
show that this assumption is incompatible with µ being a uniform attractor — provided that f+ is C1.

If f ′
+(µn) 6= 0 for infinitely many n then there exist points x > µ+ with x − µ+ > 0 arbitrarily small such that

f (t, x) is positive for all sufficiently large t . This, however, is impossible because µ is an attractor. Without loss of
generality we can thus assume that f ′

+(µn) = 0 for all n ∈ N. Given δ > 0, choose N ∈ N such that |µ(t)−µN | < δ

for all t ≥ N . For every k ∈ N there exists 0 < εk <
1
3 (µN − µ+) such that | f ′

+(x)| <
1

2k whenever |x − µN | < εk .
Consequently, we can find a strictly increasing sequence (Tk)k∈N with T1 > N such that | f (t, x)| < εk

k for all t ≥ Tk

and all x ∈ [µN − εk, µN + εk], and also µ(t) < 2
3µ+ +

1
3µN whenever t ≥ T1. It follows that ϕ(t; Tk, µN ) is an

element of [µN − εk, µN + εk] for (at least) all t ∈ [Tk, Tk + k]. Choose now x0,σ = µN if σ = Tk for some k, and
x0,σ = µ(σ) otherwise. Clearly, supσ∈R |x0,σ − µ(σ)| < δ. Observing that

sup
σ∈R

|ϕ(σ + τ ; σ, x0,σ )− µ(σ + τ)| ≥ |ϕ(Tk + τ ; Tk, µN )− µ(Tk + τ)|

≥ |µN − µ(Tk + τ)| − |µN − ϕ(Tk + τ ; Tk, µN )|

>
2
3
(µN − µ+)−

1
3
(µN − µ+) =

1
3
(µN − µ+) > 0,

for all τ ∈ [0, k], we deduce that ‖ϕ(· + τ ; ·, x0,·) − µ(· + τ)‖∞ 6→ 0 as τ → ∞ and that therefore µ cannot be a
uniform attractor. This contradiction completes the proof. �

Remark 18. (i) Theorem 17 applies in particular if ∂
∂x f converges locally uniformly as t → −∞ and t → ∞,

respectively. In this case, and unlike in Example 16, long-term regularity prevails over spatial complexity (as
measured by ∂

∂x f ). In one way or the other, most questions regarding uniform attractors touch upon a subtle
balance between temporal and spatial complexity.

(ii) The function f± in Example 16 is not Lipschitz continuous. Since it guarantees the uniqueness of solutions of
(15), Lipschitz continuity of f− and f+ is often incorporated in the definition of asymptotically autonomous
differential equations [33,44]. One may wonder whether Theorem 17 remains valid with f− and f+ being merely
Lipschitz continuous. No proof or counterexample is yet known to the authors.

3.2. Polynomial differential equations

From now on we focus on Eq. (3) with f polynomial in x , that is, on equations

ẋ = a0(t)+ a1(t)x + · · · + ad(t)x
d , (16)

where d ∈ N0 does not depend on t and a0, a1, . . . , ad are bounded continuous functions. Motivated by the obvious
bound in the autonomous case, that is for a0, a1, . . . , ad not depending on t , we shall be interested in the maximal
number of uniform attractors and repellors that (16) can have. Generally, the problem of counting special solutions
of (16), notably periodic ones (see Section 3.3), has attracted considerable interest, not least for its connection with
Hilbert’s Sixteenth Problem, and has consequently been discussed under many different perspectives, see e.g. [1,10,
20,30–32,35,40,46] and the many references therein.

For asymptotically autonomous equation (16) a bound on the numbers of uniform attractors and repellors follows
immediately from Theorem 13 and Corollary 14.

Theorem 19. If the limits limt→−∞ ai (t), limt→∞ ai (t) exist for every i = 0, 1, . . . , d then the total number of
uniform attractors and repellors of (16) is at most d.
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Proof. We shall use the following informal terminology: Two bounded solutions µ1, µ2 of (3) are joined at −∞ and
∞ if, respectively, limt→−∞ |µ1(t)−µ2(t)| = 0 and limt→∞ |µ1(t)−µ2(t)| = 0. Two attractors can be joined at ∞

(recall Example 6). It is, however, impossible for two uniform attractors µ1, µ2 to be joined at −∞ (and thus also for
two uniform repellors to be joined at ∞). Indeed, if µ1 < µ2 were joined at −∞ then, for every δ > 0 there would
exist t0 < 0 such that 0 < µ2(t)− µ1(t) < δ for all t ≤ t0; with

x0,σ =

{
µ2(σ ) if σ ≤ t0,
µ1(σ ) if σ > t0,

therefore supσ∈R |x0,σ − µ1(σ )| < δ. However, for all τ > −t0

‖ϕ(· + τ ; ·, x0,·)− µ1(· + τ)‖∞ ≥ |ϕ(0; −τ, x0,−τ )− µ1(0)| = µ2(0)− µ1(0) > 0,

so ‖ϕ(· + τ ; ·, x0,·) − µ1(· + τ)‖∞ 6→ 0 as τ → 0, which clearly contradicts the fact that µ1 is a uniform attractor.
Completely similar reasoning shows that no uniform attractor can be joined at all to any uniform repellor.

To prove the theorem, let µ(1)− < · · · < µ
(d−)
− and µ(1)+ < · · · < µ

(d+)
+ denote the different zeros of f− and f+,

respectively, where clearly d−, d+ ≤ d . (We can assume that neither f− nor f+ vanishes identically as otherwise
(16) would not have any uniform attractors or repellors.) Also, let µ1 < · · · < µL be a finite family of uniform
attractors and repellors of (16). According to Theorem 13 there exist numbers 1 ≤ k1 ≤ · · · ≤ kL ≤ d− and
1 ≤ l1 ≤ · · · ≤ lL ≤ d+ such that

lim
t→−∞

µi = µ
(ki )
− , lim

t→∞
µi = µ

(li )
+ (i = 1, . . . , L).

If µi is a uniform attractor then li+1 ≥ li because solutions do not intersect over time. If li+1 = li then µi+1 must also
be an attractor, and ki+1 ≥ ki +2. This follows from the fact that for every solution x between µi and µi+1 the set α(x)
must contain a zero of f− between µ(ki )

− and µ(ki+1)
− that is different from both numbers. If, on the other hand, li+1 > li

then µi+1 could be an attractor or a repellor and thus ki+1 ≥ ki + 1. In either case therefore ki+1 + li+1 ≥ ki + li + 2.
Completely analogous reasoning shows that the latter inequality also holds if µi is a uniform repellor. Since clearly
k1 + l1 ≥ 2 we have ki + li ≥ 2i for all i . On the other hand, ki + li ≤ d− + d+ for all i so that L ≤

1
2 (d− + d+). Eq.

(16) can thus have at most b
1
2 (d− + d+)c ≤ d uniform attractors and repellors. (Here, as usual, btc denotes the largest

integer not larger than t ∈ R.) �

Remark 20. (i) The bound b
1
2 (d− + d+)c provided by the proof of Theorem 19 is sharp, as can be seen for instance

from Eq. (10) in Example 6 which exhibits two uniform attractors and for which d− = 3, d+ = 1.
(ii) It should be noted that the stipulated uniformity and the polynomial structure of (16) are both indispensable in

Theorem 19. Example 7 for instance presents an asymptotically autonomous f = f (t, x) for which f− = H is
not polynomial in x and for which (3) has infinitely many uniform attractors. On the other hand, with d = 1 and

a0(t) ≡ 0, a1(t) = −ψ(t) (t ∈ R),
every solution of (16) is bounded and a forward attractor, while clearly none is a uniform attractor.

Without the assumption of asymptotic autonomy the situation becomes more intricate. We first extend Theorem 19
to equations for which d is small.

Theorem 21. Let d = 0, 1 or 2 and a0, . . . , ad be bounded continuous functions. Then the total number of uniform
attractors and repellors of (16) is at most d. This is true also for d = 3, provided that a3 is either non-negative or
non-positive and

∫ 0
−∞

|a3(t)|dt =
∫

∞

0 |a3(t)|dt = ∞.

Proof. We deal with each case separately. If d = 0 then

d
dt
(x2 − x1) = 0

for any two solutions x1, x2 of (16). Hence x2 − x1 is constant and no solution can attract or repel any other.
If d = 1 then, for any three different solutions x1 < x2 < x3 of (16),

d
dt

(
x2 − x1

x3 − x1

)
=

x2 − x1

x3 − x1

(
ẋ2 − ẋ1

x2 − x1
−

ẋ3 − ẋ1

x3 − x1

)
=

x2 − x1

x3 − x1
(a1 − a1) = 0,
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Fig. 3. Ruling out the existence of d + 1 uniform attractors and repellors for (16) with d = 1, 2, 3.

so x2−x1
x3−x1

is constant. Assume that (16) has two uniform attractors µ1 < µ2 that are joined at ∞. Then, for every
solution x between µ1 and µ2, x = µ1 + ρ(µ2 − µ1) with some constant 0 < ρ < 1. Clearly this contradicts the
uniformity of µ1 and µ2 and therefore no two attractors (and similarly no two repellors) of (16) can be joined for
d = 1 (see left part of Fig. 3). If, however, µ1 < µ2 are two bounded solutions with inft∈R |µ1(t) − µ2(t)| > 0
then neither of them can be attracting or repelling. Overall, we conclude that (16) has at most one uniform attractor or
repellor if d = 1.

If d ≤ 3 then, for any four different solutions x1 < x2 < x3 < x4 of (16),

d
dt

(
x3 − x1

x2 − x1

x4 − x2

x4 − x3

)
=

x3 − x1

x2 − x1

x4 − x2

x4 − x3
(−a3)(x4 − x1)(x3 − x2). (17)

For d = 2, therefore, the cross ratio C R(x1, x2, x3, x4) =
x3−x1
x2−x1

x4−x2
x4−x3

is constant. As before, assume that three
uniform attractors µ1 < µ2 < µ3 are joined at ∞. Then, for every solution x between µ2 and µ3,

x = (1 − ρ)µ1 + ρµ3 with ρ =
γ (µ2 − µ1)

µ3 − µ2 + γ (µ2 − µ1)
,

where γ is a positive constant. Note that ρ now depends on t but, as before, 0 < ρ(t) < 1 for all t ∈ R. From
µ3 − x = (1 −ρ)(µ3 −µ1) we see that µ3 cannot be a uniform attractor (see middle part of Fig. 3). Thus at most two
uniform attractors (or repellors) can be joined if d = 2. If, however, inft∈R |µ3(t)− µ2(t)| > 0 then supt∈R ρ(t) < 1
and µ3 cannot possibly be uniformly attracting in either forward or backward time. Therefore, (16) has at most two
uniform attractors and repellors for d = 2.

Finally, consider the case d = 3 and let µ1 < µ2 < µ3 < µ4 be four bounded solutions of (16). Assume
first that m = min3

i=1 inft≥0 |µi+1(t) − µi (t)| > 0, that is, no two solutions are joined at ∞, and let M =

max3
i=1 supt≥0 |µi+1(t)− µi (t)|. If a3 ≥ 0 then we deduce from (17), for any t0 ≥ 0,

C R(µ1, µ2, µ3, µ4) ≤ C R(µ1, µ2, µ3, µ4)|t0 e
−m2 ∫ t

t0
a3(s)ds

.

Thus C R (µ1(t), µ2(t), µ3(t), µ4(t)) → 0 as t → ∞, contradicting the obvious (lower) bound

C R(µ1, µ2, µ3, µ4) ≥
m2

M2 > 0 ∀t ≥ 0.

On the other hand, for a3 ≤ 0, (17) implies

C R(µ1, µ2, µ3, µ4) ≥ C R(µ1, µ2, µ3, µ4)|t0 e
−m2 ∫ t

t0
a3(s)ds

,

so C R (µ1(t), µ2(t), µ3(t), µ4(t)) → ∞ as t → ∞, which clearly contradicts the upper bound

C R(µ1, µ2, µ3, µ4) ≤
M2

m2 ∀t ≥ 0.
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The only conceivable configuration containing four uniform attractors and repellors that is not covered by the
preceding argument and its “mirrored” version (i.e., considering t ≤ 0 instead of t ≥ 0) consists of a pair of attractors
(µ1 < µ2, say) joined at ∞ and a pair of repellors (µ3 < µ4, say, with µ2 < µ3) joined at −∞ (see lower right part
of Fig. 3; the configuration depicted in the upper right part of Fig. 3 for instance is ruled out by the above argument
for t → −∞.). In this case, rewrite (17) in the form

d
dt

C R(µ1, µ3, µ2, µ4) = C R(µ1, µ3, µ2, µ4)a3(µ4 − µ1)(µ3 − µ2),

to deduce that t 7→ C R(µ1, µ3, µ2, µ4) is monotone. For the configuration considered here, that is, for the case
limt→∞ (µ2(t)− µ1(t)) = limt→−∞ (µ4(t)− µ3(t)) = 0, we have

lim
|t |→∞

C R(µ1, µ3, µ2, µ4) = 0.

Consequently C R(µ1, µ3, µ2, µ4) = 0, an obvious absurdity. With this it has been demonstrated that (17) cannot
have four uniform attractors and repellors if d = 3. �

To the unprejudiced reader Theorem 21 must seem unsatisfactory, its statement being dictated solely by the
limitations of the simple arguments used in the course of the proof. It may thus come as a surprise that Theorem 21 is
in a sense best possible, as will become apparent in the next section (Theorem 28 and Corollary 29).

3.3. Periodic differential equations

Apart from the asymptotically autonomous case, the simplest situation occurs in (3) if f is T -periodic in the first
argument, that is, if

f (t + T, x) = f (t, x), ∀(t, x) ∈ R2, (18)

with some T > 0. We shall see shortly that, as far as uniform attractors and repellors are concerned, even this
apparently tame class of equations allows for considerable structural complexity. First, however, we recall a few
simple general facts about periodic differential equations. For the latter, the complete information about all solutions
of (3) is encoded in the family of local homeomorphisms Φs : x 7→ ϕ(s; 0, x), 0 ≤ s ≤ T , and in particular in ΦT ,
the Poincaré map associated with (3). More formally, for all (t0, x0) ∈ R2 and t ∈ R, and whenever ϕ(t; t0, x0) is
defined,

ϕ(t; t0, x0) = Φs2 ◦ Φk
T ◦ Φ−1

s1
(x0),

where s1 = t0 − T bt0/T c, s2 = t − T bt/T c, and k = bt/T c − bt0/T c, hence 0 ≤ s1, s2 < T and k ∈ Z. Therefore
the long-term dynamics of (3) is governed by ΦT . For instance, µ is a pT -periodic solution with p ∈ N if and only
if µ(0) is a fixed point of Φ p

T . Also, it is easy to see that the period of every non-constant periodic solution of (3) is
a rational multiple of T , and in fact has to be of the form 1

q T for some q ∈ N (i.e., the solution is superharmonic)
because ΦT is order-preserving [14,41].

Lemma 22. Let f satisfy (18) and assume that µ : R → R is a (forward, pullback, or uniform) attractor or a uniform
repellor of (3). Then µ is T -periodic.

Proof. Let µ be a bounded solution and observe that, since ΦT is monotone and µ(kT ) = Φk
T (µ(0)) for all k ∈ Z, the

sequence (µ(kT ))k∈Z is monotone and bounded. Hence the limits µ− = limk→−∞ µ(kT ) and µ+ = limk→∞ µ(kT )
exist; moreover, ΦT (µ−) = µ− and ΦT (µ+) = µ+. Let ν−, ν+ denote the T -periodic solutions corresponding to
these two fixed points of ΦT , that is,

ν−(t) = ϕ(t; 0, µ−), ν+(t) = ϕ(t; 0, µ+) (t ∈ R).

From

|µ(t)− ν+(t)| =

∣∣∣∣Φt−T b
t
T c

(
µ

(
T

⌊
t

T

⌋))
− Φt−T b

t
T c(µ+)

∣∣∣∣ ≤ sup
0≤s≤T

∣∣∣∣Φs

(
µ

(
T

⌊
t

T

⌋))
− Φs(µ+)

∣∣∣∣
we see that |µ(t)− ν+(t)| → 0 as t → ∞. Analogously, |µ(t)− ν−(t)| → 0 as t → −∞.
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Assume now that µ is a forward attractor. Since, for any δ > 0, |µ(t0) − ν−(t0)| < δ for some sufficiently small
t0, we find

0 = lim
τ→∞

|ϕ (t0 + τ ; t0, µ(t0))− ν−(t0 + τ)| = lim
t→∞

|µ(t)− ν−(t)|

and thus in particular |µ(kT )−ν−(kT )| = |µ(kT )−µ−| → 0 as k → ∞. Therefore µ+ = µ−, and µ is T -periodic.
Next assume that µ is a pullback attractor. Given δ > 0, define x0,σ to be ν−(σ ) or µ(σ) depending on whether

|µ(σ)− ν−(σ )| < δ or not. Since, for all t ∈ R,

0 = lim
σ→−∞

|ϕ(t; σ, x0,σ )− µ(t)| = |ν−(t)− µ(t)|,

we find µ = ν−, hence µ is T -periodic.
The remaining assertions are now obvious. �

As in the autonomous case, attractors of a T -periodic equation can be characterised easily in terms of the associated
Poincaré map ΦT .

Theorem 23. Assume (18) holds, and let µ : R → R be a bounded solution of (3). Then the following statements are
equivalent:

(i) µ is a forward attractor;
(ii) µ is a pullback attractor;

(iii) µ is a uniform attractor;
(iv) µ is T -periodic and µ(0) is an isolated fixed point of ΦT such that ΦT (a) − a > 0 > ΦT (b) − b for all

a < µ(0) < b with b − a sufficiently small.

Proof. Let µ be a forward or pullback attractor. By Lemma 22, µ is T -periodic and hence µ(0) is a fixed point of ΦT .
If there existed a strictly increasing sequence (an)with an → µ(0) and ΦT (an) ≤ an for all n then Φk

T (an) 6→ µ(0) as
k → ∞, so that µ could not be forward attracting. Setting x0,σ = an if σ/T is an integer, and x0,σ = µ(σ) otherwise,
we would have

lim sup
k→−∞

|ϕ(0; kT, x0,kT )− µ(0)| ≥ |an − µ(0)| > 0

and thus µ would not be pullback attracting either. Overall, we see that (i) and (ii) both imply (iv).
Conversely, assume that ΦT (a) − a > 0 > ΦT (b) − b for all a < µ(0) < b whenever b − a < ε. Pick δ > 0 so

small that
⋃

0≤s≤T Φ−1
s (]µ(s)− δ, µ(s)+ δ[) ⊂]µ(0)− ε, µ(0)+ ε[, i.e., whenever |x −µ(s)| < δ for some s with

0 ≤ s ≤ T then also |Φ−1
s (x)− µ(0)| < ε. Assume now that supσ∈R |x0,σ − µ(σ)| < δ. Observing

|ϕ(σ + τ ; σ, x0,σ )− µ(σ + τ)| =

∣∣∣Φs2 ◦ Φk
T ◦ Φ−1

s1
(x0,σ )− Φs2 (µ(0))

∣∣∣
≤ sup

0≤s≤T

∣∣∣Φs ◦ Φk
T ◦ Φ−1

s1
(x0,σ )− Φs (µ(0))

∣∣∣
with s2 = σ + τ − T b(σ + τ)/T c, s1 = σ − T bσ/T c and k = b(σ + τ)/T c − bσ/T c, and noting that
|Φ−1

s1
(x0,σ ) − µ(0)| < ε for all σ ∈ R, we deduce that ‖ϕ(· + τ ; ·, x0,·) − µ(· + τ)‖∞ → 0 as τ → ∞. In

other words, µ is a uniform attractor. �

Corollary 24. Assume (18) holds, and let µ : R → R be a bounded solution of (3). Then µ is a uniform repellor if
and only if µ is T -periodic and µ(0) is an isolated fixed point of ΦT such that ΦT (a)− a < 0 < ΦT (b)− b for all
a < µ(0) < b with b − a sufficiently small.

Remark 25. According to Lemma 22 and Theorem 23 an attractor µ cannot be subharmonic. It can, however, be
superharmonic, i.e., the minimal period of µ can be smaller than T and thus of the form 1

q T for some q ∈ N, q ≥ 2.
For a simple example consider

ẋ = 2 cos 2t + (1 + cos t) sin 2t − (1 + cos t)x,

for which f has minimal period 2π , yet the global uniform attractor µ : t 7→ sin 2t is π -periodic.
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For T -periodic functions f it is natural to also study the averaged version of (3), i.e., the autonomous equation

ẋ = f (x) where f (x) =
1
T

∫ T

0
f (t, x)dt.

Note that f (x) is a polynomial whenever f (t, x) is polynomial in x . Sometimes information about solutions of (3) can
be obtained from the averaged equation, see for instance [39] for an introduction to the extensive theory of averaging.
In the present context the averaging approach leads to

Theorem 26. Assume a0, a1, . . . , ad are continuous, T -periodic functions, and
∫ T

0 ad(t)dt 6= 0. Then, for every
sufficiently small ε > 0, the total number of uniform attractors and repellors of

ẋ = ε
(

a0(t)+ a1(t)x + · · · + ad(t)x
d
)

(19)

is at most d.

Proof. According to Theorem 21 the statement is true for d ≤ 2, even without any assumptions on ad and ε. We are
therefore interested only in the case d ≥ 3. For notational convenience we replace ε in (19) by εd−1. Thus modified,
and rescaled via y = εx , (19) takes the form

ẏ = ad yd
+ εad−1 yd−1

+ · · · + εd−1a1 y + εda0. (20)

We are going to show that (20) has at most d uniform attractors and repellors, provided that ε > 0 is sufficiently small.
Without loss of generality assume that

∫ T
0 ad(t)dt > 0 as well as ad(0) > 0.

For ε = 0 the solution of (20) with y(0) = z is given by

y : t 7→
z

(1 − (d − 1)Ad(t)zd−1)
1

d−1

, (21)

where Ad(t) =
∫ t

0 ad(s)ds, 0 ≤ t ≤ T . This solution exists for all 0 ≤ t ≤ T and z ∈ ]−C−

d ,C+

d [ where, if d is odd,

0 < C−

d = C+

d =

(
(d − 1) max

0≤t≤T
Ad(t)

)−
1

(d−1)

< ∞,

whereas for even d the value of C+

d remains unchanged but

0 < C−

d =

(
−(d − 1) min

0≤t≤T
Ad(t)

)−
1

(d−1)

≤ ∞.

(If Ad(t) ≥ 0 for all t then C−

d is understood to equal ∞.) Correspondingly, the Poincaré map associated with (20)
can be written in the form

ΦT (z) =
z

(1 − (d − 1)Ad(T )zd−1)
1

d−1

+ εR(z, ε), (22)

where, for every compact set K ⊂] − C−

d ,C+

d [ and ε sufficiently small, R depends continuously on (z, ε) and is in
fact a (real-)analytic function of z. Moreover, uniformly on K ,

R(z, ε) → zd−1
∫ T

0
ad−1(t)

(
1 − (d − 1)Ad(t)z

d−1
) 1

d−1
dt as ε → 0.

Similarly, integrating (20) in backward time, or inverting (22), yields

Φ−1
T (z) =

z

(1 + (d − 1)Ad(T )zd−1)
1

d−1

+ εS(z, ε),

a map analytic on ]−C̃−

d , C̃+

d [ where, as before, for odd d,

0 < C̃−

d = C̃+

d =

(
(d − 1)( max

0≤t≤T
Ad(t)− Ad(T ))

)−
1

(d−1)

≤ ∞,
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whereas for even d the number C̃+

d remains unchanged, yet

0 < C̃−

d =

(
(d − 1)(Ad(T )− min

0≤t≤T
Ad(t))

)−
1

(d−1)

< ∞.

Note that, since Ad(T ) > 0, we have C̃+

d > C+

d ; also C̃−

d > C−

d or C̃−

d < C−

d depending on whether d is odd or even.
It is easy to see that for every t0 ∈ [0, T ] with ad(t0) 6= 0 there exist positive numbers Dt0 , δt0 not depending on ε

such that, for any bounded solution ν of (20),

|ν(t)| ≤ Dt0 ∀t : |t − t0| < δt0 .

Assume now that νε is a T -periodic solution of (20). Since ad(0) > 0 we clearly have |νε(0)| ≤ D0 for all ε > 0. As
a key step in our analysis, we are going to show that actually

lim
ε→0

νε(0) = 0. (23)

To this end, pick ν0 > C+

d and note that, according to (21), the solution of (20) with ε = 0 and y(0) = ν0
becomes unbounded for some t∗ with 0 < t∗ ≤ T . By increasing ν0 slightly we may assume that ad(t∗) 6= 0.
Pick δ < δt∗ so small that y(t∗ − δ) > Dt∗ . If, for some sequence (εn) with εn → 0, we had νεn (0) → ν0, that is, if
lim supε→0 νε(0) ≥ ν0, then, by the continuous dependence on ε of the solutions of (20),

νεn (t
∗

− δ) → y(t∗ − δ) > Dt∗ as n → ∞.

Clearly this would contradict the fact that, for all n,

|νεn (t)| ≤ Dt∗ ∀t : |t − t∗| < δt∗ .

Hence lim supε→0 νε(0) < ν0, and, since ν0 > C+

d was arbitrary, we deduce lim supε→0 νε(0) ≤ C+

d . Completely
similar reasoning, using the fact that (21) becomes unbounded in forward (if d is odd) or backward time (if d is even)
whenever y(0) < −C̃−

d , shows that lim infε→0 νε(0) ≥ −C̃−

d . To see that the inequalities in these relations are strict
assume that νεn (0) → C+

d . Then

νεn (0) = Φ−1
T

(
νεn (0)

)
→

C+

d

(1 + (d − 1)Ad(T )(C
+

d )
d−1)

1
d−1

< C+

d ,

an obvious contradiction; for νεn (0) → −C̃−

d considering νεn (0) = Φ−1
T

(
νεn (0)

)
if d is odd, and νεn (0) =

ΦT
(
νεn (0)

)
if d is even, leads to a similar contradiction. We deduce from all this that

−C̃−

d < lim inf
ε→0

νε(0) ≤ lim sup
ε→0

νε(0) < C+

d .

Now the above argument can be iterated. Let νεn (0) → a and assume first that 0 ≤ a < C+

d . Then

a = lim
n→∞

νεn (0) = lim
n→∞

Φ−1
T

(
νεn (0)

)
=

a

(1 + (d − 1)Ad(T )ad−1)
1

d−1

,

and hence a = 0; similarly, if −C̃−

d < a ≤ 0 then a = 0. Thus we have established (23).

To conclude the proof, let ν(1)ε , . . . , ν
(L)
ε be L different uniform attractors or repellors of (20) and pick C <

min(C̃−

d ,C+

d ). Then |ν
(i)
ε (0)| < C for all i = 1, . . . , L and all sufficiently small ε. When considered a function of the

complex variable z, ΦT according to (22) is, for small ε, analytic on (an open set containing the closure of) the open
disc BC = {z : |z| < C} and, uniformly on BC ,

ΦT (z)− z →
z

(1 − (d − 1)Ad(T )zd−1)
1

d−1

− z =: G(z) as ε → 0.

The function G is analytic on Bmin(C̃−

d ,C
+

d )
and does not vanish on the boundary of BC . By Hurwitz’s Theorem (see

e.g. [37]) there exists ε0 > 0 such that, for all 0 < ε < ε0, the functions ΦT − idC and G have the same number of
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zeros in BC , where all zeros are counted according to their multiplicity. Clearly, G(z) = 0 implies z = 0, and from

G(z) =
z

(1 − (d − 1)Ad(T )zd−1)
1

d−1

− z = Ad(T )z
d

+O(z2d−1),

we see that z = 0 is a d-fold zero of G. Consequently, for ε < ε0, the Poincaré map ΦT has exactly d complex
fixed points; as a function of the real argument z, ΦT has at most d fixed points. Hence L ≤ d and the proof is
complete. �

Remark 27. (i) The assumption
∫ T

0 ad(t)dt 6= 0 in Theorem 26 ensures that the averaged right-hand side in (19) has
actual degree d . In this case, and if µε is a uniform attractor or repellor of (19) such that ε 7→ µε(0) is continuous,
one can show that, uniformly in t ,

µε(t) → µ0 as ε → 0,

where µ0 is an equilibrium of the averaged equation, that is, p(µ0) = 0 with

p(x) =

∫ T

0
a0(t)dt + x

∫ T

0
a1(t)dt + · · · + xd

∫ T

0
ad(t)dt.

An outline of the argument which extends [40, Thm. 3.1] is as follows: A lengthy yet elementary calculation yields a
refined version of (22) for the representation of the Poincaré map ΦT associated with (20), namely

ΦT (z) =
z

(1 − (d − 1)Ad(T )zd−1)
1

d−1

+

d∑
i=1

εi Ri (z)+ εd+1 R̃(z, ε), (24)

where

Ri (z) = zd−i
∫ T

0
ad−i (t)dt +O(z2d−2i+1) (i = 1, . . . , d),

and, as before, the remainder term R̃(z, ε) is analytic in z and uniformly convergent as ε → 0. In terms of the original
coordinate x , representation (24) has the form

ΦT (εx) = εx + εd p(x)+ εd+1 R̃(εx, ε).

If µε is a periodic solution of (19), again with ε replaced by εd−1, then

εµε(0) = ΦT (εµε(0)) = εµε(0)+ εd p (µε(0))+ εd+1 R̃(εµε(0), ε)

and hence, for all ε > 0,

p (µε(0))+ ε R̃(εµε(0), ε) = 0.

Since the proof of Theorem 26 has shown that εµε(0) → 0 as ε → 0, it follows that p (µε(0)) → 0 as well.
Therefore, if ε 7→ µε is a continuous parametrisation then µε → µ0 with p(µ0) = 0.

(ii) An explicit (upper) bound for ε can be derived from an application of Rouché’s Theorem, see [35] for a
somewhat similar result.

(iii) It is intriguing to speculate whether Theorems 23 and 26 might have any analogues for almost periodic
equations. In general an attractor of (3) can be much more complicated if f = f (t, x) is merely almost periodic
in t . However, it has been demonstrated in [41] that a form of uniformity (which, though different, does bear some
similarity with the uniformity discussed here) greatly reduces the possible complexity of attractors.

We shall finally demonstrate that neither of the two assumptions in Theorem 26, namely smallness of ε and
preservation of the degree d under averaging, can be discarded easily. To see the importance of the smallness of
ε, recall from Theorem 21 that the size of ε is irrelevant for the assertion in Theorem 26 as long as d ≤ 2, and also if
d = 3 and a3 does not change its sign. If, however, a3 does change its sign, then Theorem 26 generally fails for larger
ε, even if

∫ T
0 a3(t)dt happens to be nonzero. This is the content of the following theorem which exploits an ingenious

idea in [30].



3806 A. Berger, S. Siegmund / Nonlinear Analysis 68 (2008) 3789–3811

Theorem 28. Let a3 : R → R be continuous and T -periodic, and assume a3 does change its sign, i.e., a3(s)a3(t) < 0
for some s, t ∈ R. Then, given N ∈ N, there exists a smooth, T -periodic function a2 such that

ẋ = a2x2
+ a3x3 (25)

has N uniform attractors.

Proof. We are going to construct a smooth, T -periodic function a such that

ẏ = ay2
+ ε2a3 y3 (26)

has N uniform attractors, provided that ε > 0 is sufficiently small. This will prove the theorem because setting
a2 = a/ε and rescaling (26) via x = εy yields (25).

Given a3 with the stated properties it remains to find a such that, for small ε, (26) has N uniform attractors. To this
end, let A(t) =

∫ t
0 a(s)ds and observe that the solution of (26) for ε = 0 and y(0) = z is given by

ϕ(t; 0, z) =
z

1 − z A(t)
.

We will choose A 6= 0 such that A(0) = A(T ) = 0. Thus every solution of (26) for ε = 0 is T -periodic provided that
|z| < (max0≤t≤T |A(t)|)−1

=: γ . The Poincaré map associated with (26) can be written in the form

ΦT (z) = z + ε2 R(z)+ ε3S(z, ε), (27)

where R(z) = z3 Q A(z) and

Q A(z) =

∫ T

0

a3(t)

1 − z A(t)
dt,

and S depends smoothly on z and ε. Assume that z0 6= 0 is a simple zero of R, i.e., R(z0) = 0 and R′(z0) 6= 0. Then,
for every ε > 0 sufficiently small, there exists zε such that R(zε)+ εS(zε, ε) = 0 and hence ΦT (zε) = zε. Moreover,

Φ′

T (zε) = 1 + ε2 R′(zε)+ ε3 ∂

∂z
S(zε, ε) 6= 1,

so that t 7→ ϕ(t; 0, zε) is, by Theorem 23, a uniform attractor or repellor of (26). Note that z0 is a zero of Q A also,
and R′(z0) = z3

0 Q′

A(z0). The proof will therefore be complete once we can choose A in such a way that Q A has
N distinct zeros ζ1, . . . , ζN with Q′

A(ζi ) < 0 and 0 < ζi < γ for all i = 1, . . . , N . To this end, and denoting the
indicator function of an arbitrary set M ⊂ R by 1M , we first use the (non-smooth) ansatz

A(t) =

2N∑
i=1

αi 1Ii (t) (0 ≤ t ≤ T ), (28)

where the positive numbers αi and the compact intervals Ii ⊂]0, T [ will be chosen inductively below. In a final step
we will afterwards approximate A from below by a C∞ function Ã, and a =

d
dt Ã will have all the properties required.

Assume for the time being that
∫ T

0 a3(t)dt > 0. Pick 2N different points 0 < t1, . . . , t2N < T such that

(−1)i a3(ti ) > 0 ∀i = 1, . . . , 2N . (29)

Define t0 = 0 and t2N+1 = T and let δ =
1
2 min{|t j − tk | : j, k = 0, . . . , 2N + 1; j 6= k}; also define functions

Q(1), . . . , Q(2N ) as

Q(i)(z) =

∫ T

0
a3(t)dt +

i∑
j=1

α j z

1 − α j z

∫
I j

a3(t)dt (i = 1, . . . , 2N ),

so that in particular Q(2N )
= Q A with A according to (28). Set α1 = 1, and let I1 = [t1 −

1
2δ1, t1 +

1
2δ1]

with δ1 < δ so small that
∫

I1
a3(t)dt < 0. There exists a unique number ζ (1)1 with 0 < ζ

(1)
1 < 1 such that

Q(1)(ζ
(1)
1 ) = 0 yet d

dz Q(1)(ζ
(1)
1 ) 6= 0 (see Fig. 4), i.e., ζ (1)1 is a simple root of Q(1). Next let α2 = 3/(ζ (1)1 + 2)
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Fig. 4. Visualising the first steps in the proof of Theorem 28.

and I2 = [t2 −
1
2δ2, t2 +

1
2δ2] where δ2 < δ is chosen sufficiently small to ensure that

∫
I2

a3(t)dt > 0 as well as

Q(2)( 2
3ζ
(1)
1 +

1
3 ) < 0. Consequently, there exist two numbers ζ (2)1 , ζ

(2)
2 with 0 < ζ

(2)
1 < 2

3ζ
(1)
1 +

1
3 < ζ

(2)
2 < α−1

2 such

that Q(2)(ζ
(2)
1 ) = Q(2)(ζ

(2)
2 ) = 0. Obviously, Q(2) has no other roots apart from ζ

(2)
1 , ζ

(2)
2 , and the latter are simple.

Assume that 1 = α1 < α2 < · · · < αi as well as δ1, . . . , δi < δ have been chosen inductively such that Q(i) has i
simple roots 0 < ζ

(i)
1 < · · · < ζ

(i)
i < α−1

i . Let αi+1 = 3/(ζ (i)i + 2α−1
i ) and Ii+1 = [ti+1 −

1
2δi+1, ti+1 +

1
2δi+1]. The

number δi+1 < δ is chosen so small that (−1)i+1
∫

Ii+1
a3(t)dt > 0 and (−1)i Q(i+1)( 2

3ζ
(i)
i +

1
3α

−1
i+1) > 0 but also

(−1) j Q(i+1)
(

1
2
ζ
(i)
j +

1
2
ζ
(i)
j+1

)
> 0 ∀ j = 1, . . . , i − 1.

The function Q(i+1) has i + 1 zeros ζ (i+1)
1 , . . . , ζ

(i+1)
i+1 with

0 < ζ
(i+1)
1 <

1
2
ζ
(i)
1 +

1
2
ζ
(i)
2 < ζ

(i+1)
2 < · · · <

2
3
ζ
(i)
i +

1
3
α−1

i+1 < ζ
(i+1)
i+1 < α−1

i+1.

Since Q(i+1) is the sum of i + 1 rational functions of degree one and therefore can have at most i + 1 zeros, all the
numbers ζ (i+1)

j are simple zeros, in fact,

(−1) j d
dz

Q(i+1)(ζ
(i+1)
j ) > 0 ∀ j = 1, . . . , i + 1.

By carrying out 2N steps of the above procedure (see also Fig. 4) we obtain a function Q = Q(2N ) having N different
zeros ζ (2N )

1 , ζ
(2N )
3 , . . . , ζ

(2N )
2N−1 with Q′(ζ

(2N )
2i−1 ) < 0 for all i = 1, . . . , N . Clearly

ζ
(2N )
i ≤ ζ

(2N )
2N < α−1

2N = γ ∀i = 1, . . . , 2N ,

hence the usage of (27) is justified. Finally, to produce a smooth function a, let An be an increasing sequence
of smooth, non-negative functions such that for all 0 ≤ t ≤ T , 0 ≤ An(t) ≤ A(t) for all n ∈ N and
limn→∞ An(t) = A(t). Pick C between ζ (2N )

2N and γ . By dominated convergence, limn→∞ Q An (z) = Q A(z)
uniformly for 0 ≤ z ≤ C . For sufficiently large n therefore Q An has N different simple zeros with negative slope as
well. Extending An to a smooth T -periodic function Ã : R → R and setting a =

d
dt Ã completes the proof for the case∫ T

0 a3(t)dt > 0.

If
∫ T

0 a3(t)dt < 0 then completely analogous reasoning applies with all signs inverted, e.g., (29) has to be replaced
by

(−1)i a3(ti ) < 0 ∀i = 1, . . . , 2N etc.

Finally, if
∫ T

0 a3(t)dt = 0 then Q(1) will not have a zero except for z = 0. Therefore, 2N + 1 rather than 2N
points ti have to be chosen; apart from this modification the same procedure as above applies. Overall, the proof is
complete. �

As a demonstration that Theorem 21 cannot be extended to any d larger than three, even with a definiteness
assumption for ad , we provide
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Corollary 29. Let d ≥ 4 be a natural number, and assume ad : R → R is continuous, T -periodic and either non-
negative or non-positive. Then, given N ∈ N, there exist smooth, T -periodic functions a2, a3 such that

ẋ = a2x2
+ a3x3

+ ad xd (30)

has N uniform attractors.

Proof. Up to and including terms of order ε2, the Poincaré map ΦT associated with

ẏ = ay2
+ ε2a3 y3

+ εd−1ad yd (31)

is identical with the one in the previous proof, that is, (27) holds with only the remainder term S modified. Thus,
taking as a3 any smooth, T -periodic function which changes its sign and subsequently constructing a as in the proof
of Theorem 28, we conclude that (31) has N uniform attractors whenever ε > 0 is sufficiently small. Setting a2 = a/ε
and rescaling (31) via x = εy yields (30). �

Our final result highlights the role of the non-degeneracy condition
∫ T

0 ad(t)dt 6= 0 in Theorem 26 by showing that
the latter generally fails if this condition is not met.

Corollary 30. Let d ≥ 3 be a natural number and ad 6= 0 a continuous, T -periodic function with
∫ T

0 ad(t)dt = 0.
Then, given N ∈ N, there exists a smooth T -periodic function a2 such that, for all sufficiently small ε > 0,

ẋ = ε(a2x2
+ adxd) (32)

has N uniform attractors.

Proof. The argument is quite similar to the one proving Theorem 28. Clearly, the assertion remains unchanged if, for
notational convenience, ε is replaced by εd−1 in (32). Thus modified, and rescaled via x = y/ε, (32) takes the form

ẏ = εd−2a2 y2
+ ad yd . (33)

The proof will therefore be complete once we demonstrate how to find a2 not depending on ε such that (33) has N
uniform attractors or repellors for all sufficiently small ε > 0.

Let Ad =
∫ t

0 ad(s)ds and note that Ad(0) = Ad(T ) = 0. Similarly to (27) the Poincaré map ΦT associated with
(33) can be written as

ΦT (z) = z + εd−2 R(z)+ εd−1S(z, ε) (34)

with R(z) = z2 Qa2(z) and

Qa2(z) =

∫ T

0
a2(t)

(
1 − (d − 1)Ad(t)z

d−1
) d−2

d−1
dt,

provided that |z| < Cd , where

Cd =

(
(d − 1) max

0≤t≤T
|Ad(t)|

)−
1

d−1

> 0.

As before, it only remains to choose a2 in such a way that Qa2 has N simple zeros within the interval ]0,Cd [.
Obviously, Qa2 depends linearly upon a2, and, for |z| < Cd ,

Qa2(z) =

∞∑
k=0

d − 2
d − 1

k

 (1 − d)k zk(d−1)
∫ T

0
a2(t)A

k
d(t)dt.

Thus, if a2 is orthogonal to 1 (=A0
d), Ad , . . . , Ai−1

d yet not orthogonal to Ai
d then the leading term of Qa2(z) will be

of the order zi(d−1). More formally, choose N smooth, T -periodic functions a(i)2 , i = 1, . . . , N such that, for all i ,∫ T

0
a(i)2 (t)dt =

∫ T

0
a(i)2 (t)Ad(t)dt = · · · =

∫ T

0
a(i)2 (t)Ai−1

d (t)dt = 0 yet
∫ T

0
a(i)2 (t)Ai

d(t)dt 6= 0.
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(Such a choice is possible because Ad is continuous but not constant.). With this,

Q
a(i)2
(z) = qi z

i(d−1)
+O(z(i+1)(d−1)) (i = 1, . . . , N ),

with constants qi 6= 0. From (a slightly generalised version of) [30, Lem. 3.1] it follows that there exist positive
numbers γ1, . . . , γN such that with

a2 = γN a(N )2 − γN−1a(N−1)
2 + · · · + (−1)N−1γ1a(1)2

the function Qa2 has N simple zeros in ]0,Cd [. �

4. Concluding remarks

The success of classical bifurcation theory for autonomous differential equations ẋ = F(x; λ) which depend on a
parameter λ is due to several facts which, albeit obvious, have to be reconsidered carefully when a nonautonomous
bifurcation theory is to be developed:

(i) Many relevant models in applied sciences are indeed of the form ẋ = F(x; λ);
(ii) Potential bifurcating objects like equilibria and periodic orbits are characterised algebraically as zeros of F and

a Poincaré map, respectively;
(iii) Usually, there are not too many bifurcating objects, and the generic ones can to some extent be classified [2];
(iv) Asymptotic stability of equilibria and periodic orbits can be determined through linear algebra by means of,

respectively, the linearisation of F and a Poincaré map;
(v) The transient behaviour of solutions is related to their asymptotic behaviour; more precisely, the long-term

dynamics of an attractive equilibrium or periodic orbit can be approximated arbitrarily well by the transient
behaviour on longer and longer time intervals. In particular, finite time numerics can be used to approximate
asymptotic behaviour.

The results in this article show that in many respects the nonautonomous situation remains fundamentally different
from the autonomous one, and the simple facts provided here allow for a clear understanding as to why this is so.
Concretely, when reconsidering the above list in an nonautonomous setting one is lead naturally to a variety of
fundamental questions which we feel are largely open at present.

(i)t What are the characteristics of a prototypical nonautonomous model ẋ = f (t, x; λ)? How can one choose the
appropriate time dependence for f ? So far, we have studied nonautonomous attraction and repulsion only in
its simplest uniform version for scalar equations. Already an astonishing dynamical complexity emerges which
is in a sense due to the lack of better knowledge about how precisely f depends on t or, more positively put,
the amazing “degree of freedom” which comes with time-varying vector fields. For example, our analysis of
periodic equations does not incorporate the rate ∂

∂t f at which f is changing in time. On the other hand, this rate
is known to play a prominent role for instance in explicit conditions ensuring asymptotic stability (albeit in a
slightly different context, see [11]). We feel it necessary to push for the development, driven by applications, of
a methodology of nonautonomous modelling.

(ii)t Uniformly attracting or repelling solutions cannot be detected algebraically, e.g. by looking for zeros of
f . Rather, the asymptotic behaviour and the spatial structure of (1)t tend to be interwoven in an intricate
manner. Theorems 17 and 26 may serve as simple but perhaps prototypical examples. In fact, we expect that
most questions regarding uniform attractors will touch upon a delicate balance between temporal and spatial
complexity (see also [28]). Versatile, effective tools for analysing this balance have yet to be developed.

(iii)t In view of Theorems 26 and 28 it appears doubtful whether the clear-cut situation for autonomous equations
(i.e., few, classifiable bifurcation scenarios) does have an analogue in the nonautonomous setting. If so,
a satisfactory treatment of the classification problem is desirable; if not, a bewildering zoo of bifurcation
phenomena is likely to await exploration.

(iv)t Attraction or repulsion of a solution can in general not be determined directly from the coefficients of the
linearisation (see e.g. the instructive example in [28]). To comprehensively cover uniform attractors and repellors
the existing asymptotic methods for nonautonomous equations will need substantial refinement.
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(v)t What is the transient behaviour of a uniformly attracting or repelling solution, in particular, how repelling can a
uniformly attracting solution be on an arbitrary bounded interval in time? We argue that this question is relevant
not only for obvious practical reasons (as for instance no physical observation can cover an infinite interval
in time) but also for mathematical reasons. In view of the enormous freedom introduced via an explicit yet
unspecified time dependence in (1)t it is plausible that quite generally asymptotic concepts are of limited use
and finite time concepts may step in.

In the context of (v)t we mention in closing a recent approach [5,12] that avoids any assumptions on the time
dependence of f and that instead studies the transient behaviour of (1)t on intervals of finite time by exploiting
all available (numerical) information. A solution x of (1)t on a finite time interval [a, b] is attracting if S(t) :=
∂
∂x f (t, x(t)), or more generally the symmetric matrix S(t) :=

1
2

[
∂
∂x f (t, x(t))+

∂
∂x f (t, x(t))T

]
if x ∈ Rn , n ≥ 2,

is negative (definite) for all t ∈ [a, b]. As a consequence, if x is attracting then all solutions which are close to x
have a decreasing distance from x on [a, b]; analogously, x is repelling if S(t) is positive (definite) for all t ∈ [a, b].
It is easy to see that the polynomial equation (16) with arbitrary time dependence on [a, b] has at most d connected
components in [a, b]×R such that each component consists entirely of attracting or repelling solutions. Observations
like these suggest that finite time concepts may indeed complement asymptotic concepts and may thus contribute
towards a better understanding of nonautonomous differential equations.
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