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Numerical data generated by dynamical processes often obey Benford’s Law of logarithmic
mantissa distributions. For nonautonomous difference equations xn = Tn(xn−1), n = 1, 2, . . .,
this article presents necessary as well as sufficient conditions for (xn) to conform with Ben-
ford’s Law in its strongest form: The proportion of values in {x0, x1, . . . , xn} with base b
mantissa less than t tends to logb t as n → ∞, for all integer bases b > 1. The assumptions
on (Tn), viz. asymptotic convexity and eventual expansivity on average, are very mild and
met e.g. by practically all polynomial, rational, and exponential maps and any combinations
thereof. The results complement, extend and unify previous work.
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1. Introduction

Benford’s Law (BL) is the probability distribution for the mantissa with respect
to base b ∈ N \ {1} given by

P(mantissa b ≤ t) = logb t , ∀t ∈ [1, b[ ; (1)

the most well-known special case is that

P(first significant digitb = d) = logb

(
1 + d−1

)
, ∀d = 1, . . . , b− 1 .

First recorded by Newcomb [20] and popularised by Benford [1], BL is increasingly
attracting the interest of scientists across a wide range of disciplines [7]. Empirical
data following (1) have been discussed extensively, for instance in real-life data (e.g.
physical constants, stock market indices, tax returns [14, 18, 23, 25]), in stochastic
processes (e.g. sums and products of random variables [12, 23]), and in deterministic
sequences (e.g. (n!) and Fibonacci numbers [1, 10, 11, 16]). For dynamical systems,
be they autonomous or nonautonomous, deterministic or stochastic, discrete or
continuous, a thorough mathematical analysis of BL has recently been initiated,
and it has been demonstrated that, in one way or the other, the asymptotic distri-
bution of orbits and trajectories obeys (1) surprisingly often [3, 5, 6, 8, 12, 26, 27].
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Most of these results are rather limited in their scope. It is the purpose of the
present article to more comprehensively elucidate when, and when not, dynamical
systems should be expected to follow BL.

Concretely, given x0 let the sequence (xn) of real numbers be generated iteratively
by

xn = Tn(xn−1) , n = 1, 2, . . . , (2)

with measurable maps Tn : R → R. Assuming that (xn) conforms with a strong
form of BL, can anything interesting at all be said about (Tn)? For the autonomous
case, that is, for Tn not depending on n, Section 2 provides a complete answer to
this question, by way of Theorems 2.5 and 2.10. Also, it is demonstrated through
examples that the conclusions of both theorems are best possible in general. Section
3 is devoted to the strengthening of known BL results for (2) by embedding them
into a more comprehensive and general setting. For a concrete example, consider
(Tn) according to

Tn(x) =


ex + 1 if n is an odd prime number,
x2 − 2 if n is even,
x + 3 otherwise.

For this system, the results in [4, 5] do not apply. However, it follows from the
main result of Section 3, Theorem 3.7, that for Lebesgue almost every x0 ∈ R the
sequence (xn) generated by (2) follows BL for every base b. The key ingredients
in the proof of the very general Theorem 3.7 are versatile notions of asymptotic
convexity and eventual expansivity on average for (Tn), together with a power-
ful nonautonomous shadowing technique that enables the application of standard
uniform distribution tools. Simple examples show how the results presented here
extend and unify previous work.

Throughout the article, the following, mostly standard terminology and notation
will be used: The sets of natural, non-negative integer, integer, rational, positive
real, and real numbers are symbolised by N, N0, Z, Q, R+, R, respectively. For
every a, x ∈ R+ with a 6= 1, loga x denotes the base a logarithm of x; if used
without a subscript, log is understood as the natural logarithm. For notational
convenience, loga 0 := 0 for all a ∈ R+\{1}. The integers bxc and dxe denote,
respectively, the largest integer not larger, and the smallest integer not smaller
than x ∈ R; the fractional (or non-integer) part of x is JxK := x − bxc. The
cardinality of the finite set A is #A, and λ symbolises Lebesgue measure on R
(or parts thereof). The indicator function of any set B is denoted by 1B, that is,
1B(x) equals 1 or 0 depending on whether x ∈ B or x 6∈ B. If a ∈ R and B ⊂ R
then a + B := {a + b : b ∈ B}. For every a ∈ R, the Dirac measure at a is δa,
hence δa(B) = 1B(a) for every B ⊂ R. The support of any Borel (probability)
measure µ on R, symbolised as supp µ, by definition is the smallest closed set
with full measure. Thus for example supp δa = {a}. As usual, the terms absolutely
continuous and almost every(where) are abbreviated as a.c. and a.e., respectively,
and are understood relative to some reference measure that usually is clear from
the context and not specified explicitly. If f : X → R is measurable and µ is
any (probability) measure on X then fµ, defined via fµ(A) := µ

(
f−1(A)

)
, is a

(probability) measure on R. For example, given any (probability) measure µ on R,
2µ and bµc are (probability) measures concentrated on, respectively, R+ and Z.
The map T : X → X preserves µ, or µ is T -invariant, if Tµ = µ.
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2. Benford sequences: basic properties and examples

Given any natural number b larger than one, every x ∈ R+ can be written uniquely
as x = 〈x〉bbk with 1 ≤ 〈x〉b < b and the appropriate k ∈ Z. The number b is usually
referred to as a base, and 〈·〉b : R+ → [1, b[ is the (base b) mantissa function. Note
that 〈x〉b = bJlogb xK for all x ∈ R+. Also, b〈x〉bc ∈ {1, . . . , b − 1} is called the
first significant digit (base b) of x, henceforth symbolised as fsdbx. For notational
convenience, define 〈0〉b := 0, and hence fsdb0 = 0 for every base b.

A most basic way of generating numerical data is through explicitly or recursively
defined sequences. A sequence may conform with BL in a rather strong sense.

Definition 2.1 A sequence (xn)n∈N0 of real numbers is b-Benford if

limn→∞
#
{
j < n : 〈|xj |〉b ≤ t

}
n

= logb t , ∀t ∈ [1, b[ ;

it is (strictly) Benford if it is b-Benford for every b ∈ N\{1}.

The following correspondence between the b-Benford property and uniform dis-
tribution modulo one is well known. The term uniformly distributed modulo one is
henceforth abbreviated as u.d. mod 1.

Proposition 2.2 ([11]). A sequence (xn)n∈N0 of real numbers is b-Benford if and
only if the sequence (logb |xn|)n∈N0 is u.d. mod 1.

Example 2.3 Using Proposition 2.2 and standard results from uniform distribu-
tion theory (as can be found e.g. in [17]), examples of Benford sequences are easily
produced.

(i) The sequence (n!) is Benford, see [5, Exp.5.4(ii)] or [11, Thm.3].
(ii) Let (xn) be generated by xn = xn−1+xn−2, n ≥ 2. The sequence thus defined

is Benford except for the trivial case (x0, x1) = (0, 0). In particular, the sequence
of Fibonacci numbers, corresponding to (x0, x1) = (1, 1), is Benford [3, Exp.3.5(i)].

(iii) Define (xn) recursively as xn = x2
n−1+1, n ≥ 1. For (Lebesgue) almost every

x0 ∈ R, the sequence (xn) is Benford. There are, however, also exceptional points:
[5, Exp.4.3] explicitly gives x0 such that fsd10xn = 9 for all n. Another example is

x0 = limn→∞

√
. . .

√√
10

2
3
·2n − 1− 1 . . .− 1 = 4.53002223124696101566 . . . ,

for which (fsd10 xn) = (4, 2, 4, 2, . . .) is 2-periodic. It is an open problem whether
(xn) is b-Benford for any b if x0 = 0.

(iv) The sequence (2n) is b-Benford precisely if logb 2 is irrational, i.e., if and only
if b is not of the form 2j for some j ∈ N.

(v) For every a ∈ R), the sequence (na), and similarly the sequence of prime
numbers (pn), is not b-Benford for any b, see [5]. Note, however, that these sequences
conform with BL in a weaker sense [24].

Some elementary properties of Benford sequences follow directly from Proposi-
tion 2.2.

Proposition 2.4 (cf. [13]). Let (xn) be a sequence of real numbers, and b ∈ N\{1}.
Then:

(i) If (xn) is b-Benford then so is (αxj
n) for every non-zero α ∈ R and j ∈ N.

(ii) If xn 6= 0 for all n then (xn) is b-Benford if and only if (x−1
n ) is b-Benford.

(iii) If (xn) is bj-Benford for some j ∈ N then (xn) is b-Benford.
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Intuitively, it is plausible that if a sequence is to be Benford then this puts severe
constraints on its distributional behaviour. To make this more formal, denote by
P(R) and P(R) the set of all Borel probability measures on the real line R and the
extended real line R = R∪{−∞,+∞}, respectively. Recall that P(R) and P(R) are
complete metrizable spaces when endowed with the topology of weak convergence,
and P(R) is compact. Also recall that if (µn) is a sequence in P(R) with µn(R) ≡ 1
then µn

w→ µ in P(R) means that

∫
R

f dµn →
∫

R
f dµ + µ({−∞})f− + µ({+∞})f+

holds for every continuous function f : R → R for which the limits f− :=
limx→−∞ f(x) and f+ := limx→+∞ f(x) exist. Given any real sequence (xn), con-
sider the empirical averages

ηn :=
1

n + 1

∑n

j=0
δxj

∈ P(R) .

By compactness, (ηn) has a (weak) accumulation point in P(R). Denote by
A[(xn)] ⊂ P(R) the (non-empty) set of all accumulation points of (ηn). It is
readily confirmed that A[(xn)] is compact and connected (though not necessar-
ily path-connected), with µ

(
{xj : j ∈ N0}

)
= 1 for every µ ∈ A[(xn)]. If (xn) is

Benford then each element of A[(xn)] has a very simple structure.

Theorem 2.5 . Assume that (xn) is b-Benford for infinitely many b ∈ N\{1}.
Then for every µ ∈ A[(xn)], there exist numbers p−, p0, p+ ≥ 0 with p−+p0+p+ = 1
such that µ = p−δ−∞ + p0δ0 + p+δ+∞.

Proof. Assume µ ∈ A[(xn)] and let ηnk

w→ µ. Given 0 < s < t and 0 < ε < 1, choose
b so large that (xn) is b-Benford and also

| log s|+ | log t|
log b

< ε .

Note that this choice implies s > b−1 and t < b. Assume first that s ≥ 1, hence
〈x〉b = x for every s < x < t, and

µ(]s, t[) ≤ limk→∞ηnk
(]s, t[) = limk→∞

1
nk + 1

∑nk

j=0
δxj

(]s, t[)

= limk→∞
#{j ≤ nk : s < xj < t}

nk + 1
= limk→∞

#{j ≤ nk : s < 〈xj〉b < t}
nk + 1

= logb t− logb s ≤ | log s|+ | log t|
log b

< ε .

Similarly, if t ≤ 1 then 〈x〉b = xb for every s < x < t, and

µ(]s, t[) ≤ limk→∞
#{j ≤ nk : sb < 〈xj〉b < tb}

nk + 1
= | logb s| − | logb t| < ε .
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Finally, if s < 1 < t then by the above

µ(]s, t[) = µ(]s, 1[) + µ({1}) + µ(]1, t[) ≤ | logb s|+ limk→∞ ηnk
({1}) + logb t

=
| log s|+ log t

log b
< ε .

Since ε > 0 was arbitrary, µ(]s, t[) = 0. Analogously, µ(]s, t[) = 0 whenever s <
t < 0. Overall therefore µ(R\{0}) = 0, hence µ({−∞, 0,+∞}) = 1, and the claim
follows. 2

Remark 2.6 In a wider context unrelated to BL, Theorem 2.5 is a consequence
of the following simple observation: Let ν be a probability measure on [0, 1] with
ν({0, 1}) = 0, and let ` : N\{1} × R+ → R have the property that

limb→∞
∣∣`(b, x)

∣∣ = 0 , locally uniformly on R+ .

Given a real sequence (xn), assume that
(
J`(b, |xn|)K

)
is distributed according to ν

for infinitely many b. Then, by an argument very similar to the one above, every
µ ∈ A[(xn)] is a convex combination of δ−∞, δ0, and δ+∞. Evidently, Theorem 2.5
corresponds to the special case `(b, x) = logb x and ν = λ|[0,1]

Theorem 2.5 provides a simple necessary condition for (xn) to be Benford. This
condition is clearly not sufficient in general, as can be seen for instance from
(xn) = (n) for which A[(xn)] = {δ+∞} yet (xn) is not b-Benford for any b. On
the other hand, every compact and connected subset of P(R) allowed by Theorem
2.5 equals A[(xn)] for some Benford sequence (xn), as demonstrated by Example
2.9 below. Also, contrary to A[(xn)] ⊂ P(R), the set of accumulation points of (xn)
or ( 1

n+1

∑n
j=0 xj) in R may have a less trivial structure, even if (xn) is Benford.

Finally, Example 2.11 shows that Theorem 2.5 may fail if (xn) is b-Benford only for
finitely many bases b. As a statement about Benford sequences, therefore, Theo-
rem 2.5 is best possible in that in general neither its assumptions can be weakened
nor its conclusions strengthened. In preparation for these examples, a simple fact
about uniform distribution will be formulated. To this end let (Nj), (Lj), and (ξj)
be sequences of natural, non-negative integer, and real numbers, respectively, and
consider any sequence (xn) with

xn = ξj + nεjϑ , ∀n : 1 ≤ n− (N1 + L1 + . . . + Nj−1 + Lj−1) ≤ Nj , (3)

where ϑ ∈ R, εj ∈ {−1, 1}, and N0 := L0 := 0. Thus (xn) consists of arithmetic
progressions of lengths N1, N2, . . . with the same increment ϑ (in absolute value)
but possibly different off-sets ξj , interspersed with arbitrary segments of lengths
L1, L2, . . ., that is, (xn) has the form

(xn) =
(

ξ1+ε1ϑ, ξ1 + 2ε1ϑ, . . . , ξ1 + N1ε1ϑ︸ ︷︷ ︸
N1-term arithmetic progression

, xN1+1, . . . , xN1+L1︸ ︷︷ ︸
L1 arbitrary terms

,

ξ2+(N1+L1+1)ε2ϑ, . . . , ξ2 + (N1+L1+N2)ε2ϑ︸ ︷︷ ︸
N2-term arithmetic progression

,

xN1+L1+N2+1, . . . , xN1+L1+N2+L2︸ ︷︷ ︸
L2 arbitrary terms

, . . .
)
.

In the special case Lj ≡ 0, ξj ≡ 0, and εj ≡ 1 the sequence (xn) simply equals
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(nϑ) and hence is u.d. mod 1 if and only if ϑ ∈ R\Q. The following is a mild
generalisation of this familiar fact.

Lemma 2.7 . Let (Nj), (Lj), (εj), and (ξj) be sequences in, respectively, N, N0,
{−1, 1}, and R, with

limj→∞
L1 + . . . + Lj

N1 + . . . + Nj
= 0 .

Assume the sequence (xn) obeys (3) with some ϑ ∈ R. Then:

(i) If limj→∞
N1 + . . . + Nj

j
= +∞ and ϑ ∈ R\Q then (xn) is u.d. mod 1.

(ii) If limj→∞
Nj

N1 + . . . + Nj
> 1

2 and ϑ ∈ Q then (xn) is not u.d. mod 1.

Proof. To prove (i), let ϑ be irrational and assume 1 ≤ n− (N1 +L1 + . . .+Nm−1 +
Lm−1) ≤ Nm for some m ∈ N. Then, for every h ∈ Z\{0},∣∣∣∑n

j=1
e2πihxj

∣∣∣ = ∣∣∣∑m−1

j=1
e2πihξj

∑Nj

k=1
e2πih(k+N1+L1+...+Nj−1+Lj−1)εjϑ+

+
∑m−1

j=1

∑Lj

k=1
e2πihxk+N1+L1+...+Nj−1+Lj−1+Nj +

+ e2πihξm

∑n

j=1+N1+L1+...+Nm−1+Lm−1
e2πihjεmϑ

∣∣∣
≤ 2m

|e2πihϑ − 1|
+ L1 + . . . + Lm−1 .

For 1 ≤ n − (N1 + L1 + . . . + Nm−1 + Lm−1 + Nm) ≤ Lm the same estimate

holds with m replaced by m + 1. With limj→∞
j

N1 + . . . + Nj
= 0, it follows that

limn→∞ n−1
∑n

j=1 e2πihxj = 0, and since h was arbitrary, (xn) is u.d. mod 1.
To verify (ii), assume that ϑ = p/q with (p, q) ∈ Z×N and p, q relatively prime.

For h = q, the same explicit computation as before shows that

∑n

j=1
e2πiqxj =

∑m−1

j=1
e2πiqξjNj +

∑m−1

j=1

∑Lj

k=1
e2πiqxk+N1+L1+...+Nj−1+Lj−1+Nj +

+ e2πiqξm
(
n− (N1 + L1 + . . . + Nm−1 + Lm−1)

)
,

and consequently, for n = N1 + L1 + . . . + Nm + Lm,∣∣∣∣∣ 1n∑n

j=1
e2πiqxj −

∑m
j=1 e2πiqξjNj

N1 + . . . + Nm

∣∣∣∣∣ ≤ 2
L1 + . . . + Lm

N1 + . . . + Nm
.

The assumption on (Nj) implies

limn→∞

∣∣∣∣ 1n∑n

j=1
e2πiqxj

∣∣∣∣ ≥ limm→∞

∣∣∣∣∣
∑m

j=1 e2πiqξjNj

N1 + . . . + Nm

∣∣∣∣∣
≥ 2 limj→∞

Nj

N1 + . . . + Nj
− 1 > 0 ,
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showing that (n−1
∑n

j=1 e2πiqxj ) does not converge to 0, and hence (xn) is not u.d.
mod 1. 2

Remark 2.8 The assumptions in Lemma 2.7(i) are best possible in that the asser-

tion may fail if either limj→∞
N1 + . . . + Nj

j
< +∞ or limj→∞

L1 + . . . + Lj

N1 + . . . + Nj
> 0.

On the other hand, the assumption on (Nj) in (ii) clearly is restrictive and can be
relaxed considerably in special situations, that is, with further conditions imposed

on (εj) and (ξj). Note, however, that if merely
N1 + . . . + Nj

j
→ +∞, i.e. in the

setting of (i), the rationality of ϑ does not necessarily rule out uniform distribu-
tion of (xn). A simple example is (Nj) = (j), Lj ≡ 0, εj ≡ 1, ξj = jξ with some
irrational ξ, and ϑ = 1. In this case∣∣∣∑n

j=1
e2πihxj

∣∣∣ ≤ (1 +
√

2n)
(

1 +
2

|e2πihξ − 1|2

)
holds for all n ∈ N and h ∈ Z\{0}, and hence (xn) is u.d. mod 1.

Example 2.9 Given any probability vector p = (p−, p0, p+) ∈ R3, that is,
p−, p0, p+ ≥ 0 and p− + p0 + p+ = 1, there exists a sequence (xn) that is
b-Benford for infinitely many but not all bases b, and A[(xn)] = {νp} where
νp = p−δ−∞ + p0δ0 + p+δ+∞. To explicitly define such a sequence, assume w.l.o.g.
p−, p0, p+ > 0 and let N = J− ∪ J0 ∪ J+ with

J−=
⋃∞

j=1

(
M1 + . . . + Mj−1 +

[
1, bp−Mjc

])
∩ N ,

J0 =
⋃∞

j=1

(
M1 + . . . + Mj−1 + bp−Mjc+

[
1, bp0Mjc

])
∩ N ,

J+= N\(J− ∪ J0) ,

where (Mj) is a strictly increasing sequence of natural numbers yet to be specified
further, and M0 := 0. Thus N is partitioned into bp−M1c elements of J−, followed
by bp0M1c elements of J0, then M1 − bp−M1c − bp0M1c elements of J+, followed
in turn by bp−M2c elements of J− etc. It is easy to check that each Ji indeed has

density pi, provided that limj→∞
Mj

M1 + . . . + Mj
= 0. The latter will be assumed

from now on. For the sequence (xn) defined according to

xn =


−2n if n ∈ J− ,

2−nif n ∈ J0 ,

2n if n ∈ J+ ,

it is clear that ηn
w→ νp and therefore A[(xn)] = {νp}. For every b not a power of

2, that is, for b 6∈ {2j : j ∈ N}, Lemma 2.7(i) with

Nj =


bp−M j+2

3
c if j ∈ 3N0 + 1 ,

bp0M j+1
3
c if j ∈ 3N0 + 2 ,

M j

3
− bp−M j

3
c − bp0M j

3
c if j ∈ 3N ,

εj =
{
−1 if j ∈ 3N0 + 2 ,

1 otherwise ,

as well as Lj ≡ 0 and ϑ = logb 2, shows that (xn) is b-Benford. While Lemma
2.7(ii) does not apply if b = 2j for some j, it is obvious from the definition of (xn)



October 28, 2009 19:1 Journal of Difference Equations and Applications kloeden60˙berger˙final

8 Arno Berger

that (j logb |xn|) is a sequence of integers in this case and hence (logb xn) cannot
be u.d. mod 1. Thus (xn) is b-Benford exactly if b 6∈ {2j : j ∈ N}.

By applying the above idea repeatedly, it is not hard to show that, given any
compact connected set D ⊂ P(R) contained in the convex hull of δ−∞, δ0, δ+∞,
a sequence (xn) can be constructed with A[(xn)] = D that is b-Benford unless
b ∈ {2j : j ∈ N}.

From Example 2.9 it may also be deduced that (xn) being b-Benford for infinitely
many bases b does generally not allow any structural conclusions to be drawn about
the set of accumulation points of (xn) in R or of (δxn

) in P(R). Neither, for that

matter, of
(x1 + . . . + xn

n

)
in R, as the example

(xn) = (e1, e2, . . . , eN1 , e−1, e−2, . . . , e−N2 , e1, e2, . . . , eN3 , e−1, . . .)

shows: If Nj → +∞ then (xn) is Benford by Lemma 2.7(i). However, given any
(possibly one-point) interval [s, t] ⊂ [0,+∞], the set of accumulation points of(x1 + . . . + xn

n

)
can be made to equal [s, t] simply by choosing (Nj) appropriately.

On the other hand and in accordance with Theorem 2.5, every µ ∈ A[(xn)] is a
convex combination of δ0 and δ+∞.

As indicated in the introduction, this article focuses on the Benford property of
sequences defined recursively by

xj = Tj(xj−1) , j ∈ N , (4)

where (Tj) is a sequence of measurable maps of the real or extended real line (or
parts thereof) into itself. Relation (4) may be interpreted as a nonautonomous
dynamical system (in discrete time). For every n ∈ N, denote by Tn the com-
position Tn := Tn ◦ . . . ◦ T1, and T 0 := id. The symbol OT (x), referred to as
the orbit of x under (Tj), denominates the sequence generated by (4) subject
to the initial condition x0 = x; thus OT (x) =

(
Tn(x)

)
n∈N0

. For any function
f : R → R the symbol f

(
OT (x)

)
is understood to mean

(
f(Tn(x))

)
; thus for ex-

ample JOT (x)K = (JTn(x)K). Note that the interpretation of OT (x0) as a sequence
differs from terminology sometimes used in dynamical systems theory (e.g. [15])
according to which the orbit of x0 is the mere set {xn : n ∈ N0}.

The remainder of this section is devoted to the autonomous version of (4), i.e.
to Tj independent of j. In this case, Theorem 2.5 has a corollary worth noting.

Theorem 2.10 . Let X be a Borel subset of R and assume the map T : X → X
preserves a (Borel) probability measure µ, that is Tµ = µ. Then

µ
(
{x ∈ X : OT (x) is Benford }

)
= 0 . (5)

Proof. W.l.o.g. assume that X = R. Let B ⊂ N\{1} be an infinite set of bases and

XB :=
{
x ∈ X : OT (x) is b-Benford for all b ∈ B

}
.

It will now be shown that µ(XB) = 0. Clearly this implies (5).
Note first that if µ is ergodic then A

[
OT (x)

]
= {µ} for µ-almost every x. In this

case, if µ = p−δ−∞+p0δ0+p+δ+∞ then every y ∈ {−∞, 0,+∞} is periodic. Clearly
µ(XB) = 0 in this case. If, on the other hand, µ is not a convex combination of δ−∞,
δ0, δ+∞ then, by Theorem 2.5, µ(XB) = 0 as well. Thus µ(XB) = 0 holds whenever
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µ is ergodic. In general, let (Ω, (Rω, νω)ω∈Ω, P) be an ergodic decomposition of µ,
see e.g. [19, Sec.II.6]. Then νω(XB) = 0 for every ω ∈ Ω, hence

µ(XB) =
∫

R
1XB

(r) dµ(r) =
∫

Ω

∫
R
1XB∩Rω

(r) dνω(r) dP(ω)

=
∫

Ω
νω(XB ∩Rω) dP(ω) = 0 ,

and the proof is complete. 2

Example 2.11 Let T : [0, 1] → [0, 1] be the symmetric tent map T (x) = 1−|2x−1|.
It is well known (and easy to check) that T is ergodic w.r.t. λ|[0,1]. Define two maps
τ1, τ2 : [0, 1] → [0, 1] as

τ1(x) = 1
2x , τ2(x) = 1− 1

2x .

Then T ◦ τ1(x) = T ◦ τ2(x) = x for all x ∈ [0, 1], and τ1, τ2 can be used for a
symbolic description of the dynamics of T in a standard way. To this end, denote
by Σ2 the space of all sequences in {1, 2}, that is Σ2 = {1, 2}N0 , which is a compact
metrizable space when endowed with the product topology. The map

h :

{
Σ2 → [0, 1]
(sn) 7→ limj→∞ τs0 ◦ τs1 ◦ . . . ◦ τsj

(1
2)

is well defined, continuous and onto. Every x ∈ [0, 1] has at most two pre-images
under h, and in fact #h−1({x}) = 1 unless x is a dyadic rational, i.e., unless 2jx
is an integer for some j ∈ N. Moreover, T ◦ h = h ◦ σ holds with σ denoting the
standard (left) shift on Σ2 given by σ

(
(sn)

)
= (sn+1) for every (sn) ∈ Σ2.

(i) Since T is ergodic w.r.t. Lebesgue measure, the Birkhoff ergodic theorem
implies that for every base b and almost every x ∈ [0, 1],

limn→∞
#{j < n : 〈T j(x)〉b ≤ t}

n
= limn→∞

1
n

∑n−1

j=0

∑∞

k=1
1[b−k,tb−k]

(
T j(x)

)
=
∫ 1

0

∑∞

k=1
1[b−k,tb−k](x) dx =

∑∞

k=1
(t− 1)b−k

=
t− 1
b− 1

.

For almost every x, therefore,
(
〈Tn(x)〉b

)
is uniformly rather than logarithmically

distributed, and hence a typical orbit (in the sense of Lebesgue measure) is not
b-Benford for any b. It will now be shown that given any finite set B of bases,
the map T is conjugate and isomorphic (i.e., dynamically equivalent both in a
topological and measure-theoretic sense) to a continuous map S : [0, 1] → [0, 1]
preserving a probability measure equivalent to λ|[0,1] such that OS(x) is b-Benford
for all b ∈ B and almost all x ∈ [0, 1].

To construct S, first choose an a.c. probability measure µ with suppµ = [0, 1]
such that Jlogb µK is uniform for all b ∈ B. Such a measure is easily found as follows.
For every a < 0, denote by U(a,0) the uniform distribution on [a, 0]. Recall that the
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Fourier transform of U(a,0) is

Û(a,0)(x) =
∫

R
eitx dU(a,0)(t) = −1

a

∫ 0

a
eitxdt =

sin(1
2ax)

1
2ax

e
1
2
iax .

Also, let ν∞ be the negative exponential distribution, i.e. ν∞(]−∞, x]) = min(ex, 1)
for all x ∈ R, the Fourier transform of which is

ν̂∞(x) =
∫ 0

−∞
eitxet dt =

1
1 + ix

.

Let β := min B ≥ 2 and consider the convolution of the #B uniform distributions
U(− logβ b,0), b ∈ B and ν∞, i.e.

ν :=∗b∈BU(− logβ b,0) ∗ ν∞ ;

here ∗ denotes the usual convolution of probabilities on the real line. Clearly, ν is
a.c. w.r.t. λ, and supp ν = ]−∞, 0]. The Fourier transform of ν is

ν̂(x) = e−
1
2
ix

P
b∈B logβ b 1

1 + ix

∏
b∈B

sin(1
2x logβ b)

1
2x logβ b

.

Since ν̂(2kπ logb β) = 0 for all k ∈ Z\{0} and b ∈ B, the probability measure
J(logb β)νK equals λ|[0,1] for every b ∈ B. (This uses the readily confirmed fact that
µ ∈ P(R) satisfies JµK = λ|[0,1] if and only if µ̂(2πk) = 0 for all k ∈ Z\{0}.) Define
now µ := βν , that is

Fµ(x) := µ([0, x]) = ν(]−∞, logβ x]) , ∀x > 0 .

From the above it is clear that the measure µ thus constructed has all the desired
properties: It is equivalent to λ|[0,1], and Jlogb µK = J(logb β)νK = λ|[0,1] for all
b ∈ B. The distribution function Fµ of µ maps [0, 1] homeomorphically onto itself,
with Fµ(0) = 0 and Fµ(1) = 1. Since 0 < F ′

µ(x) < +∞ for all 0 < x < 1, Fµ|]0,1[ is
a diffeomorphism. With these preparations, define S : [0, 1] → [0, 1] as

S := F−1
µ ◦ T ◦ Fµ .

It is easy to see that S is a continuous, tent-like map with S(0) = S(1) = 0 and
S
(
F−1

µ (1
2)
)

= 1. By construction, (S, µ) is topologically conjugate and isomorphic
to (T, λ). Hence dynamically T and S are identical, up to the change of variables
brought about by the homeomorphism Fµ. Moreover, [2, Lem.4.10] shows that S is
ergodic w.r.t. µ. For Lebesgue almost every x, therefore, OS(x) is b-Benford for all
b ∈ B. Thus Theorem 2.5 and 2.10 may fail if the b-Benford property is stipulated
only for finitely many bases b.

A similar approach can be carried out whenever T is ergodic w.r.t. a probability
measure equivalent to λ. A popular example in this regard is the logistic map
Q4 : x 7→ 4x(1 − x). Almost no orbit of such a map typically is b-Benford for
any b, but given any finite set B of bases, there exists a dynamically equivalent
map S such that OS(x) is b-Benford for every b ∈ B and Lebesgue almost all x.
One may conclude that for an autonomous system the b-Benford property of most
of its orbits and finitely many b does not have much dynamical significance. As
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evidenced through Theorem 2.5 and 2.10, the situation is completely different if
infinitely many bases are considered.

(ii) It was explained above why in the case of the symmetric tent map the orbit
OT (x) is, for almost every x ∈ [0, 1], not b-Benford for any b. Thus it is natural
to ask whether OT (x) is b-Benford at all for some x and b. This question will now
be answered in the affirmative. For this purpose, pick a sequence (Nj) in N with
Nj → +∞ and consider the symbolic sequence

s∗ = (s∗n) =
(
1, . . . , 1︸ ︷︷ ︸
N1 times

, 2, 1, . . . , 1︸ ︷︷ ︸
N2 times

, 2, 1, . . . , 1︸ ︷︷ ︸
N3 times

, 2, 1 . . .
)
∈ Σ2 . (6)

Define x∗ := h(s∗) ∈ [0, 1]. With I1 = [0, 1
2 ], I2 = [12 , 1], note that Tn(x∗) ∈ Is∗n for

all n ∈ N0. Consequently, OT (x∗) stays in I1 for the first N1 steps, then makes a
one-step excursion to I2, then remains in I1 for N2 steps etc. Since for all x ∈ I1,

logb T (x) = logb(2x) = logb 2 + logb x ,

Lemma 2.7(i) applies whenever logb 2 is irrational, and consequently OT (x∗) is b-
Benford for every b 6∈ {2j : j ∈ N}. As (6) provides uncountably many different
points x∗, the set{

x ∈ [0, 1] : OT (x) is b-Benford for all b ∈ N\{2j : j ∈ N}
}

is uncountable; clearly it is also dense in [0, 1]. Under the appropriate additional
assumption on (Nj), however, OT (x∗) is not 2j-Benford for any j ∈ N. If for
instance

limj→∞
Nj

N1 + . . . + Nj
>

1
2

, (7)

then this follows directly from Lemma 2.7(ii). On the other hand, if

limj→∞
|N2 −N1|+ . . . + |Nj −Nj−1|

N1 + . . . + Nj
= 0 , (8)

then OT (x∗) cannot be 2j-Benford either. This will be shown for j = 1 here; the
case j > 1 can be dealt with similarly. (Note that the conditions (7) and (8) are
mutually exclusive, postulating a fairly rapid and a rather slow, uniform growth of
(Nj), respectively. Either condition allows for uncountably many different choices
in (6).)

To show that OT (x∗) cannot be 2-Benford whenever (8) holds, first define S :
R+ → R as

S(y) := − log2 T (2−y) =
{

y − 1− log2(2y − 1) if 0 < y < 1 ,

y − 1 if y ≥ 1 ,

so that Sn(− log2 x0) = − log2 Tn(x0) for every x0 ∈ ]0, 1[\
⋃

j∈N T−j({0}) and
n ∈ N, and hence OT (x0) is 2-Benford if and only if OS(− log2 x0) is u.d. mod 1. The
map S is ergodic w.r.t. the probability measure with density 2−y(log 2)1[0,+∞[(y).
Denote by S̃ the map induced by S on ]0, 1[, that is S̃(y) = JS(y)K for all
0 < y < 1. The map S̃ is ergodic w.r.t. the induced measure on ]0,1[, which
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has 21−y(log 2)1[0,1[(y) as its density. Also, let y∗ := − log2 x∗ as well as ỹ∗ := Jy∗K.
The orbit modulo one of y∗ under S and the orbit of ỹ∗ under S̃ are related in that

q
OS(y∗)

y
=
(
ỹ∗, . . . , ỹ∗︸ ︷︷ ︸

N1 times

, S̃(ỹ∗), . . . , S̃(ỹ∗)︸ ︷︷ ︸
N2 times

, S̃2(ỹ∗), . . . , S̃2(ỹ∗)︸ ︷︷ ︸
N3 times

, . . .
)
.

Suppose now that OT (x∗) was 2-Benford. Then OS(y∗) would be u.d. mod 1, that
is ηn

w→ λ|[0,1], where ηn := 1
n+1

∑n
j=0 δJSj(y∗)K. In particular, therefore,

ηN1+...+Nn−1 =
1

N1 + . . . + Nn

∑n

j=1
NjδeSj−1(ey∗) w→ λ|[0,1] as n →∞ .

For every continuous function f : [0, 1] → R,∣∣∣∣(N1 + . . . + Nn)
∫

f d(S̃ηN1+...+Nn−1)−

− (N1 + . . . + Nn−1 + 2Nn)
∫

f dηN1+...+Nn−1+2Nn−1

∣∣∣∣
≤
∣∣Nnf

(
S̃n(ỹ∗)

)
−N1f(ỹ∗)

∣∣+∑n−1

j=1
|Nj+1 −Nj |

∣∣f(S̃j(ỹ∗)
)∣∣+

+
∑Nn

j=1
|f(JSN1+...+Nn+j(y∗)K)|

≤
(
N1 + 2Nn +

∑n−1

j=1
|Nj+1 −Nj |

)
‖f‖∞ ,

which, together with (8), shows that

limn→∞

∣∣∣∣∫ f d(S̃ηN1+...+Nn−1)−
∫

f dηN1+...+Nn−1+2Nn−1

∣∣∣∣ = 0 ,

and hence S̃ηN1+...+Nn−1
w→ λ|[0,1] as well. As a consequence, λ|[0,1] would be S̃-

invariant. (Note that S̃ is not continuous but its points of discontinuity form a
sequence converging to 0.) This however is impossible because S̃ is ergodic w.r.t.
a measure equivalent to, yet different from λ|[0,1]. Thus OT (x∗) cannot possibly be
2-Benford. At the time of writing, the author does not know whether there exists
any x ∈ [0, 1] at all for which OT (x) is 2-Benford.

As was the case with (i), the argument above carries over to other maps. The
same strategy can for instance be used to demonstrate the existence of uncountably
many points x ∈ [0, 1] for which OQ4(x) is b-Benford for every b not a power of 2.
Note, however, that unlike the tent map considered above, Q4 is not linear near 0,
which makes the analysis slightly more involved as a shadowing argument has to
be employed before Lemma 2.7 can be applied, see Example 2.12 below for some
details in an essentially equivalent context.

Example 2.12 A tacit but important assumption in Theorem 2.10 is that µ be
finite. To see how that theorem may fail if T preserves an infinite measure, consider
the C∞ unimodal map Tα : [0, 1] → [0, 1] defined according to

Tα(x) :=

{
1− e

1
4
α(1−(2x−1)−2) if x 6= 1

2 ,

1 if x = 1
2 ,
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where α > 6 is a parameter. A characteristic feature of Tα is its flat critical point,
i.e. T

(n)
α (1

2) = 0 for all n ∈ N. In [28] the ergodic theory of such maps is developed
in detail. In particular, it is shown that Tα is conservative and ergodic w.r.t. an
infinite but σ-finite measure µ equivalent to λ|[0,1]. Moreover,

1
n + 1

∑n

j=0
δT j

α(x)
w→ δ0 (9)

holds for almost every x ∈ [0, 1]. Note that T ′
α(0) = α. It will now be shown that

OTα
(x) is Benford for almost every x, provided that logb α is irrational for all bases

b. (The latter condition is satisfied for all but countably many α; one may e.g.
choose α = e2.) To prepare for the argument, fix an α with the latter property
and let τα : [0, 1[ → [0, 1

2 [ be the smooth map with τα(0) = 0 and Tα ◦ τα(x) ≡ x.
Clearly, τα(x) = x/α

(
1 + f(x)

)
for some smooth f with f(0) = 0. It is readily

confirmed that

h(x) := limn→∞ αnτn
α (x) = x

∏∞

j=0

(
1 + f ◦ τ j

α(x)
)

defines a smooth function h : [0, 1[→ R with h(0) = 0, h′(0) = 1, and h(x) > x for
all 0 < x < 1. Also, h ◦ τα = α−1h and hence

h ◦ Tn
α (x) = αnh(x)

holds for all x and n, provided that {x, Tα(x), . . . , Tn
α (x)} ⊂ [0, 1

2 [. Given any base
b and ε > 0, pick N ∈ N so large that, with δ = τN

α (1
2),∣∣∣∣logb

h(x)
x

∣∣∣∣ < ε , ∀x ∈ ]0, δ] ,

and consequently

|n logb α + logb h(x)− logb Tn
α (x)| =

∣∣∣∣logb

h ◦ Tn
α (x)

Tn
α (x)

∣∣∣∣ < ε , (10)

whenever {x, . . . , Tn
α (x)} ⊂ ]0, δ[. For every x ∈ [0, 1]\

⋃∞
j=0 T−j

α ({1
2}) the point

Tn
α (x) lies, for each n ∈ N, in exactly one of the two intervals I1 = [0, δ] and

I2 = [δ, 1]. Associate with each such x two integer sequences
(
Nj(x)

)
and

(
Lj(x)

)
such that

x, Tα(x), . . . , TN1−1
α (x) ∈ I1 ,

TN1
α (x), . . . , TN1+L1−1

α (x) ∈ I2 , (11)

TN1+L1
α (x), . . . , TN1+L1+N2−1

α (x) ∈ I1 , etc.,

where all numbers Nj , Lj are positive, except perhaps N1 = 0. The sequences(
Nj(x)

)
,
(
Lj(x)

)
are uniquely determined by (11). It follows from the Hopf ratio

ergodic theorem that

limj→∞
N1(x) + . . . + Nj(x)

j
= +∞ , limj→∞

L1(x) + . . . + Lj(x)
N1(x) + . . . + Nj(x)

= 0 , (12)
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holds for almost every x. Let (yn) be any sequence with

yn =
(
n− (N1 + L1 + . . . + Nj−1 + Lj−1)

)
logb α + logb h

(
TN1+L1+...+Nj−1+Lj−1

α (x)
)

∀n : 0 ≤ n− (N1 + L1 + . . . + Nj−1 + Lj−1) < Nj .

By (12) and Lemma 2.7(i), (yn) is u.d. mod 1 for almost every x. Moreover, it follows
from (10) that |yn − logb Tn

α (x)| < ε whenever n ∈ Jx
δ := {j ∈ N : T j

α(x) ∈ [0, δ]}.
According to (9), for almost every x, Jx

δ has density one, that is limn→∞ n−1#(Jx
δ ∩

{1, 2, . . . , n}) = 1. Overall, for some set Aε ⊂ [0, 1] with λ(Aε) = 1, and every
x ∈ Aε, the sequence

(
logb Tn

α (x)
)

differs, on a set of density one, by less than
ε from the uniformly distributed sequence (yn). It follows from [3, Lem.2.3] that
for every x ∈ A0 :=

⋂
j∈N A1/j the sequence

(
logb Tn

α (x)
)

is u.d. mod 1. Clearly,
λ(A0) = 1. Finally, taking the (countable) intersection over all A0 corresponding
to all b ∈ N\{1} shows that OTα

(x) is Benford for µ-almost every x ∈ [0, 1]. Thus
Theorem 2.10 may fail drastically if µ is not finite.

3. An application of nonautonomous shadowing

The goal of this section is to provide mild conditions on the sequence of maps (Tj)
such that (4) generates many Benford sequences. For this, eventual expansivity of
(Tj) is a crucial property and will be formalised using the following tailor-made
terminology.

Definition 3.1 A sequence (an) of real numbers is eventually positive on average,
abbreviated henceforth as eposa, if

limm,n→∞
1
n

∑n

j=1
am+j > 0 .

Thus (an) is eposa if and only if there exists α > 0 and N0 ∈ N such that
n−1

∑n
j=1 am+j > α for all m,n ≥ N0. Clearly, (an) is eposa whenever limn→∞an >

0, but neither does an > 0 for all n imply that (an) is eposa, nor does limn→∞an =
−∞ rule this out. For example, (n−1) is not eposa while

(
(−1)nn + 1

)
is. If (an)

is eposa then limn→∞n−1
∑n

j=1 aj > 0. On the other hand, even if (n−1
∑n

j=1 aj)
converges to a positive limit, (an) may not be eposa.

To identify b-Benford sequences generated by (4), define the maps Sj : y 7→
logb Tj(by) so that logb Tn(x) = Sn(logb x) holds whenever both sides are defined.
It is natural, therefore, to first seek conditions ensuring that OS(y) is u.d. mod
1. Recall that if a map S : R+ → R is convex then it is a.c., and its right-hand
derivative S′ exists everywhere and is non-decreasing.

Lemma 3.2 . Assume the maps Sj : R+ → R+ satisfy, for some y0 > 0 and all
j ∈ N, the following conditions:

(i) Sj is convex on [y0,+∞[;
(ii) S′

j(y0) > 0.

If
(
log S′

j(y0)
)

is eposa then there exists y1 ≥ y0 such that OS(y) is u.d. mod 1 for
(Lebesgue) almost every y ≥ y1. However, the set

{
y ≥ y1 : OS(y) is u.d. mod 1

}
is

meagre (i.e., a countable union of nowhere dense sets) and hence its complement
is uncountable and dense in [y1,+∞[).

Proof. Let βj := S′
j(y0) and note first that, as (log βj) is eposa, there exist γ > 0
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and N0 ∈ N such that βm+1 · . . . · βm+n ≥ eγn holds whenever m,n ≥ N0. Since Sj

is a.c.,

Sj(y)− Sj(y0) =
∫ y

y0

S′
j(u) du ≥ βj(y − y0) , ∀y ≥ y0, j ∈ N .

In particular, therefore, if y ≥ y0(1 + β−1
1 ) then S1(y) ≥ y0, but also

S2(y) = S2 ◦ S1(y) ≥ S2

(
S1(y0) + β1(y − y0)

)
≥ S2 ◦ S1(y0) + β2β1(y − y0) .

Let y1 := y0(1 + β−1
1 + β−1

1 β−1
2 + . . .). By induction, if y ≥ y1 then Sn(y) ≥

β1 · . . . · βn(y − y0) and Sn(y) ≥ y0 for all n ∈ N. Define the measurable functions
fn : [y1,+∞[→ R as fn(y) = Sn(y) and note that f ′n(y) ≥ β1 · . . . ·βn for all y ≥ y1.
Moreover, for n > m > N0 and n−m ≥ N0,

f ′n(y)− f ′m(y) =

= (S′
n ◦ Sn−1(y) · . . . · S′

m+1 ◦ Sm(y)− 1)S′
m ◦ Sm−1(y) · . . . · S′

2 ◦ S1(y)S′
1(y)

≥ (βn · . . . · βm+1 − 1)βm · . . . · β1

≥ (eγ(n−m) − 1)eγme−γN0βN0 · . . . · β1

= (eγ(n−m) − 1)eγmC > 0 ,

with some positive constant C. Since fn − fm has an increasing derivative, given
any h ∈ Z\{0} and s, t ∈ R with y1 ≤ s < t,∣∣∣∣∫ t

s
e2πih(fn(y)−fm(y))dy

∣∣∣∣ ≤ e−γ min(m,n)

|h|(eγ|n−m| − 1)C

holds, see [17, Lem.2.1]. Consequently, the exponential sum

Ih(N) :=
1

N2

∑N

m,n=1

∫ t

s
e2πih(fn(y)−fm(y))dy

can, for all N > N0, be bounded below and above as

0 ≤ N2Ih(N) ≤ 2
∑N

m,n=1
n≥m

∣∣∣∣∫ t

s
e2πih(fn(y)−fm(y))dy

∣∣∣∣
≤ 4(t− s)NN0 +

2
|h|C

∑N

m,n=N0+1
n−m≥N0

e−γm

eγ(n−m) − 1

≤ N

(
4(t− s)N0 +

2
|h|C(eγN0 − 1)(eγ − 1)

)
.

Hence
∑∞

N=1 Ih(N)/N converges, and by [17, Thm.4.2] the sequence
(
fn(y)

)
is u.d.

mod 1 for almost every y ∈ [s, t], that is, λ([s, t]\U) = 0 where

U =
{
y ≥ y1 : OS(y) is u.d. mod 1

}
.

Thus [y1,+∞[\U =
⋃

j∈N
(
[y1 + j − 1, y1 + j]\U

)
has measure zero as well.
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It remains to show that U , though of full measure in [y1,+∞[, is nevertheless
meagre. To this end, choose 0 < δ < 1

4 so small that

6δ <
γ

2γ − log δ
<

1
N0

,

and let Mδ := d−γ−1 log δe+ 1. Given any y > y1 and 0 < ε < min(1, y − y1),

eNεγε > 1

holds for Nε := d−γ−1 log εe + 1, showing that there exists an interval I0 ⊂ [y −
ε, y + ε] such that SNε(I0) = [m1,m1 + 1] for some m1 ∈ N. Within I0, an interval
I1 can be found with

SNε(I1) = [m1 + 1
2 − δ,m1 + 1

2 + δ] ,

but also

SNε+Mδ(I1) ⊃ [m2,m2 + 1]

for some m2 ∈ N. Hence there exists I2 ⊂ I1 with

SNε(I2) ⊂ [m1 + 1
2 − δ,m1 + 1

2 + δ] and SNε+Mδ(I2) = [m2 + 1
2 − δ,m2 + 1

2 + δ] .

Continuing this process yields a sequence of nested non-empty compact intervals
I0 ⊃ I1 ⊃ I2 ⊃ . . . and therefore the existence of a point y∗ ∈ [y − ε, y + ε] with
the property that

SNε+(j−1)Mδ(y∗) ∈ [mj + 1
2 − δ,mj + 1

2 + δ] , ∀j ∈ N ,

holds with the appropriate sequence (mj) of natural numbers. It follows that

limn→∞
#
{
j < n : JSj(y∗)K ∈ [12 − δ, 1

2 + δ]
}

n
≥ 1

Mδ
>

γ

2γ − log δ
> 6δ ,

which in turn shows that OS(y∗) is not u.d. mod 1. Let ϕ : [0, 1] → [0, 1] be a
continuous, piecewise linear function with ϕ(y) = 0 whenever |y − 1

2 | ≥ 2δ, and
ϕ(y) ≡ 1 on [12 − δ, 1

2 + δ]. Since

1
n

∑n−1

j=0
ϕ
(
JSj(y∗)K

)
−
∫ 1

0
ϕ(y) dy ≥

#
{
j < n : JSj(y∗)K ∈ [12 − δ, 1

2 + δ]
}

n
−4δ > 2δ

for all sufficiently large n, it follows that

limn→∞

∣∣∣∣ 1n∑n−1

j=0
ϕ
(
JSj(y∗)K

)
−
∫ 1

0
ϕ(y) dy

∣∣∣∣ ≥ 2δ .

For every m ∈ N define

Um :=
{

y ≥ y1 :
∣∣∣∣ 1n∑n−1

j=0
ϕ
(
JSj(y∗)K

)
−
∫ 1

0
ϕ(u) du

∣∣∣∣ ≤ δ ∀n ≥ m

}
.
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Note that U1 ⊂ U2 ⊂ . . .. If OS(y) is u.d. mod 1 then y ∈ Um for all sufficiently
large m, hence U ⊂

⋃
m∈N Um. By the continuity of ϕ and Sj , every set Um is closed

and, by the argument above, has empty interior. Overall, therefore U ⊂
⋃

m∈N Um

where Um = Um and int Um = ∅. 2

Lemma 3.2 directly implies a result on Benford sequences generated by (4) which
significantly extends [5, Thm.5.5].

Theorem 3.3 . Assume the maps Tj : R+ → R+ satisfy, for some x0 > 0 and
all j ∈ N, the following conditions:

(i) x 7→ log Tj(ex) is convex on [x0,+∞[;
(ii) xT ′

j(x)/Tj(x) ≥ βj > 0 for all x ≥ x0.

If (log βj) is eposa then there exists x1 ≥ x0 such that OT (x) is Benford for almost
every x ≥ x1. However, the set

{
x ≥ x1 : OT (x)is b-Benford for some b

}
is meagre.

Proof. Fix any base b and let Sj(y) := logb Tj(by) for every j ∈ N, so that Sn(y) =
logb Tn(by) for all n. The maps (Sj) satisfy all the assumptions of Lemma 3.2 with
y0 = x0/ log b, and hence OS(y) is u.d. mod 1 for almost every y ≥ y1 for some
y1 ≥ y0. Note that y1 may depend on b. However, an inspection of the proof of
Lemma 3.2 shows that one can simply take y1 = x0(1+β−1

1 +β−1
1 β−1

2 + . . .)/ log b.
With this, OT (x) is b-Benford for almost every x ≥ ex0(1+β−1

1 +β−1
1 β−1

2 +...) =: x1.
Note that x1 is independent of b. Since the countable union of null-sets is a null-set,
OT (x) is Benford for almost all x ≥ x1. As y 7→ by maps [y1,+∞[ homeomorphically
onto [x1,+∞[, the set Xb :=

{
x ≥ x1 : OT (x) is b-Benford

}
is meagre, and so is⋃

b Xb. 2

Remark 3.4 (i) Unlike [5, Thm.5.5] neither does Theorem 3.3 require x 7→
x−1 log Tj(ex) to be non-decreasing, nor does it stipulate that infj βj > 1. Note
that (βj − 1) is eposa whenever (log βj) is. In view of [5, Thm.5.5] one might sus-
pect that the assumption that (log βj) be eposa could be weakened to (βj−1) being
eposa. This, however, is not the case: Theorem 3.3 may fail with this latter assump-
tion, as can be seen from the simple example Tj(x) = xβj with βj = e2(−1)j+1

for
which (βj − 1) is eposa yet OT (x) is 2-periodic for every x > 0.

(ii) It is readily confirmed that Theorem 3.3 also implies (the reciprocal version
of) [5, Thm.4.4].

Example 3.5 (i) Let Tj(x) = xpj where pj > 0 for all j ∈ N. If (log pj) is eposa
then OT (x) is Benford for almost all x > 0. In [5, Exp.5.9] the latter was proved
only under the stronger assumption infj pj > 1. Thus for example, if pj is chosen
according to

pj =
{

1 if j is a prime number,
2 otherwise,

then Theorem 3.3 applies whereas [5, Thm.5.5] does not. On the other hand, for

pj =
{

2 if j is a prime number,
1 otherwise,

(log pj) is not eposa, and hence Theorem 3.3 does not apply. That OT (x) is nev-
ertheless Benford for a.e. x for this system as well follows from [4, Thm.3.1]. The
latter result is tailor-made for the power-like setting and contains an assumption
on (βj) that is less restrictive than the requirement that (log βj) be eposa. What
makes Theorem 3.3 interesting in comparison is that unlike [4, Thm.3.1] it does
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not contain any structural assumptions on (Tj) beyond convexity and expansivity
on average.

(ii) For Tj(x) = x2j +1, Theorem 3.3 implies that OT (x) is Benford for almost ev-
ery x ∈ R. Note that [5, Thm.5.5] does not apply in this case as x 7→ x−1 log Tj(ex)
is decreasing.

(iii) If (Tj) is chosen as Tj(x) = x2 + (−1)j then Theorem 3.3 does not apply
because x 7→ log Tj(ex) is not convex for odd j. In this example one is tempted to
expect that OT (x) is nevertheless Benford for a.e. large x because Tj does not differ
too much from T̃j(x) ≡ x2 to which Theorem 3.3 applies. This line of argument
will be made rigorous by Theorem 3.7 below.

As Example 3.5(iii) shows, it is mainly the convexity assumption (i) that may
restrict the practical applicability of Theorem 3.3. Fortunately, this assumption
can be weakened considerably by what is essentially a nonautonomous shadowing
argument. Again, the result will first be stated in uniform distribution terms. To
this end, assume that (Sj) satisfies assumptions (i) and (ii) of Lemma 3.2, and that
in addition

S′
j(y + ρ)
S′

j(y)
− 1 ≤ Cρ (13)

holds for all j ∈ N, y ≥ y0 and 0 < ρ < ρ0, where C, ρ0 are positive constants.
Furthermore, let S̃j : R+ → R+ be a.c. maps that differ from Sj by little in the
sense that, for a.e. y ≥ y0∣∣S̃j(y)− Sj(y)

∣∣+ ∣∣S̃′
j(y)− S′

j(y)
∣∣ ≤ βjΓ(y) , ∀j ∈ N , (14)

with some non-increasing function Γ : R+ → R+. Under mild conditions the uni-
form distribution of OS(y) for a.e. sufficiently large y carries over to OeS(y).

Lemma 3.6 . Let (Sj) satisfy assumptions (i) and (ii) of Lemma 3.2, as well as
(13). Also, assume that (S̃j) satisfies (14) with βj := S′

j(y0). If (log βj) is eposa,

infj βj > 0 and
∑∞

j=1
Γ(βj · . . . · β1) < +∞ , (15)

then there exists y1 ≥ y0 such that {y ≥ y1 : OeS(y) is u.d. mod 1} has full measure
in [y1,+∞[ yet is meagre.

Proof. Note first that, as (log βj) is eposa, infj βj > 0 implies that

1 < C1 := supj

(
1 + β−1

j + β−1
j+1β

−1
j + β−1

j+2β
−1
j+1β

−1
j + . . .

)
< +∞ .

Using this and (14) together with the convexity of Sj , it is readily confirmed that

S̃j+m−1 ◦ . . . ◦ S̃j(y) ≥ max
(
Sj+m−1 ◦ . . . ◦ Sj(y0), βj+m−1 · . . . · βjy0, y0

)
holds for all j, m ∈ N, provided that y ≥ y1 := C1

(
2y0 + Γ(y0)

)
. Moreover, the

function gj,m with

gj,m(y) = S−1
j ◦ . . . ◦ S−1

j+m−1 ◦ S̃j+m−1 ◦ . . . ◦ S̃j(y)
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is well-defined for y ≥ y1, and

|gj,m(y)− y| ≤ Γ(y) +
∑m

k=0

Γ ◦ S̃j+k ◦ . . . ◦ S̃j(y)
βj+k · . . . · βj

< C1Γ(y0) .

For M > m, it follows from

|gj,M (y)− gj,m(y)| ≤

≤
∣∣S−1

j+m ◦ . . . ◦ S−1
j+M−1 ◦ S̃j+M−1 ◦ . . . ◦ S̃j+m − id

∣∣ ◦ S̃j+m−1 ◦ . . . ◦ S̃j(y)

βj+m−1 · . . . · βj

≤ Γ ◦ S̃j+m−1 ◦ . . . ◦ S̃j(y)
βj+m−1 · . . . · βj

+
∑M−m

k=0

Γ ◦ S̃j+m+k ◦ . . . ◦ S̃j(y)
βj+m+k · . . . · βj

≤ Γ(y0)
βj+m−1 · . . . · βj

(
1 +

∑∞

k=0
β−1

j+m+k · . . . · β
−1
j

)
≤ C2

βj+m−1 · . . . · βj
,

where C2 is a positive constant not depending on j, m,M or y, that
(
gj,m(y)

)
m∈N

is, for every j and y, a Cauchy sequence. Hence for each j, the function

gj,∞(y) := limm→∞ gj,m(y)

is well-defined and continuous on [y1,+∞[, and

|gj,∞(y)− y| ≤ Γ(y) +
∑∞

k=0

Γ ◦ S̃j+k ◦ . . . ◦ S̃j(y)
βj+k · . . . · βj

, ∀j ∈ N, y ≥ y1 .

Note that Sj ◦ gj,m = gj+1,m−1 ◦ S̃j and thus also Sj ◦ gj,∞ = gj+1,∞ ◦ S̃j for all j.
In particular, therefore, Sn ◦ g1,∞ = gn+1,∞S̃n and

∣∣S̃n(y)−Sn◦g1,∞(y)
∣∣ = | id−gn+1,∞|◦S̃n(y) ≤ Γ◦S̃n(y)+

∑∞

k=0

Γ ◦ S̃n+1+k(y)
βn+1+k · . . . · βn+1

,

which in turn implies that limn→∞
∣∣S̃n(y) − Sn ◦ g1,∞(y)

∣∣ = 0 holds whenever
y ≥ y1. Thus OeS(y) is u.d. mod 1 if and only if OS

(
g1,∞(y)

)
is, and the proof will

be complete once it has been verified that g1,∞ is a homeomorphism on [y1,+∞[,
and g−1

1,∞ is a.c. To show this, explicitly compute g′1,m as

g′1,m(y) =
∏m

j=1

S̃′
j

S′
j ◦ gj,m+1−j

◦ S̃j−1(y) =
∏m

j=1

(
1 + aj,m(y) + bj,m(y)

)
◦ S̃j−1(y) ,

where

aj,m(y) =
S̃′

j(y)− S′
j(y)

S′
j ◦ gj,m+1−j(y)

and bj,m(y) =
S′

j(y)
S′

j ◦ gj,m+1−j(y)
− 1 .
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It follows from

|aj,m(y)| ≤ β−1
j

∣∣S̃′
j(y)− S′

j(y)
∣∣ ≤ Γ(y)

and S̃j(y) ≥ βj · . . . · β1y0 as well as (15) that∑m

j=1

∣∣aj,m◦S̃j−1(y)
∣∣ ≤ Γ(y)+

∑m−1

j=1
Γ(βj ·. . .·β1y0) ≤

∑∞

j=0
Γ(βj ·. . .·β1y0) < +∞

holds for all m ∈ N and y ≥ y1. Similarly, (13) implies that

|bj,m(y)| ≤ max

(
S′

j(y)
S′

j(y − |gj,m+1−j(y)− y|)
,
S′

j(y + |gj,m+1−j(y)− y|)
S′

j(y)

)
− 1

≤ C2|gj,m+1−j(y)− y| ,

showing that the estimate

|bj,m(y)| ≤ C2

(
Γ(y) +

∑∞

k=0

Γ ◦ S̃j+k ◦ . . . ◦ S̃j(y)
βj+k · . . . · βj

)

is valid for all j, m ∈ N, y ≥ y1. Consequently,

∑m

j=1

∣∣bj,m ◦ S̃j−1(y)
∣∣ ≤ C2

∑m

j=1

(
Γ ◦ S̃j−1(y) +

∑∞

k=0

Γ ◦ S̃j+k(y)
βj+k · . . . · βj

)

≤ C2

∑∞

k=0
Γ ◦ S̃k(y)

(
1 +

∑k

j=1
β−1

k · . . . · β−1
j

)
≤ C3

∑∞

k=0
Γ(βk · . . . · β1y0) < +∞ ,

with some C3 > 0 independent of m and y. Overall, therefore, there exists a positive
constant C4 such that

C−1
4 ≤ g′1,m(y) ≤ C4 , ∀m ∈ N, y ≥ y1 .

Thus g1,∞ is a homeomorphism on [y1,+∞[, and both g1,∞ and g−1
1,∞ are a.c. 2

As was the case with Lemma 3.2, it is straightforward to translate Lemma 3.6
into a statement about the generation of nonautonomous Benford orbits.

Theorem 3.7 . Let the maps Tj : R+ → R+ satisfy the assumptions (i) and (ii)
of Theorem 3.3 and, in addition, for all 0 < ρ < ρ0,∣∣∣∣∣T ′

j

(
x(1 + ρ)

)
/Tj

(
x(1 + ρ)

)
T ′

j(x)/Tj(x)
− 1

∣∣∣∣∣ ≤ Cρ , ∀j ∈ N, x ≥ x0 , (16)

with positive constants C, ρ0. Assume that the maps T̃j : R+ → R+ are a.c. on
[x0,+∞[ and that∣∣∣∣∣log

T̃j(x)
Tj(x)

∣∣∣∣∣+ x

∣∣∣∣∣ T̃ ′
j(x)

T̃j(x)
−

T ′
j(x)

Tj(x)

∣∣∣∣∣ ≤ βj∆(x) , ∀j ∈ N, x ≥ x0 , (17)
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holds with some non-increasing function ∆ : R+ → R+. If (log βj) is eposa,
infj βj > 0 and

∑∞
j=1 ∆(eβj ·...·β1) < +∞ then there exists x1 ≥ x0 such that OeT (x)

is Benford for a.e. x ≥ x1, yet the set {x ≥ x1 : OeT (x) is b-Benford for some b} is
meagre.

Proof. It is immediate to check that, given any base b, the maps Sj(y) = logb Tj(by)
and S̃j(y) = logb T̃ (by) satisfy all the assumptions of Lemma 3.6 with Γ(y) =
∆(by)/ log 2 and y0 = x0/ log b. Thus there exists x1,b ≥ x0 and Nb ⊂ [x1,b,+∞[
with λ(Nb) = 0 such that OeT (x) is b-Benford whenever x ∈ [x1,b,+∞[\Nb. Since
∆(x) → 0 as x → +∞, it is possible to choose x1 ≥ max(x0, x1,2) such that T̃ ′

j(x) >
0 for all j ∈ N and x ≥ x1. Note that x1 is independent of b. Thus for every j the
map T̃j is non-singular on [x1,+∞[, see e.g. [9, Prop.2.3.2]. From limn→∞ T̃n(x) =
+∞ for all x ≥ x1, it follows that [x1,+∞[⊂

⋃∞
n=0 T̃−n(Nb)∩ [x1,+∞[, and OeT (x)

is b-Benford unless x ∈
⋃∞

n=0 T̃−n(Nb) ∩ [x1,+∞[. By non-singularity, the latter
set has measure zero. Consequently, Xb := {x ≥ x1 : OT (x) is b-Benford } has full
measure in [x1,+∞[, and the remaining argument is identical with the one proving
Theorem 3.3. 2

Example 3.8 The assumptions of Theorem 3.7 may appear somewhat technical.
They are, however, naturally satisfied by a wide variety of examples for which
Benford behaviour has hitherto been established only in special cases.

(i) As observed in Example 3.5(iii), Theorem 3.3 does not apply to Tj(x) =
x2 + (−1)j . However, letting Tj(x) ≡ x2 and T̃j(x) = x2 + (−1)j , Theorem 3.7
applies with x0 = 2, C = 1, ρ0 = 1, and ∆(x) = 2/x, showing that OeT (x) is
Benford for a.e. sufficiently large x.

To see that this approach works in much greater generality, let each map T̃j be
a polynomial of degree mj ∈ N, i.e.

T̃j(x) = aj,mj
xmj + aj,mj−1x

mj−1 + . . . + aj,1x + aj,0 , j ∈ N , (18)

with aj,k ∈ R for all j and 0 ≤ k ≤ mj , and aj,mj
6= 0. To avoid obvious pathologies,

it is natural to assume that

supj

(
|aj,mj

|−1 + maxmj

k=0 |aj,k|
)

< +∞ . (19)

Also, let Tj(x) = aj,mj
xmj and assume w.l.o.g. that aj,mj

> 0. Clearly, (Tj) satisfies
all assumptions of Theorem 3.3 with βj = mj as well as (16) with C = 1 and ρ0 = 1.
Moreover, (17) holds with ∆(x) = D/x for any sufficiently large constant D. Note
that infj βj ≥ 1 > 0, and the condition

∑
j ∆(eβj ·...·β1) < +∞ is trivially met,

provided that (log mj) is eposa. Whenever the latter is the case, therefore, for any
sequence of polynomials (18) satisfying (19) the nonautonomous orbit OeT (x) is
Benford for a.e. sufficiently large x. This fact has been proved in [4] merely under
the additional assumption that mj ≥ 2 for all j, and with a weaker conclusion
concerning the exceptional points.

(ii) Assume that each T̃j is of the form T̃j(x) = ex2
Pj(x) where Pj is a poly-

nomial of degree mj ∈ N0 satisfying (19). Under the additional assumption that
supj mj < +∞ this system has been analysed in [4] by means of an ad-hoc shadow-
ing argument. The results of the present article enable a more systematic treatment
without this additional assumption. On the one hand, it is easily confirmed that
with Tj(x) = ex2

aj,mj
xmj all the conditions of Theorem 3.7 are met. Still easier,

however, is noting that Theorem 3.3 applies directly. Indeed, with Tj(x) = ex2
Pj(x)

condition (i) of Theorem 3.3 is satisfied for every sufficiently large x0, independent
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of j, and so is (ii) with βj = 2 + mj . Hence (log βj) is eposa, and OT (x) is Benford
for a.e. sufficiently large x. Note that this argument does require neither mj ≥ 1
nor supj mj < +∞.

Remark 3.9 (i) If (Sj) and (Tj) do not satisfy (13) and (16), respectively, then
Lemma 3.6 and Theorem 3.7 do not apply. (For example, (13) does not hold for
Sj(y) = eejy

.) In concrete cases, however, the underlying shadowing idea may well
be salvaged as it merely requires that

∑m
j=1

∣∣bj,m ◦ S̃j−1(y)
∣∣ remain bounded uni-

formly in m and y, which can be guaranteed by imposing more restrictive conditions
on the decay of Γ.

(ii) Theorem 3.7 specifies conditions under which the nonautonomous orbit OeT (x)
is Benford for a.e. sufficiently large x, that is,

limn→∞
1
n

∑n

j=1
1[1,t]

(
〈T̃ j(x)〉b

)
= logb t , ∀b ∈ N\{1}, 1 < t < b . (20)

It is natural ask for a finer analysis of the convergence in (20). Analogously to
well-known results on almost sure behaviour of ergodic sums [21, Thm.3.2.3], this
convergence can be arbitrarily slow. It seems plausible, however, that in the setting
of Theorem 3.7 a better quantitative description of (20) can be achieved by means
of a (nonautonomous) almost sure invariance principle for

(
〈T̃ j〉b

)
, cf. [22]. No

pertinent results in this regard are known to the author.
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