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Abstract

Mantissa distributions generated by dynamical processes continue to attract much interest. In this article, it is demonstrated that one-dimensional projections of (at least) almost all orbits of many multi-dimensional nonautonomous dynamical systems exhibit a mantissa distribution that is a convex combination of a trivial point mass and Benford’s Law, i.e., the mantissa distribution of the non-trivial part of the orbit is asymptotically logarithmic, typically for all bases. Both linear and power-like systems are considered, and Benford behaviour is found to be ubiquitous for either class. The results unify previously known facts and extend them to the nonautonomous setting, with many of the conclusions being best possible in general.
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1 Introduction

Studying the distribution of digits and mantissae of numerical data generated by some dynamical process or other is an intriguing task that continues to attract interest from a wide spectrum of disciplines, among which are for instance number theory \cite{15}, statistics \cite{20}, and accounting \cite{21}. One recurring theme in this context is the astonishing ubiquity of a logarithmic distribution commonly referred to as Benford’s Law (BL). The latter denotes the probability distribution for the mantissa with respect to the base \( b \in \mathbb{N} \setminus \{1\} \) given by

\[
P(\text{mantissa}_b \leq t) = \log_b t, \quad \forall t \in [1, b[;
\]

the most well-known special case is that with respect to base \( b = 10 \)

\[
P(\text{first significant digit} = t) = \log_{10} (1 + t^{-1}), \quad \forall t = 1, \ldots, 9.
\]

\textsuperscript{*} Corresponding author.
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Examples of empirical data sets following (1) have been discussed extensively, for instance in real-life data (e.g., physical constants, stock market indices, tax returns [12, 17, 21, 23, 25]), in stochastic processes (e.g., sums and products of random variables [11, 23]), and in deterministic sequences (e.g., \((n!)\) and Fibonacci numbers [3, 8, 10]). Recently a thorough mathematical analysis of BL for dynamical systems has been initiated [4, 5, 6, 11, 24, 26]. Following physical experiments and numerical simulations, it has been shown that orbits of many dynamical systems follow BL surprisingly often; for an application to Newton’s method and other root-finding algorithms see [7].

Dynamical systems, be they deterministic or stochastic, autonomous or nonautonomous, are widely used as models for real-world phenomena. If the latter exhibit, on an empirical level, a striking statistical property like (1) — as often they do — then it is natural to ask for a rigorous manifestation of this property in the underlying mathematical model. For autonomous systems this task has to a certain extent been completed in [4, 6] where it was shown that BL will typically emerge in a very strong sense, provided that the dynamics under consideration shows uniform growth or decay of orbits. For nonautonomous dynamical systems, on the other hand, the situation is less clear, and only the one-dimensional case (which of course is somewhat special) has been analysed in some depth [5, 11]. With the overall appreciation for and understanding of nonautonomous dynamics increasing, it seems timely to address the problem of mantissa distributions for these systems as well.

The purpose of the present article is to initiate the study of mantissa and digit distributions for nonautonomous dynamical systems. Given the vast variety of nonautonomous behaviour, this can naturally be but a first step. Already, however, and not completely unexpectedly, it becomes apparent that the task ahead may pose a considerable challenge, as the information provided by standard tools (e.g. Sacker–Sell spectrum, Lyapunov exponents) may not be accurate enough for this purpose. This article uses a version of shadowing, an important technique in both the autonomous and the nonautonomous setting, to overcome this problem. In tribute to Bernd Aulbach, the sole focus is on difference equations (see e.g. [1, 2] and references therein). For the class of systems considered here, this is not a substantial restriction at all, as the results and counterexample carry over to the continuous time case in a straightforward way.

From one of the main results of this article, Theorem 9, one can for instance deduce that, unless \(x_0 = 0\), each component of the sequence \((x_n)\) in \(\mathbb{R}^2\), defined iteratively as

\[
x_n = \left( \frac{a_n}{1 + c_n} \right) x_{n-1} + \left( \frac{1 + b_n}{2 + d_n} \right), \quad n = 1, 2, \ldots ,
\]

exhibits the distribution (1), for every \(b \in \mathbb{N} \setminus \{1\}\) — provided that

\[
\sum_{n=1}^{\infty} (3 + 2\sqrt{2})^n \max\{|a_n|, |b_n|, |c_n|, |d_n|\} < \infty.
\]

(While best possible in general, the latter condition can be weakened considerably in some special cases, see Example 10 and Remark 11(ii).) Similarly, each component of Lebesgue almost every (nonautonomous) orbit generated by any successive combination of the two bi-variate polynomial maps

\[
T_a : \begin{pmatrix} u \\ v \end{pmatrix} \mapsto \begin{pmatrix} 3u^2v^2 + 4 \\ 5u^2v^4 - 6u^2 + 7 \end{pmatrix}, \quad T_b : \begin{pmatrix} u \\ v \end{pmatrix} \mapsto \begin{pmatrix} v \\ 2uv \end{pmatrix},
\]

exhibits (1), provided the orbit starts (and hence forever stays) sufficiently far away from the two coordinate axes \(u = 0\) and \(v = 0\), see Theorem 16 and Example 19. Besides giving complete proofs for these and other new results, this article, by demonstrating how the ad-hoc approach chosen here may fail, also highlights some of the difficulties which a future, more systematic treatment will have to address.
2 Basic notations and definitions

The sets of natural, non-negative integer, integer, rational, positive real, real, and complex numbers are symbolised by \( \mathbb{N}, \mathbb{N}_0, \mathbb{Z}, \mathbb{Q}, \mathbb{R}^+, \mathbb{R}, \) and \( \mathbb{C} \), respectively. The real part, imaginary part, complex conjugate and absolute value (modulus) of \( z \in \mathbb{C} \) is denoted by \( \Re z, \Im z, z^* \) and \( |z| \), respectively. For \( z \neq 0 \), the argument \( \arg z \) is the unique number in \([ -\pi, \pi ]\) which makes \( z = |z| e^{i \arg z} \) hold; for ease of notation \( \arg 0 := 0 \). The unit circle \( S^1 \) is interpreted as \( S^1 = \{ z \in \mathbb{C} : |z| = 1 \} \). If \( A \) is a complex \( d \times d \)-matrix, then \( A^\top \) symbolises its transpose and \( \sigma(A) \subseteq \mathbb{C} \) its spectrum, i.e. the set of all eigenvalues of \( A \). For any \( A \in \mathbb{C}^{d \times d} \) let \( A_{\mathbb{R}} \) be its realification, i.e. the real matrix

\[
A_{\mathbb{R}} = \begin{pmatrix} \Re A & -\Im A \\ \Im A & \Re A \end{pmatrix} \in \mathbb{R}^{2d \times 2d}.
\]

Accordingly, the set \( \sigma^+(A) = \{ \lambda \in \sigma(A_{\mathbb{R}}) : \Im \lambda \geq 0 \} \) is the “upper half” of the symmetrised spectrum \( \sigma(A_{\mathbb{R}}) = \sigma(A) \cup \sigma(A) \); obviously, \( \sigma(A_{\mathbb{R}}) = \sigma(A) \) whenever \( A \) is real. The standard inner product on \( \mathbb{C}^d \) is \( \langle x, y \rangle = \sum_{j=1}^d x_j y_j^* \); it induces the Euclidean norm \( \| x \| = \sqrt{\langle x, x \rangle} \).

The symbols \( r_\sigma(A) \) and \( \| A \| \) denote, respectively, the spectral radius and the matrix norm of \( A \) as induced by \( \| \| \), that is, \( r_\sigma(A) = \max \{ |\lambda| : \lambda \in \sigma^+(A) \} \) and \( \| A \| = \sqrt{\mu} \) where \( \mu \) is the largest eigenvalue of \( A^\top A \). The specific choice of a norm on \( \mathbb{C}^d \) (and, correspondingly, of an induced norm on \( \mathbb{C}^{d \times d} \)) is largely irrelevant for this article, and the Euclidean norm is chosen for convenience only; see however Remark 11(i).

Throughout, \( b \) denotes a natural number larger than one (called a base). Every \( x \in \mathbb{R}^+ \) can be written uniquely as \( x = M_b(x)b^l \) with \( M_b(x) \in [1, b[ \) and the appropriate \( l \in \mathbb{Z} \). The function \( M_b : \mathbb{R}^+ \to [1, b[ \) is called the \((base b) \) mantissa function; for convenience let \( M_b(0) := 0 \) for all \( b \).

For every \( x \in \mathbb{R} \), the numbers \( \lfloor x \rfloor \) and \( \lfloor x \rfloor \) denote the largest integer not larger, and the smallest integer not smaller than \( x \), respectively. The number \( \lfloor M_b(x) \rfloor \in \{1, \ldots, b-1\} \) is called the \((first significant digit of x \) (with respect to base \( b \)). For a given base \( b \), \( \log_b \) will denote the logarithm with respect to \( b \), where, to avoid cumbersome formulations, \( \log_b 0 := 0 \) for all \( b \); if used without a subscript, the \( \log \) symbol denotes the natural logarithm. The cardinality of the finite set \( S \) is \#\( S \), and \( \lambda^d \) symbolises the \( d \)-dimensional Lebesgue measure on \( \mathbb{R}^d \) (or parts thereof).

**Definition 1.** A sequence \( (x_n)_{n \in \mathbb{N}_0} \) of real numbers is called \((b-Benford) \) if

\[
\lim_{n \to +\infty} \# \{ l < n : M_b(|x_l|) \leq t \} = \log_b t, \quad \forall t \in [1, b[,
\]

and it is \((strictly) Benford \) if it is \( b \)-Benford for every \( b \in \mathbb{N} \setminus \{1\} \).

The Borel probability measure on \([1, b[ \) with distribution function \( \log_b t \) will be denoted by \( \mathbb{B}_b \). Thus \( (x_n)_{n \in \mathbb{N}_0} \) is \( b \)-Benford precisely if \( \frac{1}{n} \sum_{i=0}^{n-1} \delta_{M_b(|x_i|)} \) converges weakly to \( \mathbb{B}_b \); here \( \delta_x \) is, for any \( x \in \mathbb{R} \), the Dirac measure at \( x \). Generally, given any (real or complex) sequence \( (x_n)_{n \in \mathbb{N}_0} \) the (possibly finite or even empty) subsequence of its non-zero elements will be denoted by \( (x_n)^* \), that is, \( (x_n)^* = (x_{n_k})_{k \in \mathbb{N}_0} \) where \( 0 \leq n_0 < n_1 < \ldots \) and \( \{ n_k : k \in \mathbb{N}_0 \} = \{ n \in \mathbb{N}_0 : x_n \neq 0 \} \).

The following correspondence between Benford sequences and uniform distribution modulo one is well known [10]. The term \((uniformly distributed modulo one \) (in \( \mathbb{R}^d \)) will henceforth be abbreviated as \( u.d. \mod 1 \) (in \( \mathbb{R}^d \)).

**Proposition 2 ([10]).** A sequence \( (x_n)_{n \in \mathbb{N}_0} \) of real numbers is \((b-Benford) \) if and only if the sequence \( (\log_b |x_n|)_{n \in \mathbb{N}_0} \) is \( u.d. \mod 1 \).

This article studies Benford properties of recursively defined sequences,

\[
x_n = T_n(x_{n-1}), \quad n \in \mathbb{N},
\]
where, for each \( n \), \( T_n \) denotes a map from \( \mathbb{R}^d \) (or \( \mathbb{C}^d \)) or a part thereof into itself. For ease of notation, no distinction will be made between row and column vectors, that is, \( x \in \mathbb{C}^d \) should be thought of as a column but will nevertheless be written as \( x = (x^{(1)}, \ldots, x^{(d)}) \). For \( n \in \mathbb{N} \) the \( n \)-fold composition of maps, \( T_n \circ T_{n-1} \circ \ldots \circ T_1 \), is denoted by \( T^n \), and \( T^0 := \text{id} \). The sequence generated by (2) starting from the initial state \( x_0 \) is thus \( (T^n(x_0))_{n \in \mathbb{N}_0} \); this sequence is denoted by \( O_T(x_0) \) and referred to as the (nonautonomous) orbit of \( x_0 \) under \( T \). Note that this interpretation of the orbit as a sequence differs from terminology in dynamical systems theory (e.g. [14]) according to which the orbit of \( x_0 \) is the mere set \( \{x_n : n \in \mathbb{N}_0\} \). For any function \( \varphi \) defined on \( \mathbb{C}^d \), the symbol \( \varphi(O_T(x_0)) \) stands for the sequence \( (\varphi \circ T^n(x_0))_{n \in \mathbb{N}_0} \); for example, \( \|O_T(x_0)\| \) denotes the sequence of Euclidean norms \( (\|x_n\|)_{n \in \mathbb{N}_0} \), and \( (c, O_T(x_0)) \) symbolises the sequence of inner products \( ((c, x_n))_{n \in \mathbb{N}_0} \). As a special case of the latter, with \( c = e_j \) representing the \( j \)-th vector of the canonical basis, \( (e_j, O_T(x_0)) = O_T^{(j)}(x_0) = (x_n^{(j)})_{n \in \mathbb{N}_0} \) is the sequence of \( j \)-th components of \( O_T(x_0) \).

\section{Linear Systems}

This section studies, under the perspective of BL, nonautonomous linear equations

\[ x_n = A_n x_{n-1}, \quad n \in \mathbb{N}, \]

where, for each \( n \), \( A_n \) is a real \( d \times d \)-matrix. Thus each map \( T_n \) in (2) is linear, \( T_n(x) = A_n x \).

\begin{definition}
(i) A set \( \Lambda \subset \mathbb{C} \) is \( b \)-resonant if there exists a finite non-empty subset \( \Lambda_0 = \{\lambda_1, \ldots, \lambda_l\} \subset \Lambda \) with \( |\lambda_1| = \ldots = |\lambda_l| \) such that either \( \#(\Lambda_0 \cap \mathbb{R}) = 2 \) or the numbers 1, \( \log |\lambda_1| \) as well as the elements of \( \{\frac{1}{2\pi} \arg \lambda_1, \ldots, \frac{1}{2\pi} \arg \lambda_l\} \setminus \{0, 1\} \) are \( Q \)-dependent.

(ii) A (real or complex) matrix \( A \) has \( b \)-resonant spectrum if the set \( \sigma^+(A) \) is \( b \)-resonant.
\end{definition}

For the autonomous case, that is for \( A_n \) in (3) not depending on \( n \), [4, Thm.3.3] shows that, for every \( c \in \mathbb{R}^d \), the sequence \( (c, O_T(x_0))^\ast \) is either finite or \( b \)-Benford — provided that \( A \equiv A_n \) does not have \( b \)-resonant spectrum. Thus, for every \( c, x_0 \in \mathbb{R}^d \), and if \( A \) does not have \( b \)-resonant spectrum, the asymptotic mantissa distribution base \( b \) of \( ((c, A^n x_0))_{n \in \mathbb{N}_0} \) is of the form \( \rho \mathbb{R}^+ + (1 - \rho)\delta_0 \) with \( \rho \in (0, 1) \). This result generalises easily to the case of a \( p \)-periodic sequence \( (A_n) \), i.e., \( A_{n+p} = A_n \) for some \( p \geq 1 \) and all \( n \in \mathbb{N} \).

\begin{theorem}
Let \( (A_n) \) in (3) be \( p \)-periodic for some \( p \geq 1 \) and assume that the matrix \( A_p \cdot \ldots \cdot A_1 \) does not have \( b \)-resonant spectrum. Then, for every \( c, x_0 \in \mathbb{R}^d \), the sequence \( (c, O_T(x_0))^\ast \) is either finite or \( b \)-Benford.
\end{theorem}

\begin{proof}
Let \( B = A_p \cdot \ldots \cdot A_1 \), and observe that, for every \( l = 0, 1, \ldots, p - 1 \), the sequence

\[ (\log_b |(c, x_{np+l})|)^\ast = (\log_b |(c, A_l \cdot \ldots \cdot A_1 \cdot B^n x_0)|)^\ast = (\log_b |(A_1^\ast \cdot \ldots \cdot A_p^\ast c, B^n x_0)|)^\ast \]

is either finite or u.d. mod 1, by [4, Thm.3.3]. With [16, Exc.2.12] the same is true for the entire sequence \( (\log_b (c, x_n))^\ast \). \( \square \)

\begin{example}
Let \( (A_n) \) be the \( 2 \)-periodic sequence of matrices with

\[ A_n = \begin{pmatrix} 0 & 1 \\ 1 & 3 + (-1)^n \end{pmatrix}, \quad n \in \mathbb{N}. \]

The set \( \sigma^+(A_2 A_1) = \{5 \pm 2\sqrt{6}\} \) is not \( b \)-resonant for any \( b \). Also, for every non-zero \( c \) and \( x_0 \), \( (c, O_T(x_0))^\ast \) is infinite. Thus \( (c, O_T(x_0))^\ast \) is Benford whenever \( c, x_0 \in \mathbb{R}^d \setminus \{0\} \).
\end{example}
Corollary 6. Under the assumptions of Theorem 4 the asymptotic mantissa distribution base $b$ of $(c, O_T(x_0))$ is given by $ρB_b + (1 - ρ)B_0$, with $ρ ∈ \{0, \frac{1}{p}, \frac{2}{p}, \ldots, \frac{p-1}{p}, 1\}$ depending on $c$ and $x_0$.

Remarks 7. (i) The crucial non-resonance condition in Theorem 4 could be rephrased as $(A_n)$ not having $b$-resonant spectrum on average. For the latter to be the case, it is neither necessary nor sufficient that each of the $p$ matrices $A_1, \ldots, A_p$ does not have $b$-resonant spectrum. This can be seen from very simple examples already.

(ii) If $A$ does not have $b$-resonant spectrum then neither does $A^l$ for any $l ≥ 2$. Since the converse is not true in general, Theorem 4 constitutes a (slight) generalisation of [4, Thm.3.3] even in the autonomous case.

Requiring that $(A_n)$ in (3) be periodic clearly is restrictive. Beyond periodicity, however, a non-resonance condition on average will typically not suffice to guarantee the generation of Benford sequences, even if the nonautonomy of $(A_n)$ is quite mild.

Example 8. Pick $0 < ε < 1$, let

$$ a_n = 2\frac{1}{2π} + ε\sin(n - \sin(n - 1)), \quad n ∈ \mathbb{N}, $$

and consider (3) with $d = 1$ and $A_n = (a_n)$. Obviously, $n ↦ A_n$ is almost periodic and, uniformly in $k$,

$$ \frac{1}{n} \sum_{l=k}^{k+n-1} \log_b a_l = \left( \frac{1}{2π} + \frac{ε}{n} \sin(k + n - 1) - \frac{ε}{n} \sin(k - 1) \right) \log_b 2 \to \frac{1}{2π} \log_b 2 \quad \text{as } n → ∞. $$

Thus, if $b = 2^m$ for some $m ∈ \mathbb{N}$, then $(A_n)$ does — in a rather strong average sense — not have $b$-resonant spectrum, yet from

$$ \log_b |x_n| = \log_b |a_n \cdots a_1 x_0| = \frac{n}{2mπ} + \frac{ε}{m} \sin n + \log_b |x_0|, \quad n ∈ \mathbb{N}, $$

it is easy to deduce (see for instance [16, Exc.2.7]) that $(\log_b |x_n|)$ is not u.d. mod 1, and hence $(x_n)^*$ is neither finite nor $b$-Benford.

Without further assumptions, therefore, Theorem 4 does not even generalise to almost periodic sequences $(A_n)$. Formulating appropriate assumptions is comparatively easy in the one-dimensional case, and various results guaranteeing the generation of Benford sequences for (at least) almost all $x_0$ have been discussed in [6, 11]. In the higher-dimensional setting, i.e. for $d ≥ 2$, the situation is more complicated as the information provided by standard tools like e.g. exponential dichotomies and Lyapunov exponents will often be inconclusive as to whether (3) generically generates Benford sequences, as by Theorem 4 it does in the periodic case. The following theorem utilises a shadowing technique to derive conditions under which one-dimensional projections of sequences $(x_n)$ generated by (3) are $b$-Benford (cf. [5, 6, 22]).

Theorem 9. Assume that $A_n = A + B_n$ holds in (3) for all $n ∈ \mathbb{N}$, where $A$ does not have $b$-resonant spectrum and, with $β_A = \|A\| \max\{1, \|A^{-1}\|\}$,

$$ \sum_{n=1}^{∞} β_A^n \|B_n\| < ∞. \quad (4) $$

Then, for every $c ∈ \mathbb{R}^d$, the sequence $⟨c, x_n⟩$ is $b$-Benford provided that it is unbounded.

Proof. Note first that the matrix $A$, not having $b$-resonant spectrum, is invertible. Hence $β_A ≥ 1$ is finite, and (4) implies $\lim_{n→∞} \|A\|^n \|B_n\| = 0$. From

$$ x_n = (A + B_n) \cdots (A + B_1)x_0 = A^n(I + A^{-n}B_nA^{n-1}) \cdots (I + A^{-1}B_1)x_0, \quad n ∈ \mathbb{N}, $$
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it follows that
\[
\|x_n\| \leq \|A\|^n \prod_{i=1}^n (1 + \|A^{-1}\|^i \|B_i\| \|A\|^{i-1}) \|x_0\| \leq D_1 \|A\|^n, \quad n \in \mathbb{N},
\]
with an appropriate constant \(D_1 > 0\). Since there is nothing to prove otherwise, assume w.l.o.g. \(\|A\| > 1\). Let \(P\) denote the (linear) projection onto the stable subspace \(E_\delta = \bigoplus_{|\lambda| < 1} \ker (A - \lambda I)^d\) of \(A\) along the complementary unstable subspace. With \(\delta = \min \{|\lambda - z| : \lambda \in \sigma^+(A), z \in S^1\} > 0\) and any \(\kappa\) satisfying \((1 + \delta)^{-1} < \kappa < 1\) there exists a constant \(K > 0\) such that, for all \(n \in \mathbb{N}_0\),
\[
\max \{\|A^n P\|, \|A^{-n}(I - P)\|\} \leq K \kappa^n.
\]
Since \(\|B_n x_{n-1}\| \to 0\) as \(n \to \infty\), the point
\[
\xi = x_0 + \sum_{l=1}^\infty A^{-l}(I - P)B_l x_{l-1}
\]
is well-defined. Moreover,
\[
x_n - A^n \xi = A^n x_0 + \sum_{l=1}^n A^{-l} B_l x_{l-1} - A^n x_0 - \sum_{l=1}^\infty A^{-l}(I - P)B_l x_{l-1}
\]
and therefore, for all \(1 \leq m \leq n\),
\[
\|x_n - A^n \xi\| \leq \sum_{l=1}^m K \kappa^{n-l} \|B_l x_{l-1}\| + \sum_{l=m+1}^n K \kappa^{n-l} \|B_l x_{l-1}\| + \sum_{l=1}^\infty K \kappa^l \|B_{l+n} x_{l+n-1}\|
\]
\[
\leq K \kappa^{n-m} \sup_{l \in \mathbb{N}} \|B_l x_{l-1}\| + K \frac{1 + \kappa}{1 - \kappa} \sup_{l \geq m+1} \|B_l x_{l-1}\|,
\]
showing that \(\|x_n - A^n \xi\| \to 0\) as \(n \to \infty\).

Assume now that \((\langle c, x_n \rangle)\) is unbounded. Then \((\langle c, A^n \xi \rangle)\) is unbounded as well and, since \(A\) does not have \(b\)-resonant spectrum, even \(b\)-Benford [4, Thm.3.3]. As a consequence, with \(D = 2 \|c\| \max \{\frac{1}{\log b}, \sup_{n \in \mathbb{N}} \|x_n - A^n \xi\|\}\) the set \(N_D = \{n \in \mathbb{N}_0 : |\langle c, A^n \xi \rangle| \leq D\}\) has density zero, that is, \(\lim_{n \to \infty} \frac{1}{n} \# (N_D \cap \{0, \ldots, n - 1\}) = 0\). For all \(n \not\in N_D\) the elementary estimate \(|\log(1 + x)| \leq 2|x|\), valid whenever \(|x| \leq \frac{1}{2}\), implies that
\[
|\log_b |\langle c, x_n \rangle| - \log_b |\langle c, A^n \xi \rangle| | = |\log_b \left| 1 + \frac{\langle c, x_n \rangle - \langle c, A^n \xi \rangle}{\langle c, A^n \xi \rangle} \right| | \leq \frac{2}{D \log b} |\langle c, x_n \rangle - \langle c, A^n \xi \rangle|
\]
\[
\leq |x_n - A^n \xi| \to 0,
\]
and hence shows that \((\langle c, x_n \rangle)\) is also \(b\)-Benford. □.

**Example 10.** (i) Let \((A_n)\) be given as
\[
A_n = \begin{pmatrix}
\rho_n & 1 + \rho_n \\
1 + \rho_n & 2 + 3 \rho_n
\end{pmatrix} = \begin{pmatrix}
0 & 1 \\
1 & 2
\end{pmatrix} + \rho_n \begin{pmatrix}
1 & 1 \\
1 & 3
\end{pmatrix} = A + \rho_n B, \quad n \in \mathbb{N}.
\]
The matrix \(A\) does not have \(b\)-resonant spectrum for any \(b\), and \(b_A = 3 + 2 \sqrt{2}\). Consequently, Theorem 9 guarantees that every unbounded sequence \((\langle c, x_n \rangle)\) with \((x_n)\) generated by (3) and (5) is Benford provided that \(\sum_{n=1}^\infty b_A^{|\rho_n|} < \infty\). This condition can be relaxed considerably. Indeed, a straightforward calculation shows that, for all \(c, x_0 \in \mathbb{R}^2\),
\[
\langle c, x_n \rangle = D_1 (1 + \sqrt{2})^n \prod_{l=1}^n \left(1 + \rho_l \sqrt{2}\right) + D_2 (1 - \sqrt{2})^n \prod_{l=1}^n \left(1 - \rho_l \sqrt{2}\right),
\]
where the constants \(D_1, D_2\) depend linearly on \(c, x_0\). The much weaker condition \(\lim_{n \to \infty} \rho_n = 0\), therefore, is sufficient to ensure that for every \(c, x_0 \in \mathbb{R}^2\) the sequence \((\langle c, x_n \rangle)^*\) is either finite or Benford.
(ii) Consider the sequence \((A_n)\) defined according to
\[
A_n = \begin{pmatrix} 0 & 2 \\ 2 & 2 \end{pmatrix} + \rho_n \left( \begin{array}{cc} 2 & 1 - \sqrt{5} \\ 1 + \sqrt{5} & -2 \end{array} \right) = A + B_n, \quad n \in \mathbb{N},
\]
so that \(\beta_A = \sqrt{5} + 1 \approx 3.24\). Again, Theorem 9 guarantees that every unbounded sequence \((\langle c, x_n \rangle)\) is Benford whenever \(\sum_{n=1}^{\infty} \beta^n_A |\rho_n| < \infty\). As before, this condition is not optimal. An explicit calculation shows that
\[
\langle c, x_n \rangle = D_1(1 + \sqrt{5})^n + D_2(1 + \sqrt{5})^n \sum_{l=1}^{n} \left( \frac{\sqrt{5} - 3}{2} \right) \rho_l + D_3(1 - \sqrt{5})^n,
\]
with the constants \(D_1, D_2, D_3\) being linear functionals of \(c\) and \(x_0\). With this it is easy to check that for every unbounded sequence \((\langle c, x_n \rangle)\) to be Benford it is enough to require that \(\sum_{n=1}^{\infty} \beta^n|\rho_n| < \infty\) where \(\beta = \sqrt{5} - 1 = \beta_A - 2 \approx 1.24\).

**Remarks 11.** (i) Condition (4) depends on the chosen norm, but the generation of Benford sequences via (3) is of course independent of the latter. To reformulate (4) without referring to any norm, for every regular matrix \(A\) define \(\hat{\beta}_A = r_\sigma(A) \max\{1, r_\sigma(A^{-1})\}\). Obviously, \(\hat{\beta}_A \leq \beta_A\) and, as in [14, Prop.1.2.2], it is easy to see that, given \(\varepsilon > 0\), there exists a norm on \(\mathbb{R}^d\) (or \(\mathbb{C}^d\)) for which \(\hat{\beta}_A \leq \beta_A \leq \hat{\beta}_A + \varepsilon\). Thus (4) can be replaced by
\[
\sum_{n=1}^{\infty} \beta^n \|B_n\| < \infty \quad \text{for some } \beta > \hat{\beta}_A.
\]
In view of (7) it is natural to ask whether Theorem 9 remains true with \(\hat{\beta}_A\) in (4) replaced by \(\hat{\beta}_A\). While this is obviously the case for diagonalisable matrices \(A\) (and hence generically in \(\mathbb{C}^{d \times d}\)), no overall answer to this question is yet known to the authors.

(ii) Conditions (4) and (7) which force \(\|B_n\|\) to decay exponentially* are obviously quite restrictive. Contrary to what the above examples may suggest, however, the assertion in Theorem 9 will not hold in general if for instance (4) is replaced by
\[
\sum_{n=1}^{\infty} \beta^n \|B_n\| < \infty \quad \text{(8)}
\]
for some \(1 < \beta < \beta_A\). Without further assumptions, therefore, condition (4) is best possible.

For a concrete example consider
\[
A_n = \begin{pmatrix} \varphi & \rho_n \\ 0 & \varphi \end{pmatrix} = \begin{pmatrix} \varphi & 0 \\ 0 & \varphi \end{pmatrix} + \rho_n \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} = A + B_n, \quad n \in \mathbb{N},
\]
where \(\varphi\) is the golden mean (i.e. \(\varphi > 1\) and \(\varphi^2 = \varphi + 1\)). Clearly, \(\beta_A = \varphi\), and with \(\|B_n\| = \rho_n = n\varphi^{-n}\) condition (8) holds for all \(|\beta| < \varphi\). Nevertheless, it follows from
\[
A_n \cdots A_1 = \begin{pmatrix} \varphi^n & \varphi^{n-1} \sum_{l=1}^{n} \rho_l \\ 0 & \varphi^n \sum_{l=1}^{n} \rho_l \end{pmatrix}, \quad n \in \mathbb{N},
\]
that choosing \(c = \begin{pmatrix} 0 \\ 1 \end{pmatrix}\) and \(x_0 = \begin{pmatrix} \sum_{l=1}^{\infty} \rho_l \\ -\varphi \end{pmatrix}\) yields
\[
\langle c, x_n \rangle = \varphi^n \sum_{l=1}^{\infty} \rho_l = \sum_{l=1}^{\infty} (l+n)\varphi^{-l} = \varphi^3 + n\varphi, \quad n \in \mathbb{N}.
\]

*When computed using the Euclidean norm, \(\beta_A > 1\) unless \(\alpha A\) is unitary for some number \(\alpha\) with \(|\alpha| \geq 1\); the latter case clearly is irrelevant here.
Hence the sequence \((c, x_n)\) is unbounded yet not \(b\)-Benford for any \(b\).

(iii) The fact that condition (4) is in some sense best possible in general does not rule out the possibility of substantial improvement in special cases. For instance, if \(AB_n = B_n A\) for all \(n\) then \(\beta_A\) in (4) can be replaced by \(\max\{\|A\|, 1\}\), and the resulting condition is best possible in the sense of (ii). (Note that \(AB_n \equiv B_n A\) holds only for the first of the two systems in Example 10.) Similarly, the conditions \(\lim_{n \to \infty} \rho_n = 0\) and \(\sum_{n=1}^{\infty} (\sqrt{5} - 1)^n |\rho_n| < \infty\) in Example 10(i) and (ii), respectively, are optimal in that for every \(\varepsilon > 0\) the weaker conditions \(\lim_{n \to \infty} |\rho_n| < \varepsilon\) and \(\sum_{n=1}^{\infty} (\sqrt{5} - 1 - \varepsilon^n |\rho_n| < \infty\) are in general not sufficient for Theorem 9 to remain correct. Finally, if \(d = 1\) then \(\lim_{n \to \infty} b_n = 0\), together with \(\log_b |a| \notin \mathbb{Q}\), is enough to guarantee that \((x_n)^*\) is either finite or \(b\)-Benford.

(iv) If, in the setting of Theorem 9, the sequence \((c, x_n)\) is bounded it may or may not be \(b\)-Benford. In Example 10(ii) for instance, choosing \(\rho_n = (-2)^{-n}\) as well as

\[c = \left(\frac{\sqrt{5} - 1}{2}\right), \quad x_0 = \left(\frac{6 - 2\sqrt{5}}{\sqrt{5} - 2}\right),\]

yields

\[\langle c, x_n \rangle = 10(\sqrt{5} - 2)\left(\frac{\sqrt{5} - 1}{2}\right)^n \to 0,\]

a bounded sequence which is strict Benford. On the other hand, choosing \(\rho_n = (-\rho)^{-n}\) with \(\rho > \sqrt{5} - 1\) such that \(\log_b \frac{\sqrt{5} - 1}{\rho}\) is rational will, for appropriate \(c, x_0\), yield a sequence \((c, x_n)^*\) which is bounded yet not \(b\)-Benford.

(v) The systems (3) covered by Theorem 9 have the property that \((A_n)\) converges rapidly and therefore are asymptotically autonomous in a fairly strong sense (see [19] for details on continuous-time asymptotically autonomous systems). It is straightforward to formulate and prove an analogous result for asymptotically periodic systems (3) in the spirit of Theorem 4; details are left to the reader. Such a result shows for instance that for

\[A_n = \left(\begin{array}{cc} 0 & 1 \\ 1 & 3 + (-1)^n \end{array}\right) + B_n, \quad n \in \mathbb{N},\]

every unbounded sequence \((c, x_n)^*\) is Benford provided that \(\sum_{n=1}^{\infty} \beta_A^n \|B_n\| < \infty\), where \(A = A_2 A_1\).

(vi) The results of this section can easily be extended to complex matrices \(A_n\), so as to yield an analogue of Theorem 9 which gives conditions ensuring that the sequences \((\Re\langle c, x_n \rangle)^*\) and \((\Im\langle c, x_n \rangle)^*\) are Benford whenever unbounded. For the (elementary) details of this extension, the reader may wish to consult [4, Rem.3.8].

(vii) The argument in the proof of Theorem 9 may be considered a variant of the basic shadowing lemma [6, Thm.2.5] in that properties of \((x_n)\) are established by means of the corresponding properties of \((A^n\xi)\). It is well-known that for an invertible hyperbolic matrix \(A\) many signatures of hyperbolicity, e.g. the shadowing property and the existence of an exponential dichotomy, carry over from \(x_n = A x_{n-1}\) to (3) with \(A_n = A + B_n\) under much weaker assumptions on \(\|B_n\|\); in many cases it is enough to assume that \(\sup_{n \in \mathbb{N}} \|B_n\|\) is sufficiently small, see [22] for details. As evidenced by (ii), however, these weaker assumptions are generally not sufficient to ensure the persistence of finer statistical properties such as BL.

4 Some non-linear examples

Two classes of non-linear nonautonomous systems on \(\mathbb{R}^d\) will be discussed in this section. Both classes are fairly specific, and the results presented should be considered mainly as an invitation to further study the distribution of nonautonomous orbits.
First consider linearly dominated systems

\[ x_n = A_n x_{n-1} + f_n(x_n), \quad n \in \mathbb{N}, \quad (9) \]

where the functions \( f_n : \mathbb{R}^d \to \mathbb{R}^d \) are uniformly bounded, that is, \( \sup_{x \in \mathbb{R}^d} \| f_n(x) \| \leq C \) for all \( n \in \mathbb{N} \) and some constant \( C \geq 0 \). The following result extends Theorem 9; it also significantly generalises [4, Thm.4.1].

**Theorem 12.** Assume that \( A_n = A + B_n \) holds in (9) for all \( n \in \mathbb{N} \), where \( A \) does not have \( b \)-resonant spectrum, and \( (B_n) \) satisfies (4). Then, for every \( c \in \mathbb{R}^d \) the sequence \( (⟨c, x_n⟩)^∗ \) is \( b \)-Benford provided that it is unbounded.

**Proof.** Since discarding finitely many terms of \( (⟨c, x_n⟩) \) does not affect the statement, and since (4) entails \( \|B_n\| \to 0 \), it can be assumed that \( \sup_{n \in \mathbb{N}} \|B_n\| \) is so small that \( A_n = A + B_n \) is invertible for all \( n \), and also that \( (A_n) \) has an exponential dichotomy (see e.g. [22, Lem.2.8]). Let \( (P_n), K > 0 \), and \( 0 < \kappa < 1 \) denote, respectively, the sequence of projections, constant, and exponent associated with this exponential dichotomy. Thus with

\[
\Phi(l, m) = \begin{cases} 
A_{l-1} \cdots A_m & \text{if } l > m, \\
I & \text{if } l = m, \\
A_l^{-1} \cdots A_{m-1} & \text{if } l < m,
\end{cases} \quad \forall l, m \in \mathbb{N},
\]

the invariance condition \( \Phi(l, m)P_m = P_l\Phi(l, m) \) holds for all \( l, m \in \mathbb{N} \), as do the estimates

\[
\|\Phi(l, m)P_m\| \leq K\kappa^{l-m} \quad \text{and} \quad \|\Phi(l, m)(I - P_m)\| \leq K\kappa^{n-l} \quad (10)
\]

whenever \( l \geq m \) and \( l \leq m \), respectively. Given \( x_0 \in \mathbb{R}^d \), consider its orbit \( (x_n) \) as generated by (9) and let

\[
\xi = x_0 + \sum_{l=1}^{∞} \Phi(1, l + 1)(I - P_{l+1})f_l(x_{l-1}). \quad (11)
\]

It is obvious from (10) and the uniform boundedness of \( (f_n) \) that the series in (11) converges absolutely. Moreover,

\[
\Phi(n + 1, 1)\xi = x_n - \sum_{l=1}^{n} \Phi(n + 1, l + 1)P_{l+1}f_l(x_{l-1}) + \sum_{l=n+1}^{∞} \Phi(n + 1, l + 1)(I - P_{l+1})f_l(x_{l-1}),
\]

and consequently, for all \( n \in \mathbb{N} \),

\[
\|\Phi(n + 1, 1)\xi - x_n\| \leq \sum_{l=1}^{∞} CKn^{n-l} \leq CK\frac{1 + \kappa}{1 - \kappa}.
\]

As detailed in the proof of Theorem 9 there exists a point \( \tilde{\xi} \) such that \( \|A^n\tilde{\xi} - \Phi(n + 1, 1)\xi\| \to 0 \) as \( n \to \infty \). Thus, if the sequence \( (⟨c, x_n⟩)^∗ \) is unbounded then so is \( (⟨c, A^n\tilde{\xi}⟩) \). The latter is actually \( b \)-Benford, and \( N_D = \{ n \in \mathbb{N}_0 : |⟨c, A^n\tilde{\xi}⟩| \leq D \} \) has density zero for every \( D > 0 \). Given \( 0 < \varepsilon < 1 \), choose

\[
D \geq 2\|c\| \left( 1 + \frac{1}{\varepsilon \log b} \right) \left( CK\frac{1 + \kappa}{1 - \kappa} + \sup_{n \in \mathbb{N}} \|A^n\tilde{\xi} - \Phi(n + 1, 1)\xi\| \right).
\]

For all \( n \not\in N_D \) it follows that

\[
|\log_b |⟨c, x_n⟩| - \log_b |⟨c, A^n\tilde{\xi}⟩| | = \left| \log_b \left| 1 + \frac{⟨c, x_n⟩ - ⟨c, A^n\tilde{\xi}⟩}{⟨c, A^n\tilde{\xi}⟩} \right| \right| \leq \varepsilon,
\]

which, together with [4, Lem.2.3], shows that \( (⟨c, x_n⟩)^∗ \) is \( b \)-Benford as well. □
Remarks 13. (i) Just as Theorem 9, the above result is best possible in general but can be strengthened considerably in special cases. For instance, the sequence \((A_n)\) given by (5) has an exponential dichotomy whenever \(\lim_{n \to \infty} |\rho_n| < \sqrt{2} - 1\). For this particular \((A_n)\) it follows from Example 10(i) that the condition given there, that is, \(\lim_{n \to \infty} \rho_n = 0\) is sufficient to guarantee that for every orbit generated by (9) and every \(c \in \mathbb{R}^d\) the sequence \(\langle (c, x_n) \rangle^*\) is strict Benford provided that it is unbounded. Similarly, in Example 10(ii) convergence of \(\sum_{n=1}^{\infty} (\sqrt{2} - 1)^n |\rho_n|\) is enough for \((A_n)\) as given by (6) to have an exponential dichotomy, and Theorem 12 can be strengthened accordingly.

(ii) Under the conditions of Theorem 12, and similarly to Remark 11(iv), a bounded sequence \(\langle (c, x_n) \rangle^*\) may or may not be b-Benford, see [4, Rem.4.2] for simple examples.

The second class of non-linear nonautonomous systems (2) considered here consists of power-like maps \(T_n : \mathbb{R}^d \to \mathbb{R}^d\), for which each component \(T^{(j)}_n\) has a dominant monomial term and can be written as

\[
T^{(j)}_n(x) = (x^{(1)})^{(A_n)_{j1}} \cdots (x^{(d)})^{(A_n)_{jd}} (1 + f_n^{(j)}(x)), \quad \forall j = 1, \ldots, d; n \in \mathbb{N};
\]

(12)

here \((A_n)_{jl} \in \mathbb{N}_0\) for all \(j, l \in \{1, \ldots, d\}\), and \(f_n\) is a \(C^1\) function with \(\|f_n(x)\| \to 0\) as \(\|x\| \to \infty\). To ensure that \(T_n\) is actually power-like, it will be assumed throughout that, for every \(n \in \mathbb{N}\),

\[
\sum_{l=1}^{d} (A_n)_{jl} \geq 1, \quad \forall j = 1, \ldots, d,
\]

(13)

that is, each row of \(A_n\) contains at least one non-zero entry. Maps of this type have been used to model aspects of economic growth and socio-spatial dynamics (see [9, 18] and the references therein). To analyse the distribution of orbits generated by (2) with maps \(T_n\) given by (12) the following definition and lemma will be used.

Definition 14. (i) A sequence \((Q_n)\) of (linear) projections in \(\mathbb{R}^d\) is Diophantine if for every \(h \in \mathbb{Z}^d\) there exists a number \(\gamma_h > 0\) such that for each \(n \in \mathbb{N}\) either \(Q_n h = 0\) or else \(\|Q_n h\| \geq \gamma_h\).

(ii) Let the sequence \((A_n)\) of invertible matrices have an exponential dichotomy with associated projections \((P_n)\). Then \((A_n)\) is said to have a Diophantine exponential dichotomy if \((I - P_n^\top)\) is Diophantine.

Trivially, \((Q_n)\) is Diophantine whenever \(\{Q_n : n \in \mathbb{N}\}\) is finite. Thus for \(d = 1\) every sequence of projections is Diophantine, as is every exponential dichotomy. If \((Q_n)\) is a sequence of projections in \(\mathbb{R}^2\) let \(N = \{n \in \mathbb{N} : \text{rank } Q_n = 1\}\) and, for each \(n \in N\), let \(\ker Q_n\) be spanned by \((\cos \varphi_n) e_1 + (\sin \varphi_n) e_2\) with a uniquely defined \(0 \leq \varphi_n < \pi\). Then \((Q_n)\) is Diophantine if and only if \(\{\varphi_n : n \in N\} \setminus \{\varphi_n : n \in N\}\) does neither contain \(\pi/2\) nor any \(\varphi\) for which \(\tan \varphi\) is rational.

Lemma 15. Let \((A_n)\) be a sequence of invertible matrices all of whose entries are integers. Assume that \((A_n)\) has a Diophantine exponential dichotomy. Then, for (Lebesgue) almost all \(y_0 \in \mathbb{R}^d\), the sequence \((A_n \cdot \ldots \cdot A_1 y_0)\) is u.d. mod 1 in \(\mathbb{R}^d\).

Proof. Fix \(h \in \mathbb{Z}^d \setminus \{0\}\) as well as \(a \in \mathbb{R}^d\) and define, for every \(n \in \mathbb{N}\),

\[
I_h(n) = \frac{1}{n^2} \sum_{i,m=1}^{n} \int_{y \in \prod_{j=1}^{d}[a(j),a(j)+1]} e^{2\pi i \langle h, (A_l \cdot \ldots \cdot A_1 - A_m \cdot \ldots \cdot A_1) y \rangle} dy
\]

\[
= \frac{1}{n} + \frac{2}{n^2} \# \{1 \leq l < m \leq n : A_{l+1}^\top \cdot \ldots \cdot A_m^\top h = h\}.
\]

To find an upper bound on \(I_h(n)\), assume that \(m > l\) and \(A_{l+1}^\top \cdot \ldots \cdot A_m^\top h = \Phi(m+1,l+1)^\top h = h\). If \(A_{m+1}^\top h = h\) then, with the notation of the proof of Theorem 12,

\[
\|h\| = \|\Phi(m+1,l+1)^\top P_{m+1}^\top h\| = \|(\Phi(m+1,l+1)P_{l+1})^\top h\| \leq K r^{m-l}\|h\|,
\]
so that $m - l \leq D_1$ with an appropriate positive constant $D_1$ not depending on $l$. If, on the other hand, $P^T_{m+1} h \neq h$ then, since $(A_n)$ has a Diophantine exponential dichotomy,

$$0 < \gamma_h \leq \|h - P^T_{m+1} h\| = \|(I - P^T_{m+1})\Phi(l + 1, m + 1)^T \Phi(m + 1, l + 1)^T h\|
$$

$$= \|\Phi(l + 1, m + 1)(I - P_{m+1})\|^T \Phi(m + 1, l + 1)^T h\| \leq K\kappa^{m-l}\|h\|,$$

so $m - l \leq D_2$ with another constant $D_2 > 0$. Overall, $nI_h(n) \leq 1 + 2\max(D_1, D_2)$, implying in turn that $\sum_{n=1}^{\infty} I_h(n)/n < \infty$. By (the $d$-dimensional version of) [16, Thm.4.2] the sequence $(\Phi(n + 1, 1)y_0)$ is u.d. mod 1 in $\mathbb{R}^d$ for almost all $y_0$ in the unit cube $\prod_{j=1}^d [a^{(j)}, a^{(j)} + 1]$. Since $\mathbb{R}^d$ is a countable union of unit cubes, the proof is complete. □

To apply Lemma 15 to nonautonomous orbits generated by (12) observe that (13) forces each component of $T_n$ to vanish on some coordinate hyperplane $x^{(j)} \equiv 0$, and Benford sequences may be generated only from initial points sufficiently far away from these hyperplanes. Therefore, for every $\alpha > 0$, define the cone $C_\alpha = \{x \in \mathbb{R}^d : \min_{j=1}^d |x^{(j)}| \geq \alpha\}$. Also, let $D_x f_n$ denote the Jacobian of $f_n$ at $x$, that is $(D_x f_n)_{jk} = \frac{\partial}{\partial x^j} f_n^{(k)}(x)$. The following is a natural generalisation of [4, Thm.4.5].

**Theorem 16.** Let $(A_n)$ be a sequence of invertible matrices all of whose entries are non-negative integers satisfying (13). Assume that $(A_n)$ has a Diophantine exponential dichotomy and that $\left(\frac{1}{n} \log \|A_n\|\right)$ is bounded. Furthermore assume that the sequence of $C^1$ functions $(f_n)$ satisfies $\sup_{x \in C_\alpha} \sup_{n \in \mathbb{N}} \|f_n(x)\| \to 0$ as $\alpha \to \infty$, as well as $\sup_{x \in C_\alpha} \sup_{n \in \mathbb{N}} \|x^{1+\varepsilon}\| D_x f_n \| < \infty$ for some $\varepsilon > 0$, $\alpha > 0$. Then, for $\alpha$ sufficiently large and almost all $x_0 \in C_\alpha$, each component of $O_T(x_0)$ is Benford.

**Proof.** Let $1 \in \mathbb{R}^d$ denote the vector all of whose components equal 1. Throughout the subsequent argument, scalar functions and inequalities applied to elements of $\mathbb{R}^d$ are to be read coordinate-wise, e.g., $\log |x|$ is understood to be $(\log |x^{(1)}|, \ldots, \log |x^{(d)}|) \in \mathbb{R}^d$, and $x \geq \alpha 1$ means $x^{(j)} \geq \alpha$ for all $j = 1, \ldots, d$. Also, the notation of the proofs of Theorem 12 and Lemma 15 will be used.

Observe first that under the stated assumptions on $(A_n)$ there exists a number $0 < D \leq 1$ such that

$$A_n \cdots A_1 1 \geq D\kappa^{-n} 1, \quad \forall n \in \mathbb{N}.$$

Using this, it will now be shown that $T^n(C_{\beta/\nu} \circ C\beta) \subset C\beta$ holds for all $n \in \mathbb{N}$, provided that $\beta$ is sufficiently large. To this end let $y_n = \log |x_n|$ so that

$$y_n = A_n y_{n-1} + \log |1 + f_n(x_{n-1})|, \quad n \in \mathbb{N}.$$

Let $\gamma = \frac{D}{2\kappa^{-D+\varepsilon}}$ and choose $\beta > e^{D(D+1)}$ so large that $\|f_n(x)\| \leq \min\{\frac{1}{\beta}, 1 - e^{-\gamma}\}$ holds for all $x \in C\beta$ and $n \in \mathbb{N}$. Assume that $x_0 \in C_{\beta/\nu}$ as well as $x_l \in C\beta$ for all $l = 1, \ldots, n$. Then $|\log(1 + f_l(x_{l-1}))| \leq \gamma 1$ for all $l = 1, \ldots, n + 1$, and consequently

$$y_{n+1} = \Phi(n + 2, 1)y_0 + \sum_{l=1}^{n+1} \Phi(n + 2, l + 1) \log |1 + f_l(x_{l-1})|
$$

$$\geq \frac{2}{D}(\log \beta)\Phi(n + 2, 1) - \gamma \sum_{l=1}^{n+1} \Phi(n + 2, l + 1) 1.$$

Setting $\eta_0 = (\frac{2}{D} \log \beta) 1$ and, inductively for $l \in \mathbb{N}$, $\eta_l = A_l \eta_{l-1} - \gamma 1$ therefore yields $y_{n+1} \geq \eta_{n+1}$. To find a lower bound for $\eta_{n+1}$, let

$$\bar{\eta} = \eta_0 - \gamma \sum_{l=1}^{\infty} \Phi(1, l + 1)(I - P_{l+1}) 1,$$
and observe that 

$$\|\Phi(n + 2, 1)\eta - \eta_{n+1}\| = \gamma \left\| \sum_{l=1}^{n+1} \Phi(n + 2, l + 1)P_{l+1}1 - \sum_{l=n+2}^{\infty} \Phi(n + 2, l + 1)(I - P_{l+1})1 \right\|$$

$$\leq \gamma K\sqrt{d}\sum_{l=1}^{\infty} \kappa^{n+1-l} \leq \gamma K\sqrt{d}\frac{1 + \kappa}{1 - \kappa} = \frac{D}{2} < D,$$

which in turn implies that

$$y_{n+1} \geq \eta_{n+1} > \Phi(n + 2, 1)\eta - D1 > \Phi(n + 2, 1)(\eta_0 - D1) - D1$$

$$\geq \kappa^{-(n+1)}(2\log \beta - D^2)1 - D1 \geq (2\log \beta - D^2 - D) > (\log \beta)1.$$  

Hence \(x_{n+1} > 1\), that is, \(x_{n+1} \in C_\beta\). Thus, setting \(\alpha = \beta^{2/D}\) yields \(x_n \in C_{\alpha D/2}\) for all \(n \in \mathbb{N}\) whenever \(x_0 \in C_\alpha\).

Fix now a base \(b\) and, for every \(\beta > 1\), let \(C^+_\beta = C_\beta \cap (\mathbb{R}^\times)^d\). Obviously, \(C_\beta\) has \(2^d\) connected components, and the map \(\psi_b : \mathbb{R} \mapsto \log_b |x|\) maps each component diffeomorphically onto \(C^+_\log_b\beta\). Therefore, the inverse of \(\psi_b\) has \(2^d\) branches, and the symbol \(\psi_b^{-1}\) will be used to denote any one of them. With \(\alpha\) sufficiently large define the map

$$H_b : z \mapsto z + \sum_{l=1}^{\infty} \Phi(1, l + 1)(I - P_{l+1})\log_b(1 + f_l o T^{l-1} o \psi_b^{-1}(z)),$$

which is well-defined for all \(z \in C^+_{\log_b \alpha}\). Given \(x_0 \in C_\alpha\) let \(z_l = \psi_b(x_l)\) for all \(l \in \mathbb{N}_0\) and choose the (unique) branch \(\psi_b^{-1}\) satisfying \(x_0 = \psi_b^{-1}(z_0)\). Note that (14) in particular implies

$$x_n \in C_{e^{\kappa^d(n+1)(D\log \alpha - D^2) - D}} \quad \forall n \in \mathbb{N}_0,$$

which, when combined with (15), yields

$$\|\Phi(n + 1, 1)H_b(z_0) - z_n\| \leq K \sum_{l=1}^{\infty} \kappa^{n-l} \|\log_b(1 + f_l(x_{l-1}))\| \to 0 \quad \text{as } n \to \infty.$$  

Therefore \((z_n)\) is u.d. mod 1 in \(\mathbb{R}^d\) if and only if \((\Phi(n + 1, 1)H_b(z_0))\) is. By Lemma 15, the latter is the case whenever \(H_b(z_0) \in \mathbb{R}^d\setminus N_b\) with \(N_b\) denoting an appropriate set of measure zero. A straightforward albeit lengthy calculation, using termwise differentiation of (15) and the fact that \(\left(\frac{1}{n} \log |A_n|\right)\) is bounded, shows that \(H_b\) is a local diffeomorphism, and \(\sup_{z \in C^+_{\log_b \alpha}} \|H_b(z) - z\| \to 0\) as \(\beta \to \infty\). Thus \(H_b^{-1}\left(N_b \cap H_b(C^+_{\log_b \alpha})\right)\) has measure zero as well, and as a consequence \((z_n)\) is u.d. mod 1 in \(\mathbb{R}^d\) for almost all \(z_0 \in C^+_{\log_b \alpha}\).

Overall, the above argument shows that, for every base \(b\), there exists a set \(M_b \subset C_\alpha\) such that each component of \(O_T(x_0)\) is \(b\)-Benford provided that \(x_0 \in C_\alpha \setminus M_b\). Setting \(M = \bigcup_{b \geq 2} M_b \subset C_\alpha\) yields \(\lambda^d(M) = 0\), and \(O_T^{(j)}(x_0)\) is Benford for all \(j = 1, \ldots, d\) whenever \(x_0 \in C_\alpha \setminus M\).

**Corollary 17.** Let the maps \((T_n)\) according to (12) satisfy all assumptions of Theorem 16. Then, for every sufficient large \(\alpha\), there exists an uncountable dense set \(E \subset C_\alpha\) such that for every \(x_0 \in E\) no component of \(O_T(x_0)\) is Benford.

**Proof.** Let \((k_n)_{n \in \mathbb{N}}\) be a bounded sequence in \(\mathbb{Z}^d\). With the notation used in the proof of Theorem 16, pick a natural number \(N \geq 8\) so large that \(\kappa^N < (1 + 8K\max_{n \in \mathbb{N}} \|k_n\|)^{-1}\), and consider the point

$$\zeta = \sum_{l=1}^{\infty} \Phi(1, n_lN^2 + 1)(I - P_{n_lN^2+1})k_l,$$

where \((n_l)\) is any strictly increasing sequence of natural numbers. For every \(n = m_1 + m_2N^2\) with \(N \leq m_1 \leq N^2 - N\) and \(m_2 \in \mathbb{N}_0\) a simple calculation shows that

$$\min_{h \in \mathbb{Z}^d} \|\Phi(n + 1, 1)\zeta - h\| \leq 2K \max_{l \in \mathbb{N}} \|k_l\| \frac{\kappa^N}{1 - \kappa^N} < \frac{1}{4},$$
and consequently
\[
\lim_{n \to \infty} \#\left\{ l : \min_{h \in \mathbb{Z}^d} \| \Phi(l+1, 1) \zeta - h \| < \frac{1}{4n} \right\} \geq \frac{N^2 - 2N + 1}{N^2} > 1 - \frac{2}{N} > \frac{3}{4}.
\]
Obviously this implies that no component of \((\Phi(n+1, 1) \zeta)\) is u.d. mod 1. To produce uncountably many different points \(\zeta\) by means of (16) the sequences \((n_i)\) and \((k_n)\) are chosen inductively as follows: Assume that numbers \(1 = n_1 < n_2 < \ldots < n_L\) and vectors \(\tilde{k}_1, \ldots, \tilde{k}_L \in \{e_1, \ldots, e_d\}\) have already been chosen such that
\[
\tilde{k}_i \not\in \text{range } P_{n_i, N^2+1}, \quad \forall i = 1, \ldots, L.
\]
(Such a choice is possible because \(\text{rank } P_n \leq d - 1\) for all \(n\).) Choose now \(n_{L+1} > n_L\) so large that
\[
2K\kappa^{n_{L+1}N^2} < \| \Phi(1, n_L N^2 + 1) (I - P_{n_L, N^2+1}) \tilde{k}_L \| ;
\]
also choose \(\tilde{k}_{L+1} \in \{e_1, \ldots, e_d\} \backslash \text{range } P_{n_{L+1}, N^2+1}\). Finally, for each \(n\) let \(k_n\) be either \(\tilde{k}_n\) or 0. Any two among the uncountably many different sequences \((k_n)\) thus constructed give rise to different points \(\zeta\) in (16).

Fix now a base \(b\) and, for sufficiently large \(\alpha\), take \(h \in \mathbb{Z}^d \cap C_2^{+\log_6 \alpha}\). The above construction provides uncountably many different points \(h + \zeta \in C_1^{+\log_6 \alpha}\) for which no component of the sequence \((\Phi(n+1)(h + \zeta))\) is u.d. mod 1. The latter is also true if \(h + \zeta\) is replaced by any element of \(\mathbb{Q}^d\), a dense subset of \(\mathbb{R}^d\). Overall, there exists an uncountable dense subset \(F \subset H_b(C_1^{+\log_6 \alpha})\) such that no component of \((\Phi(n+1, 1)z)\) is u.d. mod 1 whenever \(z \in F\). Setting
\[
E = \{ x \in C_\alpha : H_b(\log_6 |x|) \in F \cap C_1^{+\log_6 \alpha} \}
\]
therefore completes the proof. \(\square\)

Remarks 18. (i) For concrete examples it may be desirable to multiply each component \(T_n^{(j)}\) in (12) by some non-zero number \(c_n^{(j)}\). As long as the additional nonautonomy thus introduced does not dominate the overall dynamics, Theorem 16 will still hold. More concretely, under the assumption that \((\log |c_n^{(j)}|)_{n \in \mathbb{N}}\) is bounded for all \(j = 1, \ldots, d\), Theorem 16 remains unchanged while its proof requires only one fairly obvious minor modification; details are left to the reader, see also [5].

(ii) Even in the autonomous case, that is for \(T_n\) not depending on \(n\), and even when slightly generalised according to (i), Theorem 16 does not cover all \(d\)-variate polynomial maps unless \(d = 1\), see [4].

Example 19. Let \(A_1, \ldots, A_L\) be a finite family of invertible hyperbolic matrices with non-negative integer entries, that is, \(A_l \in \mathbb{N}_0^{d \times d}\) and \(\sigma^+(A_l) \cap (S^1 \cup \{0\}) = \emptyset\) for all \(l = 1, \ldots, L\). Assume that \(A_l A_m = A_m A_l\) for all \(l, m\) and also that \((A_{\omega_n})\) has a Diophantine exponential dichotomy for every \(\omega = (\omega_n) \in \{1, \ldots, L\}^\mathbb{N}\). (A simple condition guaranteeing the latter is that the stable and unstable generalised eigenspaces associated with the matrix \(A_l\),
\[
E_{s,l} = \oplus_{|\lambda| < 1} \ker (A_l - \lambda I)^d, \quad E_{u,l} = \oplus_{|\lambda| > 1} \ker (A_l - \lambda I)^d, \quad l = 1, \ldots, L,
\]
do actually not depend on \(l\).) For each \(\omega\) then \((A_{\omega_n})\) satisfies the assumptions of Theorem 16.

For a concrete example, consider the two bi-variate polynomial maps
\[
T_a : \begin{pmatrix} u \\ v \end{pmatrix} \mapsto \begin{pmatrix} 3u^2v^2 + 4 \\ 5u^2v^4 - 6u^2 + 7 \end{pmatrix} \quad \text{and} \quad T_b : \begin{pmatrix} u \\ v \end{pmatrix} \mapsto \begin{pmatrix} u \\ 2uv \end{pmatrix},
\]
which are of the form (12) and whose associated matrices
\[ A_a = \begin{pmatrix} 2 & 2 \\ 2 & 4 \end{pmatrix} \quad \text{and} \quad A_b = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix} \]
satisfy all the conditions mentioned above. Consequently, for every sequence \( \omega = (\omega_n) \) on the two symbols \( a, b \), there exists \( \alpha > 0 \) such that for almost all \( x \in \mathbb{C}_\alpha \) both components of the nonautonomous orbit \( (T_{\omega_n} \circ \ldots \circ T_{\omega_1}(x)) \) are Benford. There is, however, also an uncountable dense set \( E \subset \mathbb{C}_\alpha \) such that for every \( x \in E \) no component of \( O_T(x) \) is Benford.
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