MULTISCALE NUMERICAL ALGORITHM FOR 3-D MAXWELL’S EQUATIONS WITH MEMORY EFFECTS IN COMPOSITE MATERIALS
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Abstract. This paper discusses the multiscale method for the time-dependent Maxwell’s equations with memory effects in composite materials. The main difficulty is that one cannot use the usual multiscale asymptotic method (cf. [25, 4]) to solve this problem, due to the complication of the memory terms. The key steps addressed in this paper are to transfer the original integro-differential equations to the stationary Maxwell’s equations by using the Laplace transform, to employ the multiscale asymptotic method to solve the stationary Maxwell’s equations, and then to obtain the computational solution of the original problem by employing a quadrature formula for computing the inverse Laplace transform. Numerical simulations are then carried out to validate the multiscale numerical algorithm in the present paper.
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1. Introduction

The classical macroscopic electromagnetic field is described by four vector-valued functions of position \( x \in \mathbb{R}^3 \) and time \( t \in \mathbb{R} \) denoted by \( \mathbf{E}, \mathbf{D}, \mathbf{H}, \mathbf{B} \). The fundamental field vectors \( \mathbf{E}, \mathbf{H} \) are the electric and magnetic field intensities, respectively. The vector-valued functions \( \mathbf{D}, \mathbf{B} \) denote the electric displacement and magnetic induction, respectively. The classical macroscopic Maxwell’s equations are given by:

\[
\begin{align*}
\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} &= 0, \\
\nabla \times \mathbf{H} - \frac{\partial \mathbf{D}}{\partial t} &= \mathbf{J}, \\
\n\nabla \cdot \mathbf{D} &= \rho, \\
\n\nabla \cdot \mathbf{B} &= 0,
\end{align*}
\]

where \( \rho(x,t), \mathbf{J}(x,t) \) are the electric charge density and the source current density, respectively.

The general form of the constitutive laws are the following:

\[
\begin{align*}
\mathbf{D} &= \varepsilon \mathbf{E} + \int_0^t \left\{ \sigma^E(x) + \nu^E(x,t-\tau) \right\} \mathbf{E}(x,\tau)d\tau \\
\mathbf{B} &= \mu \mathbf{H} + \int_0^t \left\{ \sigma^H(x) + \nu^H(x,t-\tau) \right\} \mathbf{H}(x,\tau)d\tau,
\end{align*}
\]

where \( \varepsilon = (\varepsilon_{ij}) \) and \( \mu = (\mu_{ij}) \) are the electric permittivity and the magnetic permeability of the media, respectively; \( \sigma^E = (\sigma^E_{ij}), \nu^E(x,t) \) are the electric conductivity
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that characterizes the current density and the displacement susceptibility kernel function, respectively;

\[ \sigma^H = (\sigma^H), \nu^H(x, t) \] are the magnetic conductivity that characterizes the current density and the magnetic susceptibility, respectively. These are \( 3 \times 3 \) positive-definite matrix-valued functions of position \( x \in \mathbb{R}^3 \) in heterogeneous media. In the homogeneous case they are independent of \( x \). In the isotropic case these parameters are scalars or diagonal matrices.

In this paper, we assume that \( \sigma^H = \nu^H = 0 \). From (1)-(3), by eliminating the magnetic field \( \mathbf{H} \), we obtain

\[
\begin{align*}
\epsilon(x) \frac{\partial^2 \mathbf{E}(x, t)}{\partial t^2} + \left( \sigma^E(x) + \nu^E(x, 0) \right) \frac{\partial \mathbf{E}(x, t)}{\partial t} + \nabla \times (\mu^{-1}(x) \nabla \times \mathbf{E}) \\
+ \frac{\partial \nu^E}{\partial t}(x, 0) \mathbf{E}(x, t) + \int_0^t \frac{\partial^2 \nu^E(x, t - \tau)}{\partial t^2} \mathbf{E}(x, \tau) d\tau = - \frac{\partial}{\partial t} f(x, t),
\end{align*}
\]

where \( \mu^{-1}(x) \) denotes the inverse matrix of \( \mu(x) \).

Suppose that \( \Omega \subset \mathbb{R}^3 \) is a bounded polygonal convex domain or a smooth domain with a Lipschitz continuous boundary \( \partial \Omega \) with a periodic microstructure as illustrated in Fig.1 (a) and (b). For convenience, we replace \( \nabla \times \mathbf{u} \) with \( \text{curl} \mathbf{u} \). We then consider the following Maxwell’s equations with rapidly oscillating coefficients:

\[
\left\{ \begin{array}{l}
B(x) \frac{\partial^2 \mathbf{E}^\varepsilon(x, t)}{\partial t^2} + C(x) \frac{\partial \mathbf{E}^\varepsilon(x, t)}{\partial t} + G(x) \mathbf{E}^\varepsilon(x, t) + \text{curl}(A(x) \text{curl} \mathbf{E}^\varepsilon(x, t)) \\
+ \int_0^t K(\frac{x}{\varepsilon}, t - \tau) \mathbf{E}^\varepsilon(x, \tau) d\tau = f(x, t), \quad (x, t) \in \Omega \times (0, T) \\
\mathbf{E}^\varepsilon \times \mathbf{n} = 0, \quad (x, t) \in \partial \Omega \times (0, T) \\
\mathbf{E}^\varepsilon(x, 0) = \mathbf{E}_0(x), \quad \frac{\partial \mathbf{E}^\varepsilon(x, 0)}{\partial t} = \mathbf{E}_1(x),
\end{array} \right.
\]

Here \( \varepsilon \) denotes a small periodic parameter, which is the relative size of the unit cell. The matrix-valued functions \( A(x), B(x), C(x), G(x), K(x, t - \tau) \), and the vector-valued functions \( f(x, t), \mathbf{E}_0(x), \mathbf{E}_1(x) \) are known functions, \( \mathbf{n} = (n_1, n_2, n_3) \) is the outward unit normal to \( \partial \Omega \).

We first define the \text{curl} of a distribution \( \mathbf{u} = (u_1, u_2, u_3) \) of \( D'(\Omega)^3 \) by

\[
\text{curl} \mathbf{u} = \left( \frac{\partial u_3}{\partial x_2} - \frac{\partial u_2}{\partial x_3}, \frac{\partial u_1}{\partial x_3} - \frac{\partial u_3}{\partial x_1}, \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \right).
\]
Let the space $\mathbf{H}(\text{curl}; \Omega)$ be
\[
\mathbf{H}(\text{curl}; \Omega) = \{ \mathbf{u} \in (L^2(\Omega))^3; \text{curl } \mathbf{u} \in (L^2(\Omega))^3 \}
\]
with the norm
\[
\| \mathbf{u} \|_{\mathbf{H}(\text{curl}; \Omega)} = \left( \| \mathbf{u} \|^2_{(L^2(\Omega))^3} + \| \text{curl } \mathbf{u} \|^2_{(L^2(\Omega))^3} \right)^{1/2},
\]
and
\[
\mathbf{H}_0(\text{curl}; \Omega) = \text{closure of } (C_0^\infty(\Omega))^3 \text{ in } \mathbf{H}(\text{curl}; \Omega),
\]
or
\[
\mathbf{H}_0(\text{curl}; \Omega) = \{ \mathbf{u} \in \mathbf{H}(\text{curl}; \Omega); \mathbf{u} \times \mathbf{n}|_{\partial \Omega} = 0 \}.
\]
Set $S = \{(t, s) \in [0, T]^2; s \leq t \}$ and $S_D = \{(t, t) \in [0, T]^2 \}$. We introduce the following Sobolev spaces
\[
\mathcal{W}^{1,p}(S; X) = \{ \phi \in L^p(S; X); \frac{\partial \phi}{\partial t} \in L^p(S; X), \phi|_{S_D} \in L^p(0, T; X) \},
\]
\[
\mathcal{W}^{2,p}(S; X) = \{ \phi \in \mathcal{W}^{1,p}(S; X); \frac{\partial \phi}{\partial t} \in \mathcal{W}^{1,p}(S; X), \phi|_{S_D} \in \mathcal{W}^{1,p}(0, T; X) \},
\]
where $X$ is a Banach space, the space $\mathcal{W}^{1,p}(S; X)$ and $\mathcal{W}^{2,p}(S; X)$ are respectively equipped with the norms
\[
\| \phi \|_{1,p, X} = \| \frac{\partial \phi}{\partial t} \|_{L^p(S; X)} + \| \phi \|_{S_D} \|_{L^p(0, T; X)},
\]
\[
\| \phi \|_{2,p, X} = \| \frac{\partial \phi}{\partial t} \|_{1,p, X} + \| \phi \|_{S_D} \|_{\mathcal{W}^{1,p}(0, T; X)}.
\]

We make the following assumptions:
(A1) Let $\xi = \varepsilon^{-1} x$, and assume that the elements of the matrices $A(\xi)$, $B(\xi)$, $C(\xi)$, $G(\xi)$, $K(\xi, t - \tau)$ are 1-periodic in $\xi$.
(A2) The matrices $A(\xi)$ and $B(\xi)$ are symmetric and positive-definite.
(A3) $A$, $B$, $C$, $G \in L^\infty(\Omega; R^{3 \times 3})$, $K \in \mathcal{W}^{2,p}(S; L^\infty(\Omega; R^{3 \times 3}))$, and $f \in \mathcal{W}^{1,1}(0, T; L^2(\Omega; R^3))$, $\mathbf{E}_0 \in \mathbf{H}_0(\text{curl}; \Omega)$, $\mathbf{E}_1 \in (L^2(\Omega))^3$.

Lemma 1.1 (see [3], Proposition 1) Under the assumptions of (A2)–(A3), problem (5) has a unique solution $\mathbf{E}^\varepsilon \in \mathcal{W}^{1,\infty}(0, T; L^2(\Omega; R^3)) \cap L^\infty(0, T; \mathbf{H}_0(\text{curl}; \Omega))$ that satisfies the following bounds:
\[
\| \mathbf{E}^\varepsilon \|_{L^\infty(0, T; \mathbf{H}_0(\text{curl}; \Omega))} + \| \partial_t \mathbf{E}^\varepsilon \|_{L^\infty(0, T; L^2(\Omega; R^3))} \\
\leq C \left( \| f \|_{\mathbf{H}_0(\text{curl}; \Omega)} + \| \mathbf{E}_0 \|_{\mathbf{H}_0(\text{curl}; \Omega)} + \| \mathbf{E}_1 \|_{L^2(\Omega)^3} \right),
\]
where $C$ is a constant independent of $\varepsilon$, $\partial_t \mathbf{E}^\varepsilon$ denotes the derivative of $\mathbf{E}^\varepsilon$ with respect to $t$.

Since problems (5) is an integro-differential equations with rapidly oscillating coefficients, a direct computation of (5) is extremely difficult, because it would require both a fine mesh and a lot of memory storage. Homogenization is a process in which the composite materials having a microscopic structure are replaced with an equivalent material having macroscopic properties. In this process of homogenization the rapidly oscillating coefficients are replaced by new effective constant coefficients. For the homogenization method of the Maxwell’s equations in different media, there are a number of theoretical results, see [3, 11, 13, 23, 24]. Numerous numerical results have shown that the numerical accuracy of the homogenization method may not be satisfactory if $\varepsilon$ is not sufficiently small. We can expect that the multiscale method for Maxwell’s equations in composite materials is of crucial interest (see, e.g., [25, 3, 4, 5]). However, generally speaking, we can not directly use the classical multiscale asymptotic expansions to solve problem (5), due to...
the emergence of the memory terms. Sheen et al.([21], [14], [15]) employ Laplace transforms to solve an integro-differential equation of parabolic type, and develop a numerical method for computing the inverse Laplace transform. In engineering applications, Tzou [22] also presents a quadrature formula for calculating the inverse Laplace transform. Numerous numerical results show Tzou’s method remains competitive with other methods, see [22, 26].

This paper discusses the multiscale computation for problem (5) in specific case, see Section 2. The key steps addressed in the present paper are the application of the Laplace transform to convert problem (5) into stationary Maxwell’s equations, to present the multiscale asymptotic expansion for the latter case, then to use the inverse Laplace transform to obtain the approximate solution of (5), where we employ Tzou’s method for computing the inverse Laplace transform.

We organize this paper as follows. In Section 2, we develop the multiscale asymptotic expansion of the solution for the stationary Maxwell’s equations by applying a Laplace transform to problem (5). Section 3 is devoted to the finite element computations for related problems and the multiscale finite element method for the stationary Maxwell’s equations. In Section 4, we introduce the inverse Laplace transform and the Riemann-sum approximation, then obtain the multiscale approach for the original problem (5). Finally, numerical case studies are reported, and the simulations confirm the validity of the multiscale numerical algorithm presented in this paper.

Throughout the paper the Einstein summation convention on the repeated indices is adopted. By $C$ we denote a positive constant independent of $\varepsilon$ without distinction.

2. Stationary Maxwell’s equations and the Multiscale Asymptotic Expansion

2.1. Stationary Maxwell’s equations. To begin, we introduce the Laplace transform on both sides of (5) and obtain

\[
(5) \quad \text{has a Laplace transform for all } p \quad \text{Re} \quad C \quad \text{dices is adopted. By}
\]

To begin, we introduce the Laplace transform to problem (5). Section 3 is devoted to the finite element approach for the original problem (5). Finally, numerical case studies are reported, and the simulations confirm the validity of the multiscale numerical algorithm presented in this paper.

Throughout the paper the Einstein summation convention on the repeated indices is adopted. By $C$ we denote a positive constant independent of $\varepsilon$ without distinction.

2. Stationary Maxwell’s equations and the Multiscale Asymptotic Expansion

2.1. Stationary Maxwell’s equations. To begin, we introduce the Laplace transform on both sides of (5) and obtain

\[
(7) \quad \begin{cases}
\left( p^2 B(\frac{X}{\varepsilon}) + pC(\frac{X}{\varepsilon}) + G(\frac{X}{\varepsilon}) + \hat{K}(\frac{X}{\varepsilon}, p) \right) \vec{E}^\varepsilon(x, p) + \text{curl} \left( A(\frac{X}{\varepsilon}) \text{curl} \vec{E}^\varepsilon(x, p) \right) \\
\vec{E}^\varepsilon(x, p) \times n = 0, \quad x \in \partial \Omega, \quad p \geq p_0 > 0,
\end{cases}
\]

where $\vec{E}^\varepsilon(x, p) = \mathcal{L}(\vec{E}^\varepsilon(x, t)), \hat{f}(x, p) = \mathcal{L}(f(x, t)), \hat{K}(\frac{X}{\varepsilon}, p) = \mathcal{L}(K(\frac{X}{\varepsilon}, t)).$

Remark 2.1 Existence and uniqueness of the solution for problem (7) can be determined for any fixed $p \geq p_0 > 0$ based on Proposition 5 of [3]. Furthermore, we have

$\vec{E}^\varepsilon \in L^\infty(p_0, \infty; H_0(\text{curl}; \Omega))$ and the uniform bounds

\[
\|\vec{E}^\varepsilon(x, p)\|_{L^2(\Omega)} \leq \frac{C}{p}, \quad \|\text{curl} \vec{E}^\varepsilon(x, p)\|_{L^2(\Omega)} \leq C, \quad \forall p \geq p_0 > 0,
\]

where $C$ is a constant independent of $p$.

2.2. Multiscale asymptotic expansion. In this section, we will study the multiscale asymptotic expansion of the solution to problem (7). We state that this is a
We next define the matrix-valued cell functions $\Theta_1$ where the homogenized coefficients matrix $\hat{\Theta}_1$ is computed by

$$\hat{\Theta}_1 = \int_Q \left( A(\xi) + A(\xi) \cdot \Theta_1(\xi) \right) d\xi, \quad Q = (0, 1)^3.$$  

We next define the matrix-valued cell functions $\Theta_2(\xi) = (\Theta_1(\xi), \Theta_2(\xi), \Theta_3(\xi))$.

**Remark 2.2** Existence and uniqueness of the cell functions $\Theta_1(\xi), \Theta_2(\xi), q = 1, 2, 3$ can be established. For more details, please refer to [4].
Following the approach of [2, 4], we obtain the homogenized Maxwell's equations associated with problem (8) as follows:

\[
\begin{align*}
\text{curl}(\hat{A} \text{curl} \hat{E}_0(x, p)) + (p^2 + p + 1 + \hat{K}(p))\hat{E}_0(x, p) \\
= \hat{f}(x, p) + (1 + p)E_0(x) + E_1(x), \quad x \in \Omega \\
\hat{E}_0(x, p) \times n = 0, \quad x \in \partial\Omega,
\end{align*}
\]

where \(n = (n_1, n_2, n_3)\) is the outward unit normal to \(\partial\Omega\).

**Remark 2.3** It can be proved that the homogenized coefficients matrix \(\hat{A}\) is symmetric and positive-definite. Existence and uniqueness of the solution to problem (14) can be established on the basis of Proposition 5 of [3], for any fixed \(p \geq p_0 > 0\).

3. The Edge Finite Element Computations for Related Problems

3.1. The adaptive edge finite element method for computing cell functions \(\Theta^q_i(\xi)\).

\(\Theta^q_0(\xi)\) for \(q = 1, 2, 3\). The variational problem of (10) is to find \(\Theta^q_i(\xi) \in H_0(\text{curl}; Q)\) such that

\[
b(\Theta^q_i, v) = -\int_Q A(\xi)\varepsilon_q \cdot \text{curl}_\xi v(\xi) d\xi, \quad \forall v \in H_0(\text{curl}; Q), \quad q = 1, 2, 3,
\]

where we set the bilinear form

\[
b(u, v) = \int_Q A(\xi)\text{curl}_\xi u(\xi) \cdot \text{curl}_\xi v(\xi) d\xi,
\]

the scalar product \(u \cdot v = u_1v_1\) and the reference cell \(Q = (0, 1)^3\).

We employ an adaptive multilevel method presented in [7]. In solving (11) and (12), we apply the same mesh as (10). We introduce some notation: Let \(T_k\) be a sequence of tetrahedrons of the reference cell \(Q\) and \(F_k\) be the set of faces not lying on \(\partial Q\), \(k \geq 0\). The finite element space \(U_k\) over \(T_k\) is defined by

\[
U_k = \{ v \in H(\text{curl}; Q) : v \times v|_{\partial Q} = 0 \quad \text{and} \quad v|_T = a_T + b_T \times x \quad \text{with} \quad a_T, b_T \in R^3, \quad \forall T \in T_k \}.
\]

Degrees of freedom on every \(T \in T_k\) are \(\int_{E_i} v \cdot dl, i = 1, \ldots, 6\), where \(E_1, \ldots, E_6\) are the six edges of \(T\). For any \(T \in T_k\) and \(F \in F_k\), we denote the diameters of \(T\) and \(F\) by \(h_T\) and \(h_F\), respectively.

Let \(\Theta^q_{1,k}, q = 1, 2, 3\) denote the finite element approximate solutions of \(\Theta^q_i, q = 1, 2, 3\) in the finite element space \(U_k\), respectively. Then,

\[
b(\Theta^q_{1,k}, v_k) = -\int_Q A(\xi)\varepsilon_q \cdot \text{curl}_\xi v_k(\xi) d\xi, \quad \forall v_k \in U_k, \quad q = 1, 2, 3.
\]

Following Theorems 3.3 and 3.4 of [7], we give *a posteriori* error estimates for \(\Theta^q_i, q = 1, 2, 3\), as follows:

\[
\|\Theta^q_i(\xi) - \Theta^q_{1,k}(\xi)\|_{H^0(\text{curl}; Q)}^2 \leq C\left( \sum_{T \in T_k} \eta_T^2 + \sum_{F \in F_k} \eta_F^2 \right),
\]

where

\[
\eta_T^2 = h_T^2 \|\text{curl}_\xi A(\xi)\varepsilon_q + \text{curl}_\xi \left( A(\xi)\text{curl}_\xi \Theta^q_{1,k}(\xi) \right)\|_{0,T}^2
\]

\[
\eta_F^2 = h_F^2 \|A(\xi)\text{curl}_\xi \Theta^q_{1,k}(\xi) \times v\|_{0,F}^2.
\]

In order to compute \(\Theta^q_i(\xi)\) and \(\Theta^q_0(\xi)\), we need to solve problems (11) and (12) numerically. Define a linear finite element space over \(T_k\) given by

\[
S^0_k(Q) = \{ w_k \in C^0(\overline{Q}) : w_k|_T \in P_1, T \in T_k, w_k|_{\partial Q} = 0 \} \subset H^1_0(Q),
\]
where \( P_1 \) is the set of all piecewise linear polynomials.

The discrete variational problem of (11) is to find \( \zeta_q^b \in S_0^1(Q) \) such that
\[
\int_Q \nabla \zeta_q^b \cdot \nabla w_h \, d\xi = \int_Q \Xi_q(\xi) \cdot \nabla w_h \, d\xi, \quad \forall w_h \in S_0^1(Q), \quad q = 1, 2, 3,
\]
where \( \Xi_q(\xi) \) is given in (11).

A weak solution of the cell problem (12) is to find \( \Theta_q^b(\xi) \in H_0(\text{curl}; Q) \) such that
\[
b(\Theta_q^b, v) = -\int_Q A(\xi) \Theta_q^b(\xi) \cdot \text{curl} \xi v \, d\xi + \int_Q \Xi_q(\xi) \cdot v \, d\xi
- \int_Q \nabla \zeta_q^b(\xi) \cdot v_h \, d\xi, \quad \forall v \in H_0(\text{curl}; Q), \quad q = 1, 2, 3,
\]
where the bilinear form \( b(u, v) \) is defined in (16), \( \Theta_q^b(\xi), q = 1, 2, 3 \) are given in (10).

The discrete variational problem of (12) is to find \( \Theta_{1,k}^b \in U_k \) such that
\[
b(\Theta_{1,k}^b, v_k) = -\int_Q A(\xi) \Theta_{1,k}^b(\xi) \cdot \text{curl} \xi v_k \, d\xi + \int_Q \Xi_{1,k}^b(\xi) \cdot v_k \, d\xi
- \int_Q \nabla \zeta_{1,k}^b(\xi) \cdot v_k \, d\xi, \quad \forall v_k \in U_k, \quad q = 1, 2, 3,
\]
where
\[
\Xi_{1,k}^b(\xi) = -A(\xi) \text{curl} \zeta_{1,k}^b(\xi) - A(\xi) e_q + \hat{\Delta}^k e_q,
\]
\[
\hat{\Delta}^k = \int_Q |A(\xi) + A(\xi) \text{curl} \zeta_{1,k}^b(\xi)| \, d\xi,
\]
and
\[
\Theta_{1,k}(\xi) = (\Theta_{1,k}^1(\xi), \Theta_{1,k}^2(\xi), \Theta_{1,k}^3(\xi)).
\]

### 3.2. The edge finite element method for solving the homogenized Maxwell’s equations

We recall (13), (14) and (17). In practice, we need to solve the following modified homogenized Maxwell’s equations:
\[
\begin{align*}
\begin{cases}
\text{curl} (\hat{\Delta}^{bo} \text{curl} \hat{E}^0 (x,p)) + (p^2 + p + 1 + \hat{K}(p))\hat{E}^0 (x,p)
= \bar{f}(x,p) + (1 + p)E_0(x) + E_1(x), \quad x \in \Omega
\end{cases}
\end{align*}
\]

where \( \hat{\Delta}^{bo} = \int_Q |A(\xi) + A(\xi) \text{curl} \zeta_{1,bo}(\xi)| \, d\xi, \)

\( \Theta_{1,bo}(\xi) \) denotes the finite element solution of \( \Theta_{1}(\xi) \) and \( bo \) is the final mesh parameter of the adaptive finite element method for computing \( \Theta_{1}(\xi) \).

In this section, we discuss the finite element computation for the homogenized Maxwell’s equations (23) in a whole domain \( \Omega \). Let \( T^h = \{ e \} \) be a regular family of tetrahedrons of \( \Omega \) and \( h = \max \{ h_e \} \). We define the finite element space of \( H_0(\text{curl}; \Omega) \) consisting of the linear edge elements by
\[
X_h(\Omega) = \{ v_h \in H(\text{curl}; \Omega) : \quad v_h|_{e} \in R_1, \quad v_h \times n = 0 \text{ on } \partial \Omega \},
\]
where \( n \) is the outward unit normal to the boundary \( \partial \Omega \) and \( R_1 \) is defined in (5.32) of ([16], p.128).

The discrete variational form of problem (23) is the following:
\[
\begin{align*}
\begin{cases}
a(\hat{E}_h, v_h) + (p^2 + p + 1 + \hat{K}(p))\hat{E}^0_h, v_h
= (\bar{f} + (1 + p)E_0 + E_1, v_h), \quad \forall v_h \in X_h(\Omega),
\end{cases}
\end{align*}
\]
where

\begin{equation}
(26) \quad a(u, v) = \int_{\Omega} \hat{A}^{\alpha\beta} \text{curl} u \cdot \text{curl} v \, dx.
\end{equation}

Set \( P = p^2 + p + 1 + \hat{K}(p) = \alpha + i\beta \) and \( F = \hat{F} + (1 + p)E_0 + E_1 = f_1 + if_2 \), where \( i = \sqrt{-1} \). Let \( \{\phi_j(x)\}_{j=1}^N \) be a set of basis of \( X_h(\Omega) \) and \( \hat{E}_h(x, p) = \sum_{j=1}^N \chi_j \phi_j(x) \).

Then the discrete system (25) is equivalent to

\begin{equation}
(27) \quad \sum_{j=1}^N a(\varphi_j, \varphi_k) \chi_j + \sum_{j=1}^N P(\varphi_j, \varphi_k) \chi_j = (\mathbf{F}, \varphi_k), \quad k = 1, 2, \ldots, N.
\end{equation}

We denote by \( \hat{K}_h := (a(\varphi_j, \varphi_k))_{j,k} \) the stiffness matrix, \( M_h := ((\varphi_j, \varphi_k))_{j,k} \) the mass matrix, \( \chi_j = u_j + iv_j, \quad u = (u_1, \ldots, u_N)^T, \quad v = (v_1, \ldots, v_N)^T, \quad F_1 = ((f_1, \varphi_1), (f_2, \varphi_2), \ldots, (f_N, \varphi_N))^T, \quad F_2 = ((f_2, \varphi_1), \ldots, (f_2, \varphi_N))^T \). Therefore, we solve the linear system as follows:

\begin{equation}
(28) \quad \begin{pmatrix}
\hat{K}_h + \alpha M_h & -\beta M_h \\
\beta M_h & \hat{K}_h + \alpha M_h
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix}
= \begin{pmatrix}
F_1 \\
F_2
\end{pmatrix}.
\end{equation}

3.3. The multiscale finite element method for the stationary Maxwell’s equations. The multiscale numerical algorithm for the stationary Maxwell’s equations consists of the following steps:

**Step 1**: Compute the cell functions \( \Theta_1(\xi) \) and \( \Theta_2(\xi) \) defined in (10) and (12) in the reference cell \( Q \).

**Step 2**: Solve the modified homogenized stationary Maxwell’s equations (23) in the whole domain \( \Omega \) in a coarse mesh for any fixed \( p \geq p_0 > 0 \).

**Step 3**: Define the first-order and the second-order difference quotients, then replace \( \text{curl} \hat{E}^0(x, p), \text{curl}^2 \hat{E}^0(x, p) \) by them, where \( \hat{E}^0(x, p) \) is the solution of the modified homogenized stationary Maxwell’s equations (23).

Define the first-order \( \text{curl} \) difference quotients given by

\begin{equation}
(29) \quad \delta_c \hat{E}_h(N_m, p) = \frac{1}{\tau(N_m)} \sum_{\varepsilon \in \sigma(N_m)} \text{curl} \hat{E}_h|_{\varepsilon}(N_m, p),
\end{equation}

where \( \sigma(N_m) \) is the set of elements with node \( N_m \), \( \tau(N_m) \) is the number of elements of \( \sigma(N_m) \), \( \text{curl} \hat{E}_h(N_m, p) \) is the value of the \( \text{curl} \) at node \( N_m \) associated with element \( \varepsilon \).

The second-order difference quotients are given as follows:

\begin{equation}
(30) \quad \delta^2_c \hat{E}_h(N_m, p) = \frac{1}{\tau(N_m)} \sum_{e \in \sigma(N_m)} \sum_{j=1}^d \delta_{\varepsilon_j} \hat{E}_h(P_j, p) \text{curl} \psi_j|_{\varepsilon}(N_m),
\end{equation}

where \( d \) is the number of nodes on \( e \); \( P_j, j = 1, \ldots, d \) are the nodes of \( e \) and \( \psi_j, j = 1, \ldots, d \) are the Lagrange’s shape functions.

Define the multiscale numerical algorithm for the stationary Maxwell’s equations as follows

\begin{equation}
(31) \quad \hat{E}^{c, 1}_{h_{\alpha, \beta}}(x, p) = \hat{E}^0_h(x, p) + \varepsilon \Theta_{1, h_{\alpha, \beta}}(\xi) \delta_c \hat{E}_h(x, p),
\end{equation}

\begin{equation}
(31) \quad \hat{E}^{c, 2}_{h_{\alpha, \beta}}(x, p) = \hat{E}^0_h(x, p) + \varepsilon \Theta_{1, h_{\alpha, \beta}}(\xi) \delta_c \hat{E}_h(x, p) + \varepsilon^2 \Theta_{2, h_{\alpha, \beta}}(\xi) \delta^2_c \hat{E}_h(x, p),
\end{equation}
where $\hat{E}_h^0(x,p)$ is the finite element solution of $\hat{E}^0(x,p)$; $\Theta_{1,h_0}(\xi)$, $\Theta_{2,h_0}(\xi)$ are respectively the finite element solutions of $\Theta_1(\xi)$, $\Theta_2(\xi)$; $\delta \hat{E}_h^0(x,p)$, $\delta^2 \hat{E}_h^0(x,p)$ denote the interpolation functions of $\hat{E}_h^0(N_m,p)$, $\delta^2 \hat{E}_h^0(N_m,p)$, respectively.

4. The Inverse Laplace Transform and the Approximate Solution for the Original Problem

4.1. The inverse Laplace transform. Define the inverse Laplace transform of a function $\hat{u}(x,p)$ as follows:

$$u(x,t) = \mathcal{L}^{-1}(\hat{u}(x,p)) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \hat{u}(x,p)e^{pt}dp,$$

where $p = \gamma + \imath \epsilon$, $Re(p) > 0$, where $Re(p)$ denotes the real part of $p$.

To compute the inverse Laplace transform (32), we introduce the Riemann-sum approximation (see [22])

$$u(x,t) = e^{\gamma t} \left\{ \frac{1}{2} \hat{u}(x,\gamma) + Re \sum_{k=1}^{\infty} \hat{u}(x,\gamma + \frac{ik\pi}{t})(-1)^k \right\},$$

where $\gamma = \frac{4.7}{t}$.

In practice, we define the truncated function for the Riemann-sum approximation as follows:

$$u_M(x,t) = e^{\gamma t} \left\{ \frac{1}{2} \hat{u}(x,\gamma) + Re \sum_{k=1}^{M} \hat{u}(x,\gamma + \frac{ik\pi}{t})(-1)^k \right\}.$$  

4.2. The multiscale approach for the original problem (5). Once we obtain the numerical solutions $\hat{E}_h^0(x,p)$, $\hat{E}_{h_0,h}^s(x,p)$, $s = 1, 2$, we can apply the inverse Laplace transform to get the approximate solution of the original problem (5). For any fixed time $t = t^*$, we simultaneously solve a set of the homogenized Maxwell’s equations (23) with complex coefficients in a coarse mesh for different $p_k$, which are independent and may therefore be done in parallel. Here we choose $p_k = \frac{4.7}{t} + \frac{k\pi}{t}$, $k = 0, 1, 2, \cdots, M$.

Thanks to (31) and (34), we get the multiscale approximate solutions for the original problem (5) as follows:

$$E^0_{M,b0,h}(x,t^*) = \frac{e^{\gamma t^*}}{t} \left\{ \frac{1}{2} \hat{E}_h^0(x,p_0) + Re \sum_{k=1}^{M} \hat{E}_h^0(x,p_k) \right\},$$

$$E^1_{M,b0,h}(x,t^*) = \frac{e^{\gamma t^*}}{t} \left\{ \frac{1}{2} \hat{E}_h^0(x,p_0) + \varepsilon \Theta_{1,b_0}(\xi) \delta_0 \hat{E}_h^0(x,p_0) \right\}$$

$$+ Re \sum_{k=1}^{M} \hat{E}_h^0(x,p_k) + \varepsilon \Theta_{1,b_0}(\xi) \delta_0 \hat{E}_h^0(x,p_k)(-1)^k,$$

$$E^2_{M,b0,h}(x,t^*) = \frac{e^{\gamma t^*}}{t} \left\{ \frac{1}{2} \hat{E}_h^0(x,p_0) + \varepsilon \Theta_{1,b_0}(\xi) \delta_0 \hat{E}_h^0(x,p_0) + \varepsilon^2 \Theta_{2,b_0}(\xi) \delta^2_0 \hat{E}_h^0(x,p_0) \right\}$$

$$+ Re \sum_{k=1}^{M} \hat{E}_h^0(x,p_k) + \varepsilon \Theta_{1,b_0}(\xi) \delta_0 \hat{E}_h^0(x,p_k) + \varepsilon^2 \Theta_{2,b_0}(\xi) \delta^2_0 \hat{E}_h^0(x,p_k)(-1)^k,$$
where \( \tilde{E}_h^0(x, p_k) \), \( k = 0, 1, \cdots, M \) are the finite element solutions of problem (23) for different \( p_k \), \( k = 0, 1, \cdots, M \). The matrix-valued functions \( \Theta_{a, h_0}(\xi) = (\Theta^{a, h_0}_{1, h_0}(\xi), \Theta^{a, h_0}_{2, h_0}(\xi), \Theta^{a, h_0}_{3, h_0}(\xi)), \) \( \Theta_{b, h_0}(\xi) = (\Theta^{b, h_0}_{1, h_0}(\xi), \Theta^{b, h_0}_{2, h_0}(\xi), \Theta^{b, h_0}_{3, h_0}(\xi)) \), where \( \Theta^{a, h_0}_{1, h_0}(\xi), \Theta^{a, h_0}_{2, h_0}(\xi), \) \( q = 1, 2, 3 \) are the finite element solutions of cell problems (10) and (12). \( \delta \tilde{E}_h^0(x, p_k), \) \( \delta^2 \tilde{E}_h(x, p_k) \) are given in (29) and (30), respectively. \( h_0, h \) are respectively the mesh parameters of the reference cell \( Q \) and the whole domain \( \Omega \).

5. Numerical Case Studies

To validate the developed multiscale algorithm, we present numerical simulations for the following case studies. We consider the following 3-D time-dependent Maxwell’s equations in composite materials with memory effects as follows:

\[
\begin{aligned}
&\frac{\partial^2 E^\varepsilon}{\partial t^2} + \frac{\partial E^\varepsilon}{\partial t} + \nabla \times (A(x) \nabla \times E^\varepsilon) \\
&\quad + \int_0^t K(t-\tau) E^\varepsilon(x, \tau) d\tau = f(x, t), \quad (x, t) \in \Omega \times (0, T) \\
&E^\varepsilon \times n = 0, \quad (x, t) \in \partial \Omega \times (0, T) \\
&E^\varepsilon(x, 0) = E_0(x), \quad \frac{\partial E^\varepsilon}{\partial t}(x, 0) = E_1(x),
\end{aligned}
\]

(38)

**Example 5.1** We consider problem (38) and assume that a whole domain \( \Omega = (0, 1)^3 \) are shown as in Fig.1: (a) and (b). Let \( \varepsilon = \frac{1}{4}, T = 0.5, K(t) = e^{-t} \). Two cases are considered in our numerical simulations, and let \( a_{ij1} \) denote the value of \( a_{ij} \) in the inside cube of \( Q \), and \( a_{ij0} \) denote the value of \( a_{ij} \) in the other part of \( Q \).

**Case 5.1:** \( a_{ij0} = 1000 \delta_{ij}, a_{ij1} = \delta_{ij} \); \( f = (500 t, 500 t, 500 t)^T \).

**Case 5.2:** \( a_{ij0} = 1000 \delta_{ij}, a_{ij1} = \delta_{ij} \); \( f = (5000 t, 5000 t, 5000 t)^T \),

where \( \delta_{ij} \) is a Kronecker symbol, and \( a^T \) denotes the transpose of \( a \).

To show the numerical accuracy of the present method, we need to know the exact solution of problem (38). However, since it is extremely difficult to find out the exact solution of (38), we replace \( E^\varepsilon(x, t) \) by the numerical solution in a fine mesh. In a standard approach, we first apply the linear edge element method to get the semi-discrete system for problem (38), and then employ the backward Euler scheme to solve the system and the memory term (see [6]). We take the time step \( \Delta t = 0.005 \). Without confusion, \( E^\varepsilon(x, t) \) denotes the numerical solution of the original problem (38) in a fine mesh. It should be emphasized that this step is not necessary in real applications.

We recall that the key steps of the method presented in this paper are to apply the Laplace transform to convert problem (38) into the stationary problem (23), to use the multiscale numerical algorithm (31) to solve problem (23), then to employ the numerical formulas (35)-(37) for computing the inverse Laplace transform to get the approximate solutions of the original problem (38). It should be remembered that \( E_{M, h_0}^1(x, t), E_{M, h_0}^{\frac{1}{2}}(x, t), E_{M, h_0}^{\frac{3}{2}}(x, t) \) denote the homogenized numerical solution, the first-order and the second-order multiscale numerical solutions given in (35)-(37), respectively. Here we take \( M = 100 \).

We compare the approximate solutions \( E_{M, h_0}^0(x, t), E_{M, h_0}^{\frac{1}{2}}(x, t), E_{M, h_0}^{\frac{3}{2}}(x, t) \) with the numerical solution \( E^\varepsilon(x, t) \) of the original problem (38) in a fine mesh. The numerical results are illustrated in Table 2 and Figs. 2 and 3. The numbers of elements and the degrees of freedoms are listed in Table 1.
Table 1. Comparison of computational effort in Example 5.1

<table>
<thead>
<tr>
<th>number of elements</th>
<th>original equations</th>
<th>cell problem</th>
<th>homogenized equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>93750</td>
<td>750</td>
<td>12000</td>
<td></td>
</tr>
<tr>
<td>number of dof</td>
<td>115075</td>
<td>1115</td>
<td>29860</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the computational errors

<table>
<thead>
<tr>
<th>Case</th>
<th>$|e_0|_0$</th>
<th>$|e_1|_0$</th>
<th>$|e_2|_0$</th>
<th>$|e_0|_1$</th>
<th>$|e_1|_1$</th>
<th>$|e_2|_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 5.1</td>
<td>0.95791</td>
<td>0.9565</td>
<td>0.3479</td>
<td>3.3374</td>
<td>3.1713</td>
<td>0.5733</td>
</tr>
<tr>
<td>Case 5.2</td>
<td>2.3747</td>
<td>2.3723</td>
<td>0.2618</td>
<td>12.5537</td>
<td>11.9917</td>
<td>0.5282</td>
</tr>
<tr>
<td>Case 5.3</td>
<td>2.2217</td>
<td>2.2216</td>
<td>0.4241</td>
<td>5.5493</td>
<td>5.1159</td>
<td>0.6535</td>
</tr>
<tr>
<td>Case 5.4</td>
<td>8.7191</td>
<td>8.7013</td>
<td>0.3718</td>
<td>23.4211</td>
<td>21.6238</td>
<td>0.6235</td>
</tr>
</tbody>
</table>

We introduce the notation: $\|u\|_0 = \|u\|_{L^2(0,T; L^2(\Omega)^3)}$, $\|u\|_1 = \|u\|_{L^2(0,T; H(\text{curl},\Omega))}$,

$$
e_0(x, t) = E^e(x, t) - E^0_{M, ho, h}(x, t),$$

$$
e_1(x, t) = E^e(x, t) - E^{1, e}_{M, ho, h}(x, t),$$

$$
e_2(x, t) = E^e(x, t) - E^{2, e}_{M, ho, h}(x, t),$$

and

$$\text{error1} = \frac{\|e_0\|_{L^2(0,T)^3}}{\|E^e\|_{L^2(0,T)^3}}, \quad \text{error2} = \frac{\|e_1\|_{L^2(0,T)^3}}{\|E^e\|_{L^2(0,T)^3}},$$

$$\text{error3} = \frac{\|e_2\|_{L^2(0,T)^3}}{\|E^e\|_{L^2(0,T)^3}}, \quad \text{error4} = \frac{\|e_0\|_{H(\text{curl},T)}}{\|E^e\|_{H(\text{curl},T)}},$$

$$\text{error5} = \frac{\|e_1\|_{H(\text{curl},T)}}{\|E^e\|_{H(\text{curl},T)}}, \quad \text{error6} = \frac{\|e_2\|_{H(\text{curl},T)}}{\|E^e\|_{H(\text{curl},T)}}.$$

The relative numerical errors of the homogenization method, the first-order and the second-order asymptotic multiscale methods in the $L^2(0,t; (L^2(\Omega)^3)$-norm and in the $L^2(0,t; H(\text{curl},\Omega))$-norm for Cases 5.1 and 5.2 are shown in Table 2.

Fig.2: (a)-(d) show the evolution of the relative errors for Cases 5.1 and 5.2 in $(L^2(\Omega)^3)$-norm and in $H(\text{curl},\Omega)$-norm with respect to time $t$, $0 \leq t \leq 0.5$. The figures also reveal that the errors do not grow with time $t$, and this clearly demonstrates that our method is stable for long time simulations.

Fig.3 (a)-(h) show the numerical results for $E^e(x, t), E^{e, 1}_{M, ho, h}(x, t), E^{e, 2}_{M, ho, h}(x, t)$ and $E^{0}_{M, ho, h}(x, t)$ at time $T = 0.5$ at the intersection $x_3 = 0.5$ for Case 5.1, where $M = 100$.

**Example 5.2** We consider problem (38), where a whole domain $\Omega$ and the reference cell $Q$ are as shown in Fig.4: (a) and (b). There is an ellipsoid inclusion in $Q$, and the equation of the ellipsoid is given by

$$\frac{(\xi_1 - 0.5)^2}{0.16} + \frac{(\xi_2 - 0.5)^2}{0.16} + \frac{(\xi_3 - 0.5)^2}{0.16} = 1.$$

Two cases are considered in our numerical simulations. Let $a_{ij}$ denote the value of $a_{ij}$ in the inside ellipsoid of $Q$ and $a_{ij, 0}$ be the value of $a_{ij}$ in the other part of $Q$. The Kronecker symbol $\delta_{ij}$ and $\mathbf{a}^T$ are defined as in Example 5.1, and we set $\varepsilon = \frac{1}{10}, T = 0.8$.

**Case 5.3:** $a_{ij, 0} = 100\delta_{ij}, a_{ij} = \delta_{ij}; \quad f = (500, 500, 500)^T$. 
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Figure 2. In Case 5.1: (a) the evolution of relative errors in the \( (L^2(\Omega))^3 \)-norm; (b) the evolution of relative errors in the \( H(\text{curl}; \Omega) \)-norm. In Case 5.2: (c) the evolution of relative errors in the \( (L^2(\Omega))^3 \)-norm; (d) the evolution of relative errors in the \( H(\text{curl}; \Omega) \)-norm.

Table 3. Comparison of computational effort in Example 5.2

<table>
<thead>
<tr>
<th></th>
<th>original equations</th>
<th>cell problem</th>
<th>homogenized equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of elements</td>
<td>253987</td>
<td>3542</td>
<td>48000</td>
</tr>
<tr>
<td>number of dof</td>
<td>298963</td>
<td>4319</td>
<td>59660</td>
</tr>
</tbody>
</table>

Case 5.4: \( a_{ij0} = 1000 \delta_{ij}, a_{ij1} = \delta_{ij}; \quad f = (5000t, 500t, 500t)^T \).

The numbers of the elements and the degrees of freedoms are listed in Table 3. We take the time step \( \Delta t = 0.005 \).

The relative numerical errors of the homogenization method, the first-order and the second-order asymptotic multiscale methods in the \( L^2(0, t; (L^2(\Omega))^3) \)-norm and in the \( L^2(0, t; H(\text{curl}; \Omega)) \)-norm for Cases 5.3 and 5.4 are listed in Table 2. The evolution of the relative errors for Cases 5.3 and 5.4 in the \( L^2(0, t; (L^2(\Omega))^3) \)-norm and in the \( L^2(0, t; H(\text{curl}; \Omega)) \)-norm are illustrated in Fig.5.

In Fig.6:(a)-(h), the numerical results for solutions \( E^{1}(x, t), E^{1,1}_{M, h_0, h}(x, t), E^{2,1}_{M, h_0, h}(x, t) E^{3,2}_{M, h_0, h}(x, t) \) at time \( T = 0.5 \) at the intersection \( x_3 = 0.5 \) for Case 5.3, where \( M = 100 \).
Figure 3. In Case 5.1: (a) The first component of the solution $E^z$ in a fine mesh; (b) the first component of the first-order multiscale numerical solution $E_M^{z,1}_{M,h_0,h}$; (c) the first component of the second-order multiscale numerical solution $E_M^{z,2}_{M,h_0,h}$; (d) the first component of the homogenized solution $E_M^{0}_{M,h_0,h}$ in a coarse mesh. In Case 5.1: (e) The third component of the solution $E^z$ in a fine mesh; (f) the third component of the first-order multiscale numerical solution $E_M^{z,1}_{M,h_0,h}$; (g) the third component of the second-order multiscale numerical solution $E_M^{z,2}_{M,h_0,h}$; (h) the third component of the homogenized solution $E_M^{0}_{M,h_0,h}$ in a coarse mesh.
Figure 4. (a) Domain Ω; (b) the reference cell $Q$.

Figure 5. In Case 5.3: (c) the evolution of relative errors in the $(L^2(Ω))^3$-norm; (f) the evolution of relative errors in the $H(curl; Ω)$-norm. In Case 5.4: (a) the evolution of relative errors in the $(L^2(Ω))^3$-norm; (b) the evolution of relative errors in the $H(curl; Ω)$-norm;

Remark 5.1 From the results presented in Table 2 and Figs. 2-3 and 5-6, we observe that when the difference between various materials is large, the homogenization method and the first-order multiscale method fail to provide satisfactory
Figure 6. In Case 5.3: (a) The second component of the solution $E^\varepsilon$ in a fine mesh; (b) the second component of the first-order multiscale numerical solution $E_{M,h_0,h}^{\varepsilon,1}$; (c) the second component of the second-order multiscale numerical solution $E_{M,h_0,h}^{\varepsilon,2}$; (d) the second component of the homogenized solution $E_{M,h_0,h}^{0}$ in a coarse mesh. In Case 5.3: (e) The third component of the solution $E^\varepsilon$ in a fine mesh; (f) the third component of the first-order multiscale numerical solution $E_{M,h_0,h}^{\varepsilon,1}$; (g) the third component of the second-order multiscale numerical solution $E_{M,h_0,h}^{\varepsilon,2}$; (h) the third component of the homogenized solution $E_{M,h_0,h}^{0}$ in a coarse mesh.
results. The second-order multiscale approach is clearly the best among the computation schemes studied in this paper.

Conclusions In this paper, we discussed the multiscale method for the time-dependent Maxwell’s equations with memory effects in composite materials. Numerical simulations were carried out to validate the multiscale numerical algorithm in the present paper. It should be emphasized that our method has two advantages: First, we can present the multiscale approach for the time-dependent Maxwell’s equations with memory effects. Second, we can solve a finite set of stationary Maxwell’s equations on separate processors. In contrast, the normal step-by-step time-marching methods for the evolution equations are not easily parallelizable.
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