INTERNATIONAL JOURNAL OF © 2012 Institute for Scientific
NUMERICAL ANALYSIS AND MODELING Computing and Information
Volume 9, Number 2, Pages 304—-311

REALIZATION OF A TRI-VALUED PROGRAMMABLE
CELLULAR AUTOMATA
WITH TERNARY OPTICAL COMPUTER

JUN-JIE PENG, LIANG TENG, AND YT JIN

Abstract. A TPCA (tri-valued programmable cellular automata) is proposed in this paper.
Implemented based on TOC (Ternary Optical Computer) the TPCA has three advantages over
other automata, that is the high programmability, the parallelism of computing and the tri-valued
logic implementation. The programmability means that the transformation rules of each cell in
CA can be modified at will and be any functions both linear and nonlinear. The parallelism comes
from the advantage of optical computing and it can guarantee that CA even with very large-scale
can be constructed in parallel and efficient. And the tri-valued implementation would make the
CA be more flexible and complex than the counterparts in binary. Combining the characteristics
of TOC, the TPCA is discussed in detail. Studied results show that the time complexity has
nothing to do with the number of the cells in CA and it is just related to the complexity of
the transformation functions. This means that it would be easy to construct more powerful and
complicated CA and be widely used in many other fields.

Key words. Cellular Automata, Ternary Optical Computer, Parallel Computing, and Tri-valued
Logic.

1. Introduction

Cellular automaton (CA) was put forward by J.von Neumann and Stanislaw
Ulam in Mid-20th century, it is a discrete model that consists of a regular grid of
cells, each in one of a finite number of states. Since the setup of the CA theory,
much attention has been focused on it. Because of the diversity of its statuses and
the simplicity of the forms of the transformation rules, CA has been widely studied
and applied in considerable fields with varieties of purposes, say in parallel com-
puting model, traffic simulation model, encryption system [1], Built-In Self-Test
[2] and so on. Though all these researches and applications are interesting, there
is a limitation in common, that is the transformation rules applied to the cells
of CA are invariable in the whole transformation process. This would make that
the application of CA just suit to be used in the relatively limited and simple areas.

In order to solve more complicated problems, it need to make the cells of CA
change following with different rules and the transformation rules can be arbitrary.
For example, when construct an adaptive feedback control system, it is needed to
modify the transformation rule based on the result of the pre-step. The other prob-
lem is the computational speed. Because of the characteristics of CA, it is possible
to compute large-scale CA in parallel.
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In 2000, Prof. Yi Jin from Shanghai University proposed the framework of TOC
[3][5][6]. Since then, much research has done and many breakthroughs of TOC
have been obtained which include the architecture of TOC, the theory of encod-
ing and decoding, Principles of MSD adder in TOC[4] and decrease-radix design
principle[10] and so on. Based on all these researches, especially the tri-valued logic
optical computing system [7][8][9], a method that can be used to design highly con-
trollable tri-valued cellular automata (TPCA) is put forward. Combined with the
characteristics of CA and optical computing of TOC, the TPCA proposed not only
can be used to do computation in parallel, but also can be reconfigured and pro-
grammable according to the users’ requirements.

The paper is organized as follows: After a brief introduction of TPCA, the
following section gives a brief review of the basic concepts the TOC computing
platform and the theory of CA. Section 3 discusses the implementation of the
computing parallelism and programmability of TPCA in detail. Section 4 is the
experiment and results and section 5 is the analysis and conclusion remark.

2. Basic Concepts

2.1. Ternary Optical Computer. TOC is an opto-electronic hybrid parallel
computer. Built based on the ternary number system, the TOC expresses the
processed information with three states of light, that is the dark state, the vertical
polarized state and horizontal polarized state. In the implementation, liquid crystal
devices (LCD) together with polarizers are used as the optical encoder, processor
and decoder. Where the encoder is mainly used to encode the natural light into
the three operable states available in the TOC. The processor is mainly used to
process the user’s request and output the results. And the decoder is to try to
decode the computation results from the unreadable format into more easily un-
derstandable format. They all belong to the optical operation components. Besides
these components, the control of the rotation of polarizers, the synchronization of
different components and the storage to the processed results are all implemented
on an embedded system, and human machine interface, the monitor and display of
the results are implemented on a host.

In 2008, Dr. Junyong Yan et al. discovered the decrease-radix design principle
[10]. In this principle, they put forward a normative method that can be use to
reconstruct any kinds of calculate unit in TOC with the 18 kinds of basic units.
This is a very important discovery. Following the principle together with the optical
computing characteristics of TOC, a new complex CA that can be used to do the
computation in parallel is put forward which means it will be very promising in the
complex applications of CAs.

2.2. Cellular Automata. In the 1950s, John Von Neumann [11][12] firstly in-
troduced some kinds of CAs which are discrete dynamical systems with simple
construction and complex and variable behaviors. In order to study the CA by
mathematical tools, many researchers have used the symbol vector (Lg4,S, N, f)
to describe CA. Where L expresses the space of cells and d is the number of the
dimension of the space. All of the possible states of one cell consist of the set of S.
N is an arrangement of the neighboring cells, such as the N = (sp,, 8p,, - - » Spi| ),
where the p is the index of neighboring cell,s,, means the state of the neighbor-
ing cell which is indexed by pi,and the |N| is the number of elements in N. The
symbol f is the transformation function which determines the next state of some
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specific cells, and the usual form is f(; j)(Sp, s Spas - Sp;x ), Where (i,j) is used to
distinguish the difference of the transformation function of the cells. As mentioned
in the system of TPCA, each cell has an unique transformation function.

Generally, there are mainly two methods to implement a CA, one is to use VLSI
and the other is to simulate by software. The advantage of VLSI method is that it
has the high computation efficiency. However, it also has its disadvantage. Say, if
f is set and the VLSI has been made, it is substantially difficult to change the f to
construct any other kind of CA. The second method is a serial process, it is need
to calculate the f of all cells one by one, therefore when the number of the CA is
large, the computation of CA will be much inefficient.

3. TPCA on TOC

3.1. Tri-valued Logic Operations between Matrices. The set S is a tri-
valued set consisted of 0,1 and 2, that is {0,1,2}. Based on the set S, there are
altogether 19683 kinds of binary tri-valued logic operations. All of these operations
can be implemented on TOC. To increase the index efficiency, each of these logic
operations is allocated an indexical number, all in decimal.

Table(1) presents a binary tri-valued truth table. Where ag through ag are
the nine values numbered following the rules as table 1 shows. With all these
numbers, the tri-valued index sequence of the truth table can be obtained as
agaraegsa4a302a1ag.

v, [0 1 2
0 apgp aip az
1 az Qa4 as
2 ag a7 as

TABLE 1 The truth table of a binary tri-valued table

Define M as the set of all logic operations.¥,, in Table(1) expresses a tri-valued
logic operation whose index is n. It can easily figure out that ¥,, belongs to M, or
W,, € M.For the convenience of discussion, the tri-valued sequence is transformed
into decimal number as .

k= Z ai3i.
i=0

Definition 3.1. If A,B are both mxn dimension matrices, a ), b j)are the ele-
ments of matrices and a(; j),bi ;) € {0,1,2},i € {0,1,--- ,m—1},5 € {0,1,--- ,n—
1},then the tri-valued logic operation between matrices A and B can be defined as
the formula 1 shows:

(1)

a0,00¥0,000,0  ao0,n¥00b01y a0 ¥o,n)bom
OB — a<1,0>‘1’<}70)b<170> ‘1(171)‘1’('1,1)17(1,1) . a(l,n)‘I’g,n)b(Ln)
@m,0) ¥ (m,0)0(m,0)  Am, )Y (m,1)0m1) 0 Amn) Y mn) Oim,n)

Where in formula(1),% 0y, ¥(0,1)," s Y(m,n) € M, and they all are tri-valued
logic operations that may be different or the same. ©® means the operation between
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two matrices A and B. As TOC can process hundreds of data-bit in one clock cycle,
the operation of CA can be processed in parallel.

3.2. Construction of TPCA. For the number of parameters of the CA is two,
it can consider that the cells are placed on a plain as matrix. The states of the
cells of the CA may be quite different from time to time. No matter how complex
the states may be, the transformation of cell from time t to t+1 can be described
by functions. It is assumed that the transformation function of (i,j) at time t is

fei.5)(Sp1s Spas ’SP\N\)'

The transformation function consists of two parts, that is the number of arrange-
ment of the neighboring cells N and the tri-valued logic operation sequence W/ ;).
Where the form of W(i,j) is (lI/(i,j)la ‘Il(z ) \I/( ), n = |N|, ‘Il(i,j)la Tty
\I/( e M.

J)20 ) n—1

5,5)n—1

In this paper, the process of all cells transforming from one state to another next
one is called one-step. In one-step, N must be the same, while the f¢; ;) can be
different from each other. It can be understood as that the parameters of f(; ;) is the
same while the tri-valued logic operation sequence (‘I/(i,j)l s Vi) Y(ig)my) bE
different. In the next one-step, the change of N will be considered. This will set
the CA be more flexible and controllable.

3.2.1. Arrangement of the neighboring cells N. As the parameters of f(; ;)
in the transformation is determined by the arrangement of the neighboring cells N,
it is quite necessary to discuss the details about how to index the neighboring cells
in the transformation of CA. Generally, the next state of any specific cell can be
determined by the states of its neighborhood cells. It is shown as table(2) which
presents the index rules of some specific cell between itself and its neighbors. Ac-
tually, the neighborhood cells could be much larger than that of table(2).

19 (110) 1112
23| 8| 1|2 ]13
221710 3|14
211 6 | 5| 4|15
201918 |17 16

TABLE 2 The index of neighborhood cells

Table(2) shows that if the next state of the cell (i,j) indexed by 0 will be calculated,
what is needed to focus on is the cells neighboring to 0 in the middle of table(2)
according to the number of arrangement in the real application. Firstly set the N,
say N (so, s3,s7) means that the next state of the cell is determined by the states
of itself, its right and left cells. In one-step, as IV of each cell is the same, the next
states of the cells can be determined according to the rules in table (2) indicates.
In the real case, there is one more thing should be noticed, that is the boundary
issue. For to some of the cells to be processed, their neighbors could be beyond the
boundary. To solve the issues like this, two methods work. One is simply set 0 to
the states of all of its neighbors, the other is try to cycle the boundary as the cell
to be a cycling one.



308 J. J. PENG, L. TENG, AND Y. JIN

3.2.2. Tri-valued logic operation sequence W, ;). To determine the transfor-
mation function, two things should be done as mentioned above. One is to set the
arrangement of the neighboring cells N and the other is to determine the tri-valued
logic operation sequence W(; ;). Obviously the N could be set as the above section
describes, this section will discuss the method how to determine the operation se-
quence W; .

There are altogether mxn functions f in the process of construction of TPCA
with two mxn dimension matrices. Each of the cell has a unique index f; ;) marked
by (i,j), where i € {0,1,--- ,m—1},7 € {0,1,--- ,n—1}. As N is the same in one-
step, to customize the fi, j) what is needed to do is to determine the tri-valued
logic operation sequence (\I/(i,j)plll(i,j)y ¥ 4),_,)- This can be implemented
by inserting W(; ;) into the vector (sp,,sp,," - ,sp‘N‘) . For example the trans-

formation function sﬁjjl) = Spo Wi i) 5ps Ui ), Sp, Mmeans the state of cell (ij) at

time t+1 is determined by itself \Ilfij)l , its \IlﬁZ j, Tight-neighbor and its \Ilfij)g
left-neighbor. The (s}, , s,,., 55, ) is the state of N, where s € S. \Iﬂzi,j)l : \Iﬂzi,jb € M.

The tri-valued logic operation sequence of all the cells consist of the © operation
sequence, such as (01, ,0,_1), n = |N|. O is a tri-valued logic operation matrix

with each element being a tri-valued logic operation.

Equation(2) is 4x4 CA with N to be (s, $3,57) and the © operation sequence
to be (©1,03) . The numbers in the Equation, such as 17139, are the index of the
corresponding tri-valued logic operation. Apply the analysis result discussed above,
it can easily obtain the W; ;) from the (©1,02) . Say W is (V17139, V15693),
the numbers indexed by (0,0) of the (04, 02).

The transformation operation of the state of CA can be defined as a number of ©
logic operations between matrices with operation sequence A101 4505 -+ A, _10,_1
A,. n = N. (01,cdots,©,_1)can be obtained as what is mentioned above, and
Ay, As, -+, A, is obtained by the dislocation superposition method which is dis-
cussed in detail hereinafter. The symbol of (L4, S, N, f) is a vector in CA. It is the
base to construct the TPCA and can be set as section 3.1 describes.

N = (s0, s5,57)

17139 9328 19540 15693
0, = 10578 17347 12985 18781
2) 18063 10786 12241 18123

15792 10057 11503 19599
15693 19540 9328 17139
12985 17347 10578 18781
10786 18063 18123 12241
15492 19599 11503 10057

3.3. Dislocation Superposition. Dislocation superposition is a novel method to
compute the transformation operation of CA in parallel. The first step is to store
the state of each cell of the CA to a matrix A, and set a(; ;) be the value of the cell
of the ith row and jth column.
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A0 | 0.1 | 802 | A40.3) A1) | o2 | 303 | A0y | | Coom | Coa | Coo | Co
Transform
m cycle
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Calculate ®

FIGURE 1. The method of superposition in dislocation

In this paper, the cycle boundary method is selected to deal with the boundary
issue. So, as it is showed in Figure 1, matrix A is transformed to the left in cycle
and become the matrix B. The next step is to compute AOB. Matrix C is the
result of each cell of matrix A calculated by its right neighbor cell. The element
of the tri-valued logic operation matrix © is determined by the method mentioned
above, say the © of the equation(2). The following step is to transfrom A in cycle
to the right and acquire matrix D, then do the operation COD .Where the tri-
valued logic operation matrix is also determined beforehand, such as the ©, in the
equation(2). The result is each cell of matrix A operated with its right neighbor
cell and its left neighbor one. According to this rule, it can implement the whole
operation with two steps, first try to compute the (L4, S, N, f) , then change the
(N, Wi j)) and do the operation again.

In order to validate the method proposed in the paper, an experiment is discussed
in section 4.

4. Experiment and Results

The TPCA operation is an iteration process, and each iteration include a whole
calculation process of A©B. The following section discusses the implementation of
the operation of A©B.

1
2
1

N OO

2
0
1

O =

0 2 0 2
TABLE 3. The state of one CA:d=2;5=0,1,2

Step 1: Set the states of all cells of the CA as Table(3) shows

Step 2: Customize the (L4, S, N, f) as equation(2) shows

Step 3: Compute © as Figure 1 and Figure 2 shows.

Step 4: If the iteration is finished, go to step 5, otherwise goto step 3.

Step 5: If all the computing is over , go to the Step 6, otherwise go to Step
2 to do the next computing.

Step 6: Output the result of the CA.
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The result is

2
1
1
1

N OO N
o O = O
NN

11021 1|1 (2|1

210011 11112

1j2]1]0 01122

02|02 2|11]01|0

Initial state of The result of calculate with Result of
CA below neighbor on TOC AGB

FIGURE 2. The process of A©Bon TOC

5. Analysis of the System

Implemented based on TOC (Ternary Optical Computer) the Tri-valued Pro-
grammable Cellular Automata has many advantages over other automata. Besides
its high programmability, the parallelism of computing and the tri-valued logic im-
plementation, its time complexity of the TPCA system is not related to the scale
of the TPCA. Tt is only relate to the N , it is O(|N|) . This is an interesting result.
For it can be easily used in much more complicated system without increase the
complexity of the computing effort. Furthermore, the transformation rules of every
cell can be customized. These characteristics can much improve the computing
speed and increase the complexity of the TPCA which guarantee it is suitable to
be used to in more complicated applications.
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