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A NUMERICAL APPROACH FOR SOLVING A CLASS OF
SINGULAR BOUNDARY VALUE PROBLEMS ARISING IN
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Abstract. In this paper, two numerical schemes for finding approximate solutions of singular two-
point boundary value problems arising in physiology are presented. While the main ingredient
of both approaches is the employment of cubic B-splines, the obstacle of singularity has to be
removed first. In the first approach, L’Hopital’s rule is used to remove the singularity due to
the boundary condition (BC) y’(0) = 0. In the second approach, the economized Chebyshev
polynomial is implemented in the vicinity of the singular point due to the BC y(0) = A, where A
is a constant. Numerical examples are presented to demonstrate the applicability and efficiency
of the methods on one hand and to confirm the second order convergence on the other hand.
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1. Introduction

Many numerical treatments for singular boundary value problems have emerged
in recent years. To mention few, Pandey and Singh [14] applied a finite differ-
ence method on a uniform mesh for a class of singular boundary value problem
(BVP), Kanth and Bhattacharya [12] employed B-spline functions after reducing
the nonlinear problem into a sequence of linear problems by using quesilinearization
techniques, and then modifying the resulting sets of differential equations around
the singular point. For a homogenous and linear singular BVP, Kadalbajoo and
Aggarwal [11] started by finding a series solution in the vicinity of the singularity
and then applying a cubic spline method for the remaining part of the interval.
The reader may also see [6] and [7] for extra readings.

In this paper, we will consider a more general nonlinear singular BVP of the
form

(1) (p(x)y') = p(x)f(z,y), =€ (0,1]
with boundary conditions (BC)

(2) y'(0)=0, ay(l)+py'(1) =~
(3) y(0) =4, ay(1)+8y'(1) =~
where

(4) p(x) = 2bg(x), = €[0,1]

here a > 0, 8 > 0 and A and ~ are finite constants. Also, the following restrictions
are imposed on p(z) and f(z,y) .
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(1) p(z) > 0 on [0,1], p(z) € C*(0,1], and 1/g(x) is analytic in {z s.t. |z] < r}
for some r > 1.

(II) f(z,y) € [0,1] x R, is continuous, Jf /0y exists, continuos, and nonnegative
for all (z,y) € [0,1] x R.

The existence-uniqueness of (1) has been established for BCs y(0) = A and
y(1) = B with 0 < b < 1, and BCs y'(0) = 0 and y(1) = B with b > 0, provided
that zp’/p is analytic in {z s.t. |z| < r} for some r > 1 [15-17].

The BVP (1) with BC (3) arises in the study of tumor growth problems [1-3,10]
where b=10,1,2, g(x) = 1, and f(z,y) is either linear or nonlinear of the form

(5) floy) = =2

y+r
and also arises in the study of a steady-state oxygen diffusion in a cell with Michaleis-
Menten uptake kinetics when b = 2 and g(x) =1 [13].
Also, a similar problem arises in the study of the distribution of heat sources in
the human head [8,9] where b = 2, g(z) = 1, and

(6) f(z,y) = =679, 6,6 > 0.

In this paper, we propose two numerical schemes to find approximate solutions
for (1) with BC (2), and for (1) with BC (3) for a wider range of b and for the
case where f(z,y) is nonlinear. The paper is outlined as follows: In section 2, we
describe the two methods for the two sets of boundary conditions (2) and (3). In
section 3, two applications to physiology are presented and the results are compared
to those obtained by [14], also the second-order of convergence will be verified as
was established by Ahlberg and Ito [4]. Some concluding remarks are summarized
in section 4.

0,k > 0.

2. Description of the method
Substituting the value of p(z) in (4) into (1), and algebraic manipulations yields

(7) Y+ (g + ZI((;U))) y = flz,y)

Each set of boundary conditions (2) and (3) will be treated separately.

2.1. L’Hopital’s rule and cubic B-splines. In this section, we discuss a method
for solving BVP (1) with BCs (2), which is analogous to, but more general than,
that introduced in [5].

To overcome the singularity at x = 0, we apply L’Hopital’s rule as x approaches

b
zero to the term —y’ in (7). So we obtain the boundary value problem
x

A AW
(8) y +(;+ng(z))y—F(x7y)
where
M ) 0
b—"— 1 ’y b -
and
p=bandn=1, x#0
(10) {,uanndnzb}rl, r=0
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Now we describe the B-spline collocation method to obtain an approximate solution
for problem (8) with BC (2). Consider the nodal points z; on the interval [a, b] where

a=20< 21 < ... < Tp_1<Tp=2>

Note that, if the nodal points are equidistant from each other, then we have

— % on the interval [a,b]. Let v(t) be

n
an approximate solution that satisfies the two boundary conditions (3) and written
as a linear combination of n + 3 shape functions given by

z; = th, ¢ = 0,1,2,....,n where h=

(11) b= 3 At

i=—3

where A;, i = —3,—2,--- ,n— 1 are unknown real coeflicients and the v;(z) are the
cubic B-splines functions defined as follows:

(12)
(z — )%, [Ti) Tit1]
1 h3 + 3h2(I — Ii+1) + Sh(I — $i+1)2 — 3($ — Ii+1)3, [$i+1, $i+2]
bi(z) = 33 h? + 3h2 (243 — @) + 3h(Tiys — 2)° = B(irs — @), [wit2, i3]
(Tiga — )3, [Tit3, Tita]
0, otherwise

in which h = ;41 — 2; for all j.
From (12), the values of ¢;, ¢, and 4/ at the nodal points z; = ih are given in
Table 1.

Table 1
i, ¥%, and ¢! evaluated at nodal points
Nodes 0; / Y
T; 0 0 0
T 1 3 o
141 h h2
—12
Tit2 4 0 ?
-3 6
i3 ! W 72
Tira 0 0 0

Substituting the approximate solution (11) into equation (1) yields

z_: A (z5) + (% + n%) z_: Ai(z;) = F (303‘, z_: Ai¢i($j)>

(13)  i=-3 9\L5) ) s i=—3

7j=0,1,2,...n
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or equivalently

f A, [wg’(:cj) + (xﬁ 0 ng/(xi)) wé(xj)} =r (xj,i§3z4iwi(xj)>

(14) i=—3
i=0,1,2,...n

Note that we have -~ = 0. The system (14) consists of n + 1 equations in n + 3
To
unknowns. Using expansion (4), the two boundary conditions in (2), respectively,

take on the forms

(15) S Atl(0) = 0
i=—3
and
(16) S A; (as(n) + Bl (an) =

i=—3

The system of equations in (14)-(16) is expressed in the matrix equation

(17) Cd=bD
where
- 3 3 -
-5 0 3 0 0 0
Po qo 1o O 0 0
0 p1 @1 ™ 0 0
C =
0 0 O Pn qn Tn
| O 0 O o — % 4o o+ % ]
in which
6 — 3hG; —12 6 + 3hG;
i = 72 ) qi 72 i = 72
where
H 9'(%‘)
Gz_G(xz)__+77 ) 2_0517' ,
Z; g(fcz)
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0
F(:L'(), A_3+4A_5 +A,1)
F(z1, A_g +4A_1 + Ap)

F (1’2, A,1 —+ 4A0 —+ Al)

b =
F (In—lv Ap_s+4A,_3+ An—2)
F (xna An73 + 4An72 + Anfl)
L v ]
dT = [A—3; A—Q; A—l; AO) T An—3a An—27 An—l ]

2.2. Economized Chebyshev polynomial and cubic B-splines. In this sec-
tion, we discuss the method for solving BVP (1) with BCs (3).

To apply Chebyshev approximation, we begin by finding a linear approximation
for f(z,y), on the right hand side of (1), near the singularity

(18) f(z,y) = f(z,90) + fy(z,90) (¥ — vo)

where yo = y(0) = A. Notice that the condition yo = y(0) = A is crucial to obtain
very accurate approximation for y close to yg.
Substitute (18) into (1) gives

(19) (p(x)y")" = yp(x) fy (2, y0) = p(x) f(2, y0) — yop(2) fy (=, y0)

Because of the singularity at = 0, the solution of (19) is given in the form
(20) y(z) = Zak:nk“’, ag # 0.
k=0
Substituting (20) in (19) gives the general solution
m
y(.ﬁ) = Zaisi(x)7 m = 17 2)
i=1

where S7 and S are two linearly independent solutions of (18). To expedite the
convergence of the series over Q = (0,1), we choose § sufficiently close to the
singularity, and then employ Chebyshev economized expansion over the interval
Q3 = (0,0). Over the interval Qs = (4, 1), we apply a cubic B-spline approximation.

Assume that S1(z) and Sa(z) are equal to S (z) for different indicial values so
that the general solution is

(21) y() = (@12™* + axz™?) S(x)
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where mq, mg > 0 are the roots of the indicial equation. Now we assume that the

N
economized expansion, Py(z) = Zpkack, of S(x) satisfies the equation
k=0

(22) (p(2)y') = yp(@) fy (@, 90) = p(2)f (2, y0) = yop(x) fy (%, y0) + 7Tm <%x - 1>

where Ths (25‘1c — ) is the shifted Chebyshev polynomial in the interval ;. It is
required, here, that Py (0) = yo = y(0) = A. The coefficients p and 7 can be found
from equation (22) with the modified BC at z = ¢

(23) ay(8) + by'(6) = ¢
where

(0) = R1(0)R2(0)
b = R1(8)R(0) — Ra(8) Ry (0)
c=A(Ri(6)R5(5) — R2(8)R1(9))

in which R;(x) = 2™ Py(x),i = 1,2 (see [11] for details).

3. Numerical examples

In this section, we employ the two proposed methods to solve a singular two-
point boundary value problem that arise in physiology [14]. Analysis of error shows
that both methods converge with order 2.

Example 1. Consider the boundary value problem

(p(@)y") =p(x)f(z,y), x€l[0,1] o
(), 9(2) = %, fla,y) = 2ot )
y(1) +5y/(1) = =5 —In5

whose analytic solution is y = —In(2® + 4) for all b € R. This problem is an
application of oxygen diffusion corresponding to (1), (2), and (5) with p(z) = 22,
0 = 0.76129, & = 0.03119, a =5, B =1, v = 5.

Applying L’Hopital’s rule, to overcome the singularity at x = 0, and then the

modified spline approach as described in section 2.1, the approximate and exact
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solutions for b = 0.5 with 8 grid points are shown in Figure 1.

X
0.0 0.2 04 0.6 0.8 1.0
-1.0 . L 1 L 1 1 L |
_1.2_
-14 —————
U |
_1'6_
h 1.8_ . .
| numerical solutione o o o
2.0 exact solution

Figure 1: The exact and approximate solution for (24) with b = 0.5 and

N =8.

For further illustration, Figure 2 shows the log of the error of the approximate

solution of (24) for different numbers of mesh points using b = 0.5.
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Figure 2: Log of the errorof the approximate solution of (24) with b = 0.5.

To examine the error of the approximation, let E(h)

0@%’5\[ ly(2:) — yi|, where

hN = 1. Tt is known that for large N, if M is the order of convergence of the

method, then

(25) E(h) ~ K |h|™

where K is the error constant. Following the generalized algorithm for the order
verification of numerical methods given in [18], we can find M and K from the line
y = Mx + log K that best fits the equation

(26) log E(h) = log K + M log h.
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Applying this algorithm for Example 1, the best fit line whose graph is shown
in Figure 3 is given by

(27) y=—0.545+ 1.97x

where = logh and y = log E(h). From equation (27), we conclude that the order
of convergence M ~ 2 with error constant K = 1079545 ~ (.285.

log E(h)
-2.5+

-3.0+

-3.5+

~4.0-

18 16 14 12 1.0 log(h)

Figure 3: The best fit line for the order of convergence of (24).

In Table 2, we show a comparison between the maximum error obtained by our
proposed method and the maximum error obtained by a finite difference approach
suggested by Pandey and Singh [14].

Table 2
Maximum error for BVP (24)
b=10.25 b=1.0 b=28.0
N our method Pandey’s our method Pandey’s our method Pandey’s
16 7.79(—4) 1.17(-3) 7.79(—4)  1.46(-3) 2.52(-3) 4.11(-3)
32 1.98(—4) 3.04(—4) 1.98(—4) 3.68(—4) 6.30(—4) 9.76(—4)
64  4.98(—5) 7.67(=5) 4.98(=5) 9.20(-5) 1.57(—4)  2.38(—4)

The proposed method superiority is evident here when compared to the finite
difference method [14] for each mesh size.

Example 2. The boundary value problem (24) is reconsidered again but with the
change in the first boundary condition.
W) =p@)f ), w01
o 5x°(bx°eY —x—b—4
(28) pla) = alg(x).g(a) = e, f(a,y) = T
y(0) = —In4, y(1) +5y'(1) = -5 —1nb

This problem is an application of nonlinear heat conduction model of the human
head corresponding to equations (1), (3), and (6) with p(z) = 2%, § = 6 = 1, and
v =0.

As described in section 2.2, we start with formulating a Chebyshev polynomial
around a small neighborhood of the singularity and then apply the spline functions
over the rest of the boundary interval. With § = 0.1, N = 9, and M = 6, we
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derived the economized Chebyshev polynomial over the interval ; = [0, 4] for
b=0.5

Py(x) = —2.94178 x 107822 4+ 8.48013 x 10~ %23 — 5.31338 x 10~ *z*
—0.235852° — 0.1870025 4+ 1.2163722" — 3.154302% + 0.329862°

Here the roots of the indicial equation of the associated homogeneous form of (28)
are m; = 0 and my = 1 — b. Hence for b = 0.5, the solution over ();takes on the
form

y(z) = (o1 + 22 ) Py ()

and over the interval Qs = [d, 1], we apply a B-spline collocation method using the
modified BC obtained by (23), that is

3.03871y(8) — 0.60773y'(8) = —4.21248.

It is to be noted, here, that when b > 1, the condition y(0) = Py (0) = A holds only
when the approximate solution over Q4is y(x) ~ Py(z), and hence the modified
BC at § may be taken as y(J) = Pn(9).

The exact, approximate spline, and Chebyshev approximation using N = 10 and
b = 0.5 are shown in Figure 4.

0.0 0.2 0.4 06 x 08 1.0
_ 10 1 | 1 | 1 |

-1.24

AT ) ) ) jQ’\\’\
-1.64

y-
-1.84

-2.0-
+ spline approx = ---* Chebyshev Approx

Exact solution

Figure 4: Exact and approximate solutions for BVP (28) with b = 0.5 and
N = 10.

The illustration, in Figure 5, shows the logarithm of the error of the approximate
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solution of BVP (28) using b = 0.5 for various mesh sizes.
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Figure 5: The log of the error of the approximate solution of BVP (28).

The order of convergence can be estimated using formula (26). The best fit line is

found to be
y = —0.643 + 1.99x
from which we conclude that the method converges approximately with order 2.
The effect of b is analyzed in Table 3, where the maximum errors of the approx-
imation for various values of b and different mesh sizes are considered.

Table 3
Maximum error for the approx. solution of BVP (28) for different values of b
N/b 0.25 0.5 0.75 1.0 2.0
16 5.60(—4) 7.84(—4) 1.04(-3) 1.01(—3) 1.77(-3)
32 1.41(—49) 1.88(—4) 2.61(—4) 2.51(—4) 4.36(—4)
48  6.28(—5) 8.37(—5) 1.16(—4) 1.12(—4) 1.94(—4)
64 3.54(-5) 4.71(-5) 6.53(—5) 6.29(—5) 1.09(—4)

4. Conclusion

Cubic B-spline functions were employed to solve a class of singular two-point
boundary value problems. The removal of the singularity was achieved by us-
ing L’Hopital’s rule when the BC ¢/(0) = 0 is present, and Chebyshev polynomial
around d, the vicinity of the singularity, in the presence of the BC y(0) = A. After
removing the singularity, a cubic B-spline collocation approach was used to ap-
proximate the solution over the rest of the interval, namely [d, 1]. Both approaches
were applied to singular two-point BVP that arise in physiology. The results were
compared to a finite difference technique applied by Pandey’s [14] and shown to be
more accurate and of second order accuracy. Another advantage of our proposed
methods that the solution can be estimated within the boundary interval whereas,
the finite difference approach approximates the solution solely at the nodal points.
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