THE MELTING MECHANISM OF DNA TETHERED TO A SURFACE
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Abstract. The details of melting of DNA immobilized on a chip or nanoparticle determines the sensitivity and operating characteristics of many analytical and synthetic biotechnological devices. Yet, little is known about the differences in how the DNA melting occurs between a homogeneous solution and that on a chip. We used molecular dynamics simulations to explore possible pathways for DNA melting on a chip. Simulation conditions were chosen to ensure that melting occurred in a submicrosecond timescale. The temperature was set to 400 K and the NaCl concentration was set to 0.1 M. We found less symmetry than in the solution case where for oligomeric double-stranded nucleic acids both ends melted with roughly equal probability. On a prepared silica surface we found melting is dominated by fraying from the end away from the surface. Strand separation was hindered by nonspecific surface adsorption at this temperature. At elevated temperatures the melted DNA was attracted to even uncharged organically coated surfaces demonstrating surface fouling. While hybridization is not the simple reverse of melting, this simulation has implications for the kinetics of hybridization.
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1. Introduction

The recent availability of complete genomic sequences from many organisms coupled with commercial microarray platforms give ample opportunity to conduct gene expression analysis [5]. DNA microarrays are analytical devices designed to rapidly determine the composition of multicomponent solutions of nucleic acids at relatively low cost [41]. Lately, they also have become an interesting topic in nanotechnology and various biosensor technologies [29, 35]. Oligonucleotide arrays most often have the DNA tethered to surfaces with longer target DNA molecules in the solution. While the number of uses of DNA chips is impressive, the understanding of the physical chemistry of these devices, both experimental and theoretical aspects, lags behind the technological applications [19].

Recent progress has been made on developing simple analytical models that take into account several parameters common to many of the experiments. Among the required parameters are the probes’ lengths, densities, spacers, and grafting procedures, as well as, the targets’ lengths, preparation protocols, and the hybridization solution conditions [13, 36–40, 49]. Such theories have sufficient accuracy for many
applications but lack atomic detail and the concomitant mechanistic insights. All-atom molecular dynamics simulations of DNA on a surface have also been performed to provide more insight into the structure of DNAs and their interactions [44,45,47]. But, little is known about the atomic details of DNA melting near surfaces.

DNA melting and hybridization are fundamental biological processes as well as crucial steps in many modern biotechnological applications. The separation of double-stranded DNA (dsDNA) into single-stranded DNA (ssDNA) is fundamental to replication in living organisms, and to the polymerase chain reaction (PCR). At equilibrium, DNA will separate when the free energy of the separated ssDNA is lower than that of the dsDNA. In most biochemical studies of DNA separation, the strands separate upon increasing the temperature of the sample until the DNA melts (thermal separation). In living organisms, however, DNA separation is not thermally driven, rather enzymes and other proteins induce the two strands apart. Experimental investigations of dsDNA separation using force-induced techniques, at temperatures where the dsDNAs are stable, have recently been performed (mechanical separation) [10].

Aspects of melting of duplex DNA have been studied for decades [15]. For short DNA with fewer than 12 base pairs, melting and hybridization can often be described by a two-state thermodynamic model as an equilibrium between single- and double-stranded DNA [7]. For longer DNA, the melting curve exhibits a multi-step behavior consisting of plateaus with different sizes separated by sharp jumps [24]. A popular description for these longer molecules is the zipper model [8], which allows for partially open (intermediate) states. End effects and sequence design also control the nature of the melting transition for DNA oligomers [24].

Although many of the thermodynamic properties of melting of free DNA are known, DNA melting in a constrained space, such as on surfaces, is still poorly understood [25]. DNA confined on surfaces exhibits a behavior different from that in free solutions. Surfaces order the solvent, cosolvents and salts in solution, sometimes strongly. Differences in solvent and salt activity are well known to induce structural changes in nucleic acids [22,47,48]. Experiments on DNA arrays have revealed substantial differences in the thermodynamics of hybridization for DNA free in solution versus surface-tethered DNA. The main observations include a surface dependent change, often a decrease, in the thermodynamic stability of the DNA duplex on the surface with a concomitant suppression of the thermal denaturation temperature of the duplex into single strands, and a dramatic broadening of the thermal denaturation duplex melting curve [12]. More detailed experiments demonstrated that these effects change as the surface density of probes increases [26,31,42], which is in agreement with theory [38].

Vainrub et al. [36] developed a mean field model of the Coulomb effects for surface bound DNA to understand the binding isotherms and thermal denaturation characteristics of the double helix. They found that the electrostatic repulsion of the assayed nucleic acid from the array of DNA probes dominates the binding thermodynamics, and thus causes a Coulomb blockage of hybridization. The results explain, for DNA microarrays, the dramatic peak in the hybridization efficiency and the thermal denaturation curve broadening as the probe surface density increases [3,38–40].

The system of DNA-capped gold nanoparticles exhibits unique phase transitions and represents a new class of complex fluids. The melting temperature of the DNA
duplex attached to gold nanoparticle surfaces is in some cases lower than that of free DNA and the melting transition is much sharper [33]. Melting curves of DNA on a solid support have previously been obtained for optical fibers [27], optical waveguides [32], optical scan arrays [17], and temperature-gradient assays [23].

Most DNA melting experiments measure only the kinetic or average dynamical behavior, being deprived of (losing) information about intermediate states and sub-population variations. In order to provide some insight into the structure and the conformations of dsDNA on surfaces at high temperature, and to study the effect of the microarray surface on DNA melting, we performed an all-atom molecular dynamics simulation of a duplex tethered to a surface at an elevated temperature of 400 K. This temperature, though high, was chosen to ensure melting within the submicrosecond timescale.

2. Methods

The model design chosen is similar to ones used in previous work from this laboratory [44, 45, 47]. The system consisted of a silicon dioxide (β-cristobalite) surface coated with an epoxide monolayer, a 12-base-pair (A12·T12) B-DNA duplex tethered to one of the surface epoxides through its 5′-amine linker, and a surrounding solution of 0.1 M NaCl.

Following the earlier work of Wong and Pettitt [43], we modeled the glass substrate by a layer of β-cristobalite [9] with 240 silicon and 420 oxygen atoms. 120 epoxides were bonded to the silicon atoms of the surface. The resulting surface density was 4.5 nm$^{-2}$ for the epoxides and 0.04 nm$^{-2}$ for the DNA, which represents a fairly dense system [38]. As illustrated in Fig. 1, the terminal of one of the epoxides was modified and connected to the 5′-amine linker of the homooligomeric (A12·T12) DNA duplex. The force field parameters for the silica layer were adopted from the consistent valence force field (CVFF) [1, 28], and the parameters for the epoxides, the amine linker, and the DNA were adopted from the all-atom CHARMM22 proteins [21] and CHARMM27 nucleic acids [11] force fields.

TIP3P [11, 16] water molecules were used, of which 43 were randomly chosen and replaced by 33 sodium and 10 chloride ions [6]. The additional 23 sodium ions were included to balance the negative charges on the DNA phosphates thus producing a neutral simulation box. The final system of dimension 5.1 × 5.3 × 8.0 nm$^3$ contained 19,040 atoms; including 5367 water molecules. The initial orientation of the epoxides and the amine linker were set so as to point towards the positive z-direction but were randomly oriented in the x- and y-directions. The DNA duplex, built in canonical B-form with the NAB [20] program, was also initially oriented in the positive z-direction.

The molecular dynamics program ESP [30], which includes the glide-plane boundary condition [43], was used for this calculation. Given the periodicity parallel to the surface and the model design described above, this setup is well suited to a DNA-coated interface [18]. The ensemble type was microcanonical (NVE) and the electrostatic interactions were evaluated using the Ewald summation [2]. During the simulation, all bond lengths and water bond angles were constrained by the RATTLE algorithm [4] and all silica atoms were fixed. The equations of motion were solved by the velocity Verlet integrator [34] with a time step of 2 fs. The simulation was started with 30 steps of steepest descent minimization followed by equilibration during which the velocities of atoms were scaled periodically to give a
temperature of 400 K. The production calculation followed and the coordinates and velocities of the atoms were saved every 0.1 ps for analysis and a total simulation time of 82 ns.

3. Results and discussion

During the simulation, the duplex, which was started in the positive z-direction, fluctuated between various conformations that were dependent on the number of separated base pairs. These orientational fluctuations differed from those in the previous simulation of a duplex DNA tethered to a surface [45]. In that room temperature simulation the DNA was found to swing in random directions on the nanosecond time scale. The DNA tilted with a polar angle fluctuation around 55° and oscillated between a well tilted structure and an upright structure relative to the surface. The linker, between the DNA and the surface, also exhibited conformational oscillations relative to the surface.

In the present simulation at 400K, the DNA did not tilt in a manner similar to the room temperature calculation. Instead, the oscillations were accompanied by fraying at the end furthest from the surface, the non-tethered end. This should be entropically favorable. Snapshots of the orientational fluctuations and duplex separation along the time course of this computer experiment are illustrated in Fig. 2. From the beginning the relatively hydrophobic linker between the DNA and the surface collapsed, pulling the DNA towards the surface and helping it to maintain an upright position as shown in Fig. 2a. As time progressed, in less than 5
ns, fraying was observed at the "free", \textit{i.e.}, not tethered end, of the duplex. Within 10 ns there was significant separation of the strands (Fig. 2b and c) that was not observed in the previous simulation at 300 K \cite{44}.

As the strands began to separate the duplex was also changing its orientation relative to the surface (Fig. 2c and d). Occasionally, the untethered strand oriented its separated bases towards the surface and made direct interactions and contact with the surface as shown in Fig. 2d. We can also see in this snapshot the increase in fraying at the end of the duplex; within 15 ns three base pairs are completely separated. After about 20 ns the canonical DNA duplex structure began to become unspecifically coiled. After about 25 ns the two strands were half base-paired, as in Fig. 2f, but still associated with each other, where the lower six base pairs were still intact.

As the simulation continued the two strands continued to fluctuate, gradually losing base pairing. Around the halfway point, 40 ns, we observe that the two strands were mostly coiled nonspecifically together, even in the regions where base-pairing was lost. Indeed, the two ends of the untethered strand began nonspecifically associating with the surface, as seen in Fig. 2g. After this time and continuing to the end of the simulation the two strands stacked together and interacted as two single strands on a surface. Figure 2h shows the final snapshot of the simulation at 82 ns.

In order to help quantify the conformational changes of the DNA during the simulation, we calculated the root mean square displacement (RMSD) of the DNA with respect to the starting structure. The initial structure was translated and rotated to best fit the DNA conformation at each time step. Figure 3 shows the RMSD as a function of time. Within the first nanosecond it can be seen that there were large accommodations of the room temperature structure to the computational T-jump. It can be seen from the figure that after the initial sharp rise from zero, during the T-jump, the RMSD reached a plateau in the first nanosecond. Following, large fluctuations in the RMSD which grew during the simulation are evident. In the melting period between 0 and 50 ns most of the Watson-Crick base pairs were separated, which we can use as a melting indicator.

Melting of DNA duplex is a process by which two strands unbind upon heating (this case) or mechanical strain. The number of base pairs as a function of time is a good measure of melting of the DNA duplex, which also helps to understand the variations of the RMSD in Fig. 3. Figure 4 shows the number of separated Watson-Crick base pairs as a function of time. It can be seen that the system exhibits a multi-step behavior consisting of plateaus with different sizes separated by sharp jumps in agreement with other studies \cite{10, 33}. This type of fluctuation is observed in experimental studies of the unzipping of duplex DNA \cite{10}.

It is easy to see the strong correlation between the RMSD in Fig. 3 and the number of separated base pairs in Fig. 4. During the first 15 ns of the simulation, the strands of the DNA were bound by 9 base pairs and the average RMSD was only 0.5 nm; this is after the sharp T-jump. Between 15 and 26 ns there is another rise in the RMSD with fluctuations around an average value of \( \sim 0.68 \text{ nm} \) with a maximum of \( \sim 0.75 \text{ nm} \) at \( \sim 19.9 \text{ ns} \). During this period the DNA was bound by 8 base pairs indicating the loss of another Watson-Crick pair. Between the 26th. and 36th. ns the DNA was bound by 5 base pairs having lost 3 additional base pairings, and the RMSD exhibited another rise with fluctuations around an average
Figure 2. Snapshots of the simulation at (a) 0.2 ns, (b) 2.4 ns, (c) 7.4 ns, (d) 18.4 ns, (e) 26 ns, (f) 27.6 ns, (g) 38.4 ns, and (h) 82 ns.
Figure 3. Root mean square displacement of the DNA relative to the first snapshot as a function of time.

Figure 4. Number of separated Watson-Crick base pairs as a function of time.
Figure 5. Base number of the thymine complementary to each adenine as a function of time. Each color represents one adenine, e.g., black is A1, green is A2, deep blue is A3, etc. Note the global shift between 4 and 5 ns.

of $\sim 0.94$ nm and a maximum of 1.08 nm at 29.2 ns. In the 36 to 42.4 ns period there was a fluctuation around an average of $\sim 0.85$ nm during which the DNA had 4 base pairs having now lost two thirds of its complementary base-pairings. From 42.4 to 54.6 ns, the fluctuations of the DNA was smaller relative to the earlier ones and occurred around an average of $\sim 0.97$ nm. In this period the two strands of the DNA associated with the surface and only had 3 remaining base pairs. Later, the two strands behaved as separate ones, nonspecifically binding to the surface and interacting with each other with non-Watson-Crick H-bonds.

In order to explore the temporal variations of base-pairing between the strands during melting of the duplex, we plotted the base number of the thymine base-paired to each adenine as a function of time in Fig. 5. The color corresponding to each adenine can be deducted easily from the fact that in the initial structure of the duplex, A1 base-paired with T24, A2 base-paired with T23, etc. Hence, A1 is black, A2 is green, A3 is deep blue, A4 is yellow, etc. From Fig. 5 we can observe that, from near the beginning of the simulation, there was a separation of three base pairs: A12-T13 and A11-T14 at the end far from the surface, and A1-T24 at the tethered end.

Searching for complementary base pairing along strands was found to be important in oligomeric DNA melting in isotropic solution. [46] Here, between 4 and 5 ns, a searching shift occurred between the two strands relative to the initial B-form
such that bases A12 and T24 became single dangling bases at the 3'-ends. Thus, after the shift, A1 base-paired with T23, A2 base-paired with T22, etc. Base pairs also broke and remade along the plateaus of Fig. 4. For example, base pairs A10-T14 and A11-T13 remade and separated more than once between 11 and 15 ns. To illustrate the average base pairs of the DNA duplex, we used the information from Fig. 5 to draw a schematic illustration of the DNA duplex during the simulation and it is shown in Fig. 6. Note the shift of base pairs between Fig. 6b and c.

The melting temperature can be related to the temperature at which one half of the DNA is denatured or no longer base-paired. After 26 ns we can consider the DNA duplex as past the mid-point of melting. During the last step in the separation curve, which is represented by the period between 54.6 and 82 ns, almost all the base pairs were unpaired as shown in Fig. 6h. The corresponding structure shows the two strands of the DNA duplex stacked and nonspecifically associated together as two single strands on a surface.
Surfaces order the solvent and salts in solution, sometimes strongly. As a result
the spatial distributions of water molecules and ions near the surface are very
different from the bulk, which leads to a distinct screening environment and modifies
the kinetics and thermodynamics of DNA hybridization and/or melting near the
surface compared to homogeneous bulk solution. Differences in solvent and salt
activity are well known to induce structural changes in nucleic acids [48].

Figure 7a represents the average probability distribution function of water oxygen,
sodium ions, chloride ions, and phosphate during the 82 ns simulation as a
function of $z$, the distance measured from the edge of the simulation cell. As a
reference, the epoxides extended over the surface up to $\sim 1$ nm from the edge of
the simulation box. From this view it can be seen that the density of phosphates
near the surface has a first peak near 1.58 nm and a smaller one at 2.08 nm. The
density of sodium ions near the surface has a complicated structure, including peaks
associated with the surface and peaks correlated with the phosphates of the DNA.
The water and chloride ions densities exhibit less structure in the probability near
the surface. Due to the repulsion by the DNA charge, chloride ions density remains
below the bulk value up many nanometers.

Figure 7b shows the fractions of sodium ions, chloride ions, phosphates, and
water oxygens during the entire simulation. Within 3 nm from the edge of the
simulation box, 70% of the phosphates and 50% of sodium ions were found. To
analyze the density of phosphates near the surface, we calculated the densities and
fractions of sodium ions, chloride ions, phosphates, and water in two periods of the
simulation. The first one is during the first 28 ns, which represents the first half of
the melting event. The results are shown in Fig. 8. The second period when the
duplex is considered as melted is shown in Fig. 9. Figure 8a shows that the density
of phosphates near the surface has a strong split peak near 1.5 nm and another
further out. The sodium ions density has two peaks at 1.26 and 1.44 nm. Thus
we see here a lack of penetration for the sodium ions through the epoxide layer in
the early part of the simulation. The fraction of the phosphates and sodium ions
within 3 nm from the edge of the simulation box were 45% and 38%, as shown in
Fig. 8b, which are smaller than the average.

Figure 9a shows that the density of phosphates near the surface has two peaks
at 1.58 and 1.93 nm; both of them are significant. The density of sodium ions near
the surface has two small peaks: the first one is near 0.82 nm, which corresponds
to the penetration of the sodium ions to the epoxide layer.

Figure 9b shows that the fractions of the phosphates and sodium ions, within
3 nm from the edge of the simulation box, were 89% and 60%, respectively. The
water and chloride densities in the two periods exhibit similar trends. From these
results it can be concluded that the large density of phosphates near the surface
originates from the melted, surface associated DNA during the last interval of the
simulation, when its two strands interact with the surface.

4. Conclusions

In this work we simulated the melting of DNA near a surface at an elevated tem-
perature of 400 K. The DNA was found to behave differently than in homogeneous
solution [46]. The strands clearly came apart with higher probability at the end
away from the surface versus the rather more equal probability of end dissociation
for oligomers in homogeneous solution. At such high temperatures surface fouling occurred and was clearly evident in our atomic models.

The difference in the mechanism of melting between isotropic solution and surfaces is perhaps not surprising. Both the thermodynamics and kinetics are known to differ. A critical question for the quantitative use of such systems in biotechnology related tasks is whether such profound differences can be controlled through the design of appropriate surfaces.

Nonspecific surface association of DNA in hybridization for beads or chips has long been thought to be a kinetic hindrance. The higher the temperature the worse the surface association or fouling. This competition between strand dissociation and nonspecific surface adsorption will be explored in future works.
Figure 8. (a) Probability distributions and (b) fractions of sodium ions, chloride ions, water oxygen, and phosphates as a function of $z$ during the first 28 ns of the simulation, which represents the melting period for the DNA duplex.
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