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GALERKIN CHARACTERISTICS METHOD FOR

CONVECTION-DIFFUSION PROBLEMS WITH MEMORY

TERMS

JOZEF KAČUR AND MOHAMMED SHUKER MAHMOOD

Abstract. We use the modified method of characteristics for solving non-

linear convection diffusion problems with memory terms. The convergence

of approximation scheme is proved under minimal regularity assumptions on

the velocity field and on the solution. The results are supported by numeri-

cal experiments for contaminant transport with diffusion and non-equilibrium

sorption isotherms.
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1. Introduction

We consider the following mathematical model for convection diffusion with
memory term

(1.1)
∂tb(x, u) + div(F̄ (t, x, u) − k∇u) = f(t, x, u, s),

s(t, x) =
∫ t

0
K(t, z)ψ(u(z, x))dz

in Ω × (0, T ], T < ∞, Ω ⊂ R
N is a bounded domain, ∂Ω ∈ C1,1, see [26]. If Ω

is convex, then ∂Ω is assumed to be Lipschitz continuous. We consider a Dirichlet
boundary condition

(1.2) u(t, x) = 0 on I × ∂Ω, I = (0, T ],

together with the initial condition

(1.3) u(0, x) = u0(x) x ∈ Ω.

We assume 0 < ε ≤ ∂sb(x, s) ≤ M < ∞, k > 0 and suppose that f is sublinear in
u, s and ψ(z) is sublinear in z. The convection term F̄ is Lipschitz continuous in
u.

The mathematical model (1.1)-(1.3) is motivated by contaminant transport in
porous media intensively studied in the last years, see [4, 9, 10, 11, 19, 20, 21, 1]

(1.4)
∂t(θC + ρS) + div(q̄C −D∇C) = 0,

ρ∂tS = d(ψ(C) − S),

where C is the concentration of the contaminant, q̄ is the velocity field (Darcy),
D is the diffusion matrix, ρ is the bulk density, ψ is the sorption isotherm of the
porous media with porosity θ. Here, S is the mass of contaminant adsorbed by the
unit mass of porous medium. The coefficient d describes the rate of adsorption. If
d → ∞, then an equilibrium sorption process occurs with S = ψ(C) and hence,
b(s) = θs + ρψ(s) generates the parabolic term in (1.1) with f ≡ 0. If d << ∞,
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the sorption process becomes non-equilibrium. Then, we can eliminate S from the
ODE and obtain

b(x, z) ≡ θ(x)z,

f(t, x, u, s) = d
(

−ψ(u(t, x)) + s0 e−
d
ρ t+d s

)

, K(t, z) = e−
d
ρ (t−z)

in our model (1.1). The most common isotherms are ψ(z) = c1z
1+c2z

(c1, c2 > 0)

(Langmuir isotherm) or ψ(z) = czp ( 0 < p < 1 and c > 0) ( Freundlich isotherm).
In the case of the Freundlich isotherm, in the equilibrium mode we obtain the model

b(x, z) ≡ θ(x)z + ρzp, f(t, x, u, s) ≡ 0,

which violates ∂zb(x, z) < M <∞. In such a case, our model can be considered as
an approximation of the more general case including ∂zb(x, z) = ∞ in some points
z, see [17]. However, such a problem does not occur in the non-equilibrium model
even if ψ is of Freundlich isotherm type ( not Lipschitz continuous). Our model
(1.1) includes locally both equilibrium (in the Freundlich isotherm type we have the
approximation of the parabolic term) and non-equilibrium adsorption. Moreover,
it is a convection dominated diffusion model. For simplicity, from now on we will
drop the variables x in the terms b, F̄ , f .

The outline of this paper is as follows. In section 2, we define our numerical
scheme. In section 3, we prove its convergence and adress related issues. Section 4
deals with the error estimate for our scheme. In section 5, we discuss the numerical
implementation and present a variety of 1D and 2D examples.

2. Definition of the scheme

Our approximation scheme is as follows: Let ui ≈ u(ti, x), ti = iτ, τ =
T
n , (n ∈ N). At time level t = ti, we determine ui successively for i = 1, . . . , n
from the linear elliptic problem of the form

(2.5)
b′(ui−1)

(

ui−ui−1◦ϕi

τ

)

− k∆ui = f(ti, ui−1, si) − divxF̄ (ti, ui−1)

≡ H(ti, ui−1, si)

ui = 0 on ∂Ω, si =

i−1
∑

j=1

αijψ(uj)τ

where

(2.6) ϕi = x− τωh ∗
(

F̄ ′

u(ti,ui−1)
b′(ui−1)

)

, αij = 1
τ

∫ tj
tj−1

K(ti, z)dz

and ωh ∗ g is the convolution of the mollifier ωh with g ∈ L∞(Ω). As a mollifier we
can take ωh(x) = ω1(

x
h ) 1

hN where

ω1(x) :=











1
κ exp( |x|2

|x|2−1 ) for |x| ≤ 1

0 otherwise

, κ =

∫

x≤1

exp(
|x|2

|x|2 − 1
) .

The approximation scheme (2.5) represents the approximation of the two processes
in the time interval t ∈ (ti−1, ti) where the composition ui−1 ◦ ϕi represents the
transport part of the concentration profile ui−1 along the approximated character-
istics ϕi and the diffusion process is approximated by the implicit Euler scheme.
We note that for the transport equation

∂tu+ q̄ · ∇u = 0,
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the exact characteristics X(s, ti, x) satisfies

dX(s, ti, x)

ds
= q̄(s,X(s, ti, x)), s ∈ (ti−1, ti), X(ti, ti, x) = x.

This ODE can be approximated by explicit Euler approximation

x−X(ti−1, ti, x) ≈ τ q̄(ti, x)

and thus ϕi(x) = x−τ q̄(ti, x) can be considered as an approximation ofX(ti−1, ti, x).
The concept of the method of the characteristics, see [7, 25, 27, 3, 2, 14, 8], is

realizable, if the characteristics and also their approximations are not intersecting,
i.e., ϕi is a one-to-one map. This can be guaranteed by requiring ‖∇q̄‖∞ ≤M <∞
and for sufficiently small time step τ .

In our problem (1.1) the transport part of (1.1) is of the form

∂tb(u) + divF̄ (t, u) = 0

which formally can be rewritten according to

∂tu+
F̄ ′
u(t, u)

b′(u)
· ∇u = −divxF̄ (t, u)

b′(u)
.

Note that the velocity field q̄ =
F̄ ′

u(t,u)
b′(u) depends on the unknown u. Accordingly, it

is difficult or impossible to guarantee ‖∇q̄‖∞ ≤ M < ∞, which in return needs to
require ‖∇ui‖∞ ≤M <∞, ∀n i = 1, . . . , n.

We follow [17, 18] and use the smoothed approximated characteristics ϕi, see
(2.6). As we shall see below, the map ϕi will be one-to-one ∀i = 1, . . . , n, if we
choose h = τω with ω ∈ (0, 1).

It is worth to mention that in the scheme (2.5) ψ(u) has been approximated by
a piecewise constant function (in time)

ψ(u(t, x)) = ψ(ui(x)).

This approximation can be improved using a piecewise linear continuous function

ψ(u(t)) =
(ti − t)

τ
ψ(ui−1) +

(t− ti−1)

τ
ψ(ui), ti−1 < t ≤ ti.

An improvement in the approximation of the characteristics can be obtained by

taking the solution ui in (2.5) as a first approximation. Denoting it by u
1
2

i , we use

b′(u
1
2

i−1),
1

2

[

F̄ ′
u(ti, ui−1)

b′(ui−1)
+
F̄ ′
u(t, u

1
2

i )

b′(u
1
2

i )

]

instead of b′(ui−1),
F̄ ′
u(t, x, ui−1)

b′(ui−1)

(this can be done also with respect to ϕi).

3. Convergence of the method

Let C denote a generic, positive constant. We shall assume

H1) b(x, s) is continuous in x ∈ Ω̄, s ∈ R and Lipschitz continuous in s with
0 < ε < b′(x, s) ≤M <∞.

H2) F̄ (t, x, s) is Lipschitz continuous in s and

|F̄ ′
u(t, x, s)| ≤ C, |divxF̄ (t, x, s)| ≤ C(1 + |s|)

H3) f(t, x, s, η) is continuous in its variables, sublinear in s and η such that

|f(t, x, s, η)| ≤ C(1 + |s| + |η|)
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H4) K(t, x, s) : I × Ω × R → R is continuous, ψ(s) : R → R is continuous and
|ψ(s)| ≤ C(1 + |s|)

H5) u0 ∈ L∞(Ω) ∩W 2
2 (Ω).

Firstly, we prove that ϕi and its inverse are Lipschitz continuous.

Lemma 1. Assume τ ≤ τ0. Then uniformly in i = 1, ..., n there holds

1

2
|x− y| < |ϕi(x) − ϕi(y)| ≤ 2|x− y| ∀x, y ∈ Ω.

Proof. Due to q̄i =
F̄ ′

u(ti,ui−1)
b′(ui−1)

∈ L∞(Ω) we have ‖q̄i‖∞ ≤M , ∀ i = 1, . . . , n. Then

we deduce that ‖ωh ∗ q̄i‖∞ ≤M and

‖∂xωh ∗ q̄i‖∞ ≤ C

h
‖q̄i‖∞ ≤ CM

h
.

Since h = τω with ω ∈ (0, 1), it follows that

(1 − τ1−ωCM)|x− y| ≤ |ϕi(x) − ϕi(y)| ≤ (1 + τ1−ωCM)|x− y| ∀x, y ∈ Ω,

which allows to conclude. �

Now, the map ϕi is one-to-one from Ω to Ωϕi ⊂ Ω∗ where Ω̄ ⊂ Ω∗ (Ω∗ is a small

neighborhood of Ω provided τ ≤ τ0) . We extend ui−1 ∈ W̊
1

2(Ω) to Ω∗ denoting by
ui−1 ◦ ϕi the value of the extended function at the point ϕi(x) ∈ Ω∗. From Lemm
1 it follows

‖ui−1 ◦ ϕi‖0 ≤ C‖ui−1‖0, ‖∇ui−1 ◦ ϕi‖0 ≤ C‖∇ui−1‖0,

(‖.‖0 is L2(Ω) norm).
Due to the regularity of our data (∂Ω, u0, etc.) there exists a unique variational

solution ui ∈W 2
2 (Ω) ∩ L∞(Ω), see, e.g. [23], satisfying

(3.7)
1

τ
(b′(ui−1)(ui − ui−1 ◦ ϕi), v) + k(∇ui,∇v) = H(ti, ui−1, si, v)

∀v ∈ V ≡ W̊
1

2, where (u, v) :=
∫

Ω uvdx and W̊
1

2(Ω), W 2
2 (Ω) are standard Sobolov

spaces. Since ui ∈ W 2
2 , (2.5) is satisfied for a.e. x ∈ Ω. We prove some a priori

estimates for ui, i = 1, . . . , n.

Lemma 2. There holds ‖ui‖∞ ≤ C , i = 1, . . . , n, uniformly for n.

Proof. Since ui ∈ W 2
2 ∩ L∞, we substitute v = u2p+1

i (p = 1, 2, ...) into (3.7) to
obtain

∫

Ω

b′(ui−1)u
2p+2
i dx ≤

∫

Ω

b′(ui−1)

[

ui−1 ◦ ϕi + τ
Hi

b′(ui−1)

]

u2p+1
i dx,

where we have used

(2p+ 1)k

∫

Ω

u2p
i (∇ui)2dx ≥ 0.

By Young’s inequality

ab ≤ aα

α
+
bβ

β
, (

1

α
+

1

β
= 1),

we find that
∫

Ω

b′(ui−1)u
2p+2
i dx ≤ 1

2p+ 2

∫

Ω

b′(ui−1)

(

ui−1 ◦ ϕi +
Hi

b′(ui−1)
)

)2p+2

dx

+
2p+ 1

2p+ 2

∫

Ω

b′(ui−1)ui
2p+2dx.
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To obtain ||ui||∞, we take the (2p+ 2)-th root and let p→ ∞. We get

‖ui‖∞ ≤ ‖ui−1 ◦ ϕi‖∞ + τ‖ Hi

b′(ui−1)
‖∞ ≤ ‖ui−1‖∞ + τC(1 + ‖ui−1‖∞)

= (1 + Cτ)‖ui−1‖∞ + Cτ.

From this recurrent inequality we deduce

‖ui‖∞ ≤ C(1 + ‖u0‖∞).

�

Following [14], we can prove the following lemma.

Lemma 3. There holds

(3.8)

∥

∥

∥

∥

ui−1 − ui−1 ◦ ϕi
τ

− ωh ∗ q̄i · ∇ui
∥

∥

∥

∥

0

≤ Cτ ‖ui‖W 2
2
(Ω) , ∀i = 1, ..., n,

uniformly in n.

Proof. It is sufficient to prove (3.8) for a smooth function ui−1 because of density
results in W 2

2 (Ω). In view of the mean value theorem we find

ui−1−ui−1◦ϕi

τ − ωh ∗ q̄i · ∇ui−1 =
∫ 1

0

(

∇ui−1(x− s(ϕi(x) − x)
)

ds−∇ui−1)ωh ∗ q̄i

= ωh ∗ q̄i
∫ 1

0

∫ s

0 ∇2ui−1(x− sz(ϕi(x) − x))dzdsωh ∗ q̄iτ.
From this and ‖ωh ∗ q̄i‖∞ ≤ C we can easily deduce (3.8). �

We set δui := ui−ui−1

τ .

Lemma 4. The estimate
n
∑

i=1

‖δui‖2
0τ + max

1≤i≤n
‖∇ui‖2

0 ≤ C1 + C2τ
2

j
∑

i=1

‖ui‖2
W 2

2

holds uniformly for i = 1, . . . , n.

Proof. We choose v = (ui − ui−1) in (3.7) and sum up for i = 1, ..., j. Using the
splitting

(3.9) ui − ui−1 ◦ ϕi = ui − ui−1 + ui−1 − ui−1 ◦ ϕi,
we obtain

ε

j
∑

i=1

‖δui‖2
0τ+

k

2
‖∇uj‖2

0 ≤ k

2
‖∇u0‖2

0+

j
∑

i=1

(

ui−1 − ui−1 ◦ ϕi
τ

, δui

)

τ+

j
∑

i=1

(Hi, δui)τ

≡ C + J1 + J2,

where we have used

b′(ui−1) ≥ ε, (∇ui,∇(ui − ui−1)) ≥
1

2
‖∇ui‖2

0 −
1

2
‖∇ui−1‖2

0.

Observing ‖ω ∗ q̄i‖∞ ≤ C, for any β > 0 we obtain

|J1| ≤ β

j
∑

i=1

‖δui‖2
0τ + Cβ

j
∑

i=1

‖ui−1 − ui−1 ◦ ϕi
τ

‖2
0τ ≤ β

j
∑

i=1

‖δui‖2
0τ

+Cβ

j
∑

i=1

‖ui−1 − ui−1 ◦ ϕi
τ

− ωh ∗ q̄i∇ui‖2
0τ + Cβ

j
∑

i=1

‖∇ui‖2
0τ.
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Similarly, we get

|J2| ≤ β

j
∑

i=1

‖δui‖2
0τ + Cβ

j
∑

i=1

‖Hi‖2
0τ ≤ β

j
∑

i=1

‖δui‖2
0τ + Cβ

j
∑

i=1

(1 + ‖ui‖2
0)τ.

Using these estimates, Lemma 3 and Gronwall’s inequality we get the desired result.
�

Lemma 5. Uniformly in n there holds
n
∑

i=1

‖ui‖2
W 2

2

τ ≤ C.

Proof. We multiply (2.5) by ∆ui, integrate over Ω and make use of the splitting
(3.9). Then, we estimate

∫

Ω

|∆ui|2dx ≤ β‖∆ui‖2
0 + Cβ

(

‖δui‖2
0 +

∥

∥

∥

∥

ui−1 − ui−1 ◦ ϕi
τ

− ωh ∗ q̄i∇ui−1

∥

∥

∥

∥

2

0

)

+Cβ(‖∇ui−1‖2
0 + ‖Hi‖2

0).

Hence, for β small

j
∑

i=1

‖∆ui‖2
0τ ≤ C1 + C2τ

2

j
∑

i=1

‖ ui‖2
W 2

2

τ

since ui|∂Ω = 0, ‖∆ui‖0 is equivalent to ‖ui‖W 2
2
. Then, for τ ≤ τ0 we obtain the

required estimate. �

By means of {ui}ni=1 we construct Rothe’s functions

(3.10)
ūn(t) := ui
un(t) := ui−1 + δui(t− ti−1)

for t ∈ (ti−1, ti], i = 1, . . . , n

with ūn(0) = u0. The a priori estimates of Lemmas 4 and 5 can be rewritten
according to

(3.11)

∫

I

‖∂tun‖2
0dt ≤ C, sup

t∈I
(‖un(t)‖ + ‖ūn(s)‖) ≤ C,

where ‖.‖ is the norm in W 1
2 (Ω). As a result {un} and {ūn} are compact in

L2(I, L2(Ω)), (see,e.g. [15]) and hence there exists u ∈ C(I, L2(Ω)) with u ∈
L∞(I,W 1

2 (Ω)) such that un̄ → u in C(I, L2(Ω)) for n→ ∞ and from

(3.12)

∫

I

‖un − ūn‖2
0dt ≤

C

n2
,

where {n̄} is a subsequence of {n}, we obtain ūn̄ → u a.e. in I × Ω, ūn̄(t) → u(t)
in W 1

2 (Ω). Then, we can easily prove that u is a variational solution of (1.1)-(1.3)
satisfying

(∂tb(u(t)), v) + (F̄ (t, x, u) − k∇u,∇v) = (f(t, x, u(t), s(t)), v),

s(t, x) =

∫ t

0

K(t, z)ψ(u(z, x))dz,

∀v ∈ W̊
1

2, a.e. t ∈ I. This will be shown in the following theorem. We remark that
the existence and uniqueness of the variational solution can be found in [21].
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Theorem 1. If the assumptions (H1) − (H5) are satisfied, then

un → u in C(I, L2(Ω)) and
ūn → u in Lp(I,W

1
2 (Ω)), ∀p > 1

where u is a variational solution of (1.1)-(1.3), (see (3.11)) and un is from (2.5),(3.10).

Proof. We multiply (2.5) by v ∈ D(Ω) ( C∞(Ω) space) and integrate over (0, t)×Ω.
We can rewrite it in the form

∫ t

0

(b′(ūnτ )∂tu
n, v)dt+

∫ t

0

(b′(ūnτ )ωh ∗ q̄n · ∇ūnτ , v)dt

+

∫ t

0

(b′(ūnτ )Ā
n, v)dt+

∫ t

0

(k∇ūn,∇v)dt =

∫ t

0

(f̄n(t, x, ūnτ (t), s̄
n(t)), v)dt

(3.13) +

∫ t

0

(divxF̄
n(t, ūnτ (t))), v)dt, ∀v ∈ D(Ω),

where

Ān(t) :=
ui−1 − ui−1 ◦ ϕi

τ
− ωh ∗ q̄i · ∇ui−1,

F̄n(t, ūnτ (t)) = F̄ (ti, ui−1), q̄
n(t) = q̄i, t ∈ (ti−1, ti), i = 1, . . . , n and ūnτ (t) = ūn(t −

τ) with ūnτ (s) ≡ uo for s ∈ (−τ, 0).
Due to the a priori estimate (3.12) and ūn → u and ūnτ → u a.e. in I × Ω, (a

subsequence of {n} we again denote by {n}) we have

q̄n =
F̄ ′n
u (t, x, ūτ )

b′(ūτ )
→ q̄ =

F̄ ′
u(t, x, u)

b′(u)
for a. e. in I × Ω

and moreover, in L2(I × Ω), since q̄n is uniformly bounded. Then, ωh ∗ q̄n → q̄ in
L2(I ×Ω) for n→ ∞, since h = τω . Then b′(ūnτ )ωh ∗ q̄n → F̄ ′

u(t, x, u) in L2(I ×Ω).
Therefore and due to ∇ūn ⇀ ∇u in L2(I × Ω) ≡ L2(I, L2) we obtain

∫ t

0

(b′(ūnτ )ωh ∗ q̄n · ∇ūn, v)dt →
∫ t

0

(F̄ ′
u(t, x, u) · ∇u, v)dt.

Due to Lemma 4 we have
∫ t

0

(b′(ūnτ )Ā
n, v)dt ≤M

∫ t

0

‖An(t)‖0‖v‖0dt ≤M‖v‖0

√
t

(
∫ t

0

‖An(t)‖2
0dt

)1/2

≤ C‖v‖0

(

1

n2

∫

I

‖ūn(t)‖2
W 2

2

dt

)1/2

≤ C‖v‖0

n
→ 0 for n→ ∞.

From (3.13) and un → u in L2(I × Ω) we deduce ∂tu
n ⇀ ∂tu in L2(I × Ω) and

hence
∫ t

0

(b′(ūnτ )∂tu
n, v)dt →

∫ t

0

(b′(u)∂tu, v)dt =

∫ t

0

(∂tb(x, u), v)dt for n→ ∞.

Similarly, we get
∫ t

0

(k∇ūn,∇v)dt →
∫ t

0

(k∇u,∇v)dt,
∫ t

0

(divxF̄
n(t, ūnτ ), v)dt →

∫ t

0

(divxF̄ (t, x, u), v)dt.
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Since ūn → u, ūnτ → u for a.e. (t, x) ∈ I × Ω, we obtain

s̄n(t, x) =
∑i−1

j=1 αijψ(uj)τ + Cn =
∫ ti−1

0 K(t, z)ψ(ūn(z, x))dz + Cn

→
∫ t

0 K(t, z)ψ(ū(z, x))dz for any t ∈ (ti−1, ti), i = 1, . . . , n

due to

Cn = |
∫ t

ti−1

K(t, z)ψ(ūn(z, x))dz| → 0 as n→ ∞.

Thus

s̄n(t, x) → s(t, x) =

∫ t

0

K(t, z)ψ(u(x, z))dz

for n→ ∞ for a.e. (t, x) ∈ I × Ω. Therefore and due to ‖s̄n‖∞ ≤ C we find
∫ t

0

(f̄n(t, x, ūnτ (t), s̄n), v)dt →
∫ t

0

(f(t, x, u, s), v)dt.

From these facts and from (3.13) it follows that

(3.14)

∫ t

0 (∂tb(u), v)dt+
∫ t

0 (F̄ ′
u(t, x, u).∇u+ divxF̄ (t, x, u), v)dt

+
∫ t

0
(k∇u,∇v)dt =

∫ t

0
(f(t, u, s), v)dt ∀v ∈ D(Ω).

Differentiating (3.14) with respect to t, using integration by parts and due to ūn ⇀ u
in L2(I,W

2
2 (Ω)) we have u(t) ∈ W 2

2 for a.e. t ∈ I in (3.14). Hence, u satisfies (1.1).

Now, we prove ūn → u in L2(I,W
1
2 ). We can extend (3.13) for v ∈ W̊

1

2(Ω) and

also for v ∈ L2(I, W̊
1

2). Then, we put v = u − ūn. Since ūn → u in L2(I, L2), we
obtain that all the terms in (3.13) except the elliptic one converge to 0 for n→ ∞.
The elliptic term can be estimated from below according to

∫ t

0
(k∇ūn,∇(u − ūn)dt =

∫ t

0
(k∇ū − ūn,∇(u − ūn)dt

−
∫ t

0 (k∇u,∇(u− ūn)dt ≥ C
∫ t

0 (‖(u− ūn)‖2dt−Dn.

Since ūn ⇀ u in L2(I,W
1
2 ), there holds

Dn :=

∫ t

0

(k∇u,∇(u− ūn))dt → 0.

Finally, from (3.13) we obtain the required result

C

∫ t

0

‖u− ūn‖2dt→ 0 for n→ ∞, ∀t ∈ (0, T ).

From this result and ūn(t) → u(t) in L2(Ω) we obtain ūn(t) → u(t) in W 1
2 (Ω).

Since ‖ūn(t)‖ ≤ C, ∀t ∈ I, we get ūn → u in Lp(I,W
1
2 (Ω)), ∀p > 1. The uniqueness

of the variational solution u, see [21] implies that the original sequence {ūn} is
convergent. Thus the proof is complete. �

Remarks:

1- The result in Theorem 1 is also valid for the non-homogeneous Dirichlet
boundary condition where

u(x, t) = ψ(x) on ∂Ω

under the assumption that ψ can be extended to uψ ∈ W 1
2 (Ω) such that the trace
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uψ on ∂Ω equals ψ. Then we look for w := u − uψ ∈ W̊
1

2(Ω), where in (1.1) we
substitute u⇐⇒ w + uψ.

2- The result obtained in Theorem 1 can be extended also to Newton type
boundary condition.

−k∂νu = h(u− ψ).

However, for a mixed type boundary condition ( Dirichlet and Neumann) the reg-
ularity ui ∈ W 2

2 (Ω) for the corresponding elliptic problem in (2.5) cannot be guar-
anteed . In that case of a less regular solution, the convergence can be proven using
the technique in [17, 18].

4. Error estimate

The approximation scheme (2.5) requires the solution of linear elliptic problems.
In the error analysis we have technical difficulties to control the term,

1

τ

[

b′(ui−1)(ui − ui−1 ◦ ϕi)
]

in our approximation scheme. It seems that the approximation

1

τ
[b(ui) − b(ui−1 ◦ φi)]

of the parabolic term ( including convection) is more appropriate for the error
analysis. But on the other hand, it would require solution of the nonlinear elliptic
problems and consquently an application of some Newton-type iterations which we
have not considered in convergence analysis. To obtain stronger error estimates
results, we shall consider only linear parabolic term where b(s) = s. Moreover, we
shall assume that

H6) ∂sF̄ (t, x, s), f(t, x, s, z) are Lipschitz continuous in t, s, z (uniformly for x ∈
Ω); ψ(s) is Lipschitz continuous and K(t, s) is Lipschitz continuous in t.

H7) We assume that the variational solution u of (1.1)-(1.2) is Lipschitz contin-
uous in x, uniformly for t ∈ I, i.e. ∇u ∈ L∞(QT ). In addition, we assume
that ∂2

t u ∈ L2(I, L2(Ω)).

Since b(s) = s, the characteristics mapping ϕi(x) is given in the form

(4.15) ϕi(x) = x− τωh ∗ F̄ ′
u(ti, ui−1).

We set ūi = 1
τ

∫ ti
ti−1

u(t)dt and ei = ūi − ui, where ui is from (3.7) and u is the

variational solution. Integrating (1.1) over (ti−1, ti) and rearranging the parabolic
term, we get

(ūi − ūi−1, v) + (F̄ ′
u(ti, ū

i−1) · ∇ūi, v)τ + k(∇ūi,∇v)τ =

∫ ti

ti−1

(H(t, u, s), v)dt

(4.16) +(ūi− u(ti)− (ui−1 − u(ti−1), v)+

∫ ti

ti−1

([

F̄ ′
u(t, u) − F̄ ′

u(ti, ū
i−1)

]

∇u, v
)

dt

∀v ∈ V . We now subtract (3.7) from (4.16), choose v = ei and sum up for i = 1, ..., j.
Using the splitting

ui − ui−1 ◦ ϕi = ui − ui−1 + ui−1 − ui−1 ◦ ϕi

we can rewrite it in the form

1

2
‖ej‖2

0 + k

j
∑

i=1

‖∇ei‖2
0τ = −

j
∑

i=1

(τF̄ ′
u(ti, ū

i−1)∇ūi−1 − (ui−1 − ui−1 ◦ ϕi), ei)



98 J. KAČUR AND M. MAHMOOD

(4.17) +

j
∑

i=1

(Li, ei) +

j
∑

i=1

(

∫ ti

ti−1

(H(t, u(t), s(t)) −H(ti, ui−1, si−1))dt, ei) + J0

where Li = ūi − u(ti) − (ui−1 − u(ti−1)) and

J0 =

j
∑

i=1

∫ ti

ti−1

([

F̄ ′
u(t, u) − F̄ ′

u(ti, ū
i−1)

]

∇u, ei
)

dt.

The corresponding terms are denoted by J1 + J2 = J3 + J4 + J5 + J0. To estimate
|J3| we use the formula

ui−1 − ui−1 ◦ ϕi = τ

∫ 1

0

∇ui−1(x + s(ϕi(x) − x))ds · ωh ∗ F̄ ′
u(ti, ui−1)

and write

−J3 = τ

j
∑

i=1

(
[

F̄ ′
u(ti, ū

i−1) − F̄ ′
u(ti, ui−1)

]

∇ūi−1, ei)

+τ

j
∑

i=1

∫

Ω

F̄ ′
u(ti, ui−1)(∇ūi−1 −∇ui−1)ei(x)dx

+τ

j
∑

i−1

∫

Ω

∫ 1

0

F̄ ′
u(ti, ui−1)

[

∇ui−1(x) −∇ui−1(x − s(ϕi(x) − x))
]

dsei(x)dx

+τ

j
∑

i=1

∫

Ω

[

F̄ ′
u(ti, ui−1) − ωh ∗ F̄ ′

u(ti, ui−1)
]

∫ 1

0

∇ui(x+ s(ϕi(x) − x))dsei(x)dx

= J3,1 + J3,2 + J3,3 + J3,4.

Using the assumptions H6) and H7) we estimate

|J3,1| ≤ C1

∫ tj

0

‖ēn(t)‖2
0dt+ C2τ,

where
∑j
i=1 ‖ei‖2

0τ =
∫ tj
0 ‖ēn(t)‖2

0dt. By Young’s inequality we have

|J3,2| ≤ Cε

∫ tj

0

‖ēn(t)‖2
0dt+ ε

∫ t

0

‖∇ēn(t)‖2
0dt.

We express J3,3 in the form

J3,3 =

τ2

j
∑

i=1

∫

Ω

∫ 1

0

∫ 1

0

F̄ ′
u(ti, ui−1)∇2ui−1(x+sz(ϕi(x)−x))ωh ∗ F̄ ′

u(ti, ui−1)ei(x)dsdzdx,

(∇2ui−1 being the Hessian of ui−1). Hence, we obtain the estimate

|J3,3| ≤ ε

j
∑

i=1

‖ei‖2
0τ + Cετ

j
∑

i=1

‖ui‖2
W 2

2
(Ω)τ ≤

∫ tj

0

‖ēn(t)‖2
0dt+ τC1,

and finally, estimating J3,4 we use

‖F̄ ′
u(ti, ui−1) − ωh ∗ F̄ ′

u(ti, ui−1)‖∞ ≤ Cτ1/2‖F̄ ′
u(ti, ui−1)‖C0,1/2

where C0,β is the space of β-Hölder continuous functions on Ω̄ with the norm
‖ · ‖C0,β , see [22]. Using assumption H6), the boundedness of ‖F̄ ′

u(ti, ui−1)‖∞ and
the continuous imbedding W 2

2 (Ω) →֒ C0,1/2, for N ≤ 3 we obtain

‖F̄ ′
u(ti, ui−1)‖C0,1/2 ≤ C(1 + ‖ui−1‖W 2

2
(Ω)).
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Then, we estimate

|J3,4| ≤ C1

∫ tj

0

‖ēn(t)‖2dt+ C2τ

j
∑

i=1

‖ui‖2
W 2

2
τ ≤ C1

∫ tj

0

‖ēn(t)‖2dt+ C2τ.

Summarizing the above estimates yields

(4.18) |J3| ≤ ε

∫ tj

0

‖∇ēn(t)‖2
0dt+ Cε

∫ j

0

‖ēn(t)‖2
0dt+ C2τ.

To estimate J4 we write

Li ≡
∫ ti

ti−1

(∂tu− ∂τt u)dt

where ∂τt u = 1
τ

∫ t

t−τ ∂tudz, making use of ∂2
t u ∈ L2(I, L2) ( see H7)) we find

|J4| ≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cε

1

τ

j
∑

i=1

‖
∫ ti

ti−1

(∂tu− ∂τt u)dt‖2
0

≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cε

1

τ

∫ tj

0

‖∂tu− ∂τt u‖2
0dt ≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+

(4.19) Cετ

∫ tj

0

‖∂2
t u‖2

0dt ≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cετ.

By virtue of the assumption H6) the term J5 can be estimated as follows

|J5| ≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cε

j
∑

i=1

∫ ti

ti−1

‖(H(t, u(t), s(t)) −H(ti, ui, si−1))‖2
0dt

(4.20) ≡ ε

∫ tj

0

‖ēn(t)‖2
0dt+ J6.

We estimate J6 ≤ 2Cε(J6,1 + J6,2) according to the splitting

H(t, u(t), s(t)) −H(ti, ui−1, si−1) = H(t, u(t), s(t)) −H(ti, ū
i−1, s(ti−1))

+H(ti, ū
i−1, s(ti−1)) −H(ti, ui−1, si−1).

Then using the Lipschitz continuity of H in its variables we deduce

J6,1 =

j
∑

i=1

∫ ti

ti−1

‖(H(t, u(t), s(t)) −H(ti, ū
i−1, s(ti−1))‖2

0dt

(4.21) ≤ C

j
∑

i=1

(

τ2 +

∫ ti

ti−1

‖u(t) − ūi−1‖2
0 +

∫ ti

ti−1

‖s(t) − s(ti−1)‖2
0dt

)

≤ Cτ,

where for t ∈ (ti−1, ti) we have

‖s(t) − s(ti−1)‖ ≤
∥

∥

∥

∥

∥

∫ t

ti−1

K(t, s)ψ(u(s))ds

∥

∥

∥

∥

∥

0

+

+

∥

∥

∥

∥

∫ ti−1

0

|K(t, s) −K(ti−1, s)|ψ(u(s))ds

∥

∥

∥

∥

≤ Cτ.

Finally, we estimate

J6,2 =

j
∑

i=1

∫ ti

ti−1

‖(H(ti, ū
i−1, s(ti−1)) −H(ti, ui−1, si−1))‖2

0dt
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(4.22) ≤ C

∫ tj

0

‖ēn(t)‖2
0dt+ C

j
∑

i=1

∫ ti

ti−1

‖s(ti−1) − si−1‖2
0dt.

We can use the inequality

|s(ti−1) − si−1| ≤
i−1
∑

l=1

∫ tl

tl−1

K(ti−1, s)
(

|u− ūl−1| + |ūl−1 − ul−1|
)

ds

to estimate
j
∑

i=1

τ‖s(ti−1) − si−1‖2
0 ≤ Cτ + C

j
∑

i=1

τ

i−1
∑

l=1

τ‖ēnl ‖2
0 ≤ Cτ + C

∫ tj

0

∫ s

0

‖ēn(z)‖2
0dzds.

Therefore and due to (4.22) we obtain

(4.23) J6,2 ≤ Cτ + C2

∫ tj

0

‖ēn(t)‖2
0dt.

Finally, due to H6), H7) we estimate

|J0| ≤ ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cε

n
∑

j=1

∫ ti

ti−1

‖u− ūi−1‖2dt ≤

ε

∫ tj

0

‖ēn(t)‖2
0dt+ Cετ,

since

‖u(t) − ūj−1‖0 ≤
∫ tj+1

tj−2

‖∂tu‖0dt

and ∂tu ∈ L2(I, L2(Ω)). Using this and the estimates (4.18)-(4.23) in (4.16), we
deduce the final error estimate because of Gronwall’s argument. We thus obtain
the following result.

Theorem 2. Let the assumptions of Theorem 1 be satisfied and let b(s) = s. If
H6) −H7) hold, then

‖ej‖2
0 +

j
∑

i=1

‖∇ei‖2
0τ ≤ C

n
.

Consequently, it holds

‖u(ti) − ui‖2
0 ≤ C

n
∀i = 1, ..n,

∫ t

0

‖u(t) − ūn(t)‖2dt ≤ C

n
.

5. Numerical implementation

Our scheme remedied three problems in the model (1.1)-(1.3), the nonlinearity of
b(u), the non-equilibrium isotherm (the memory term is taken into account) which
have been treated in section 2. The third problem is the convection dominance
which is treated using the method of characteristics where the crucial point is to
evaluate the inner product

(5.24) (ui−1 ◦ ϕi, φj) =

∫

Ej

ui−1 ◦ ϕi(x)φj(x)dx

where φj is a basis function, j = 1, ...P and

ui−1(x) =
∑

j

U ji−1φj(x).
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U ji−1 represents the value of the function ui−1(x) at the point xj . For the sake of

simplicity we consider a uniform partition of Ω into the elements {Ej}Pj=1. The
errors in the evaluation of this inner product is the source of the numerical insta-
bilities. To evaluate (5.24) we follow the concept of Bermejo [2, 3] (initiated by
Morton et.al., see [25]). This concept of evaluation is unconditionally stable and
efficient, see [2, 3]. We sketch its basic numerical implementation.

The idea that the integral involving the product of two piecewise bilinear polyno-
mials on different grids is equivalent to cubic spline interpolation at the knots of the
displaced grid along the characteristic curves (when using C◦ finite elements with
linear basis function). In other words, for all points ϕij = ϕi(xj), ϕ

i
j = (ϕi1p, ϕ

i
2q)

represents the displacement along the characteristic of the point xj , where p and
q denote the coordinate index of the center point in the regular displaced element
such that j = (p − 1) ∗ J + q and 1 ≤ j ≤ P (= I ∗ J). Then the integral (5.24)
which is denoted by S as shown by Bermejo [25], is a value of a bicubic spline at
the point ϕij which is as in [25]. Then

(5.25)
S(ϕi1p, ϕ

i
2q) =

∑J
s=1

∑I
r=1 u

(rs)
(i−1)Kr(ϕ

i
1p)Ks(ϕ

i
2q)

= (ui−1◦ϕi, φj(x)) j = 1, ...P,

where p, q determine j and Kr(ϕ
i
1p), Ks(ϕ

i
2q) are piecewise cubic polynomials in

ϕi1hp and ϕi2hq respectively, ui−1 is the solution at the time ti−1, see [2]. To charac-

terize this bicubic spline we move back the coordinates ϕij = (ϕi1p, ϕ
i
2q) to the fixed

grid point xj = (x1p, x2q). Then we have

(5.26) S(xj) = A[Ui−1]j , j = 1, 2, ..., P.

where the subscript denotes the j-th component of A[Ui−1], where A is the P × P
matrix, A = A(alj), alj =

∫

Ej
φl(x)φj(x). We express the spline S(xj) in terms of

the bicubic B-spline

(5.27) S(x) =

P
∑

j=1

µ
(i)
j Bj(x).

where Bj = B1j ⊗ B2j is the Cartesian product of the natural cubic splines B1j

and B2j corresponding to x1 and x2 respectively, see [6]. The coefficients µ
(i)
j can

be determined from (5.27), (5.26) choosing x = xj , (j = 1, ..., P ) and solving the
linear system (5.26). Substituting the coordinates ϕij in (5.27) we arrive at

S(ϕij) =

P
∑

j=1

µ
(i)
j Bj(ϕ

i
j)

which represents the approximation of (ui−1 ◦ ϕi, φj).
Now, concerning the evaluation of the ∂tS in (1.4) for the non-equilibrium case,

we use exact integration for the ordinary differential equation in (1.4) (for the
adsorption isotherm) which is of the form

S(t) = S0 e−at+

∫ t

0

e−a(t−s) ψ(C(s))ds.
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Solution Number of iterations (k) Time Time step Space step
1 3 t=2 ∆t=1/10 ∆x=1/10
2 3 t=2 ∆t=1/20 ∆x=1/20
3 3 t=2 ∆t=1/50 ∆x=1/50
1 5 t=6 ∆t=1/10 ∆x=1/10
2 5 t=6 ∆t=1/20 ∆x=1/20
3 5 t=6 ∆t=1/50 ∆x=1/50

Table 1. Discretization and iteration parameters for example 1

Then

∂tS = d

[

ψ(C(t)) −
(

S0 e−at+

∫ t

0

e−a(t−s) ψ(C(s))ds

)]

Approximating the integral in the expression above by choosing ψ(C(t, x)) as a
piecewise constant function, we have

(5.28) si+1 = e−aτ si + αi+1,iψ(Ci(x)) for i = 1, . . . , n

where αi+1,j = e−aτ αi,j , since αi,j =
∫ tj
tj−1

e−a(ti−s) ds. As a result we do not need

to store the values of Cj (j = 1, . . . , i−1) for the evaluation of Si. In our numerical
experiments, we approximate the memory term more precisely using linear approx-
imation of ψ(C(t, x)) instead of piecewise constant approximation.

Comparison of numerical with exact solutions

To demonstrate the effectiveness of our numerical scheme, we will compare the
numerical solution with an analytical one. We shall consider the model problem

(5.29)
∂t(u+ u1/2) + ∂xu−D∂2

xu = 0,
u(0, t) = u0Ψ(t), u(x, 0) = 0, x > 0

where Ψ is a smooth increasing function with Ψ(0) = 0 and Ψ(t) → 1 for t→ ∞. We
shall specify it later. Notice that (5.29) is a special case of (1.4), where adsorption
in equilibrium mode is considered only.
The exact solution , u(x, t) = f(x − vt), is the travelling wave which is given by,
see [18]

(5.30) f(ξ) =

{

u0(1 − exp ( 1
2D

1
1+

√
u0
ξ))2, ξ < 0

0 , ξ > 0

Here v =
√
u0

1+
√
u0

and Ψ(t) = 1
u0
f(−vt). f(ξ) → u0 for ξ → −∞, which can be

easily justified.
In our numerical experiments, we choose u0 = 2, i.e., v = 1

2 , Ψ(t) = (1 −
exp (− t

8D ))2. Since D is small, Ψ(t) is very close to 1 for t > δ > 0 with small δ.

Example 1: We use the data u0 = 2.0, D = 0.01, with the discretization and
iteration parameters listed in Table 1. In Figure 1 we present the exact
and numerical solution with the corresponding discretization parameters.
In this case, the Courant number equals 1.

Example 2: We consider the more regular case with stronger diffusion. We
choose u0 = 2, D = 0.1, with the discretization and iteration parameters
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Solution Number of iterations k Time Time step Space step
1 3 t=2 ∆t=1/10 ∆x=1/10
2 3 t=2 ∆t=1/5 ∆x=1/10
3 3 t=2 ∆t=1/2 ∆x=1/10
1 3 t=6 ∆t=1/10 ∆x=1/10
2 3 t=6 ∆t=1/5 ∆x=1/10
3 3 t=6 ∆t=1/2 ∆x=1/10

Table 2. Discretization and iteration parameters for example 2

in the Table 2. Less iteration steps occur due to the higher regularity
of the solution. The comparison with the exact solution is depicted in
Figure 2 for t = 2 and t = 6. The real velocity (retarded) of contaminant
transport equals 1

2 , while the water velocity of the model (5.29) equals 1.
The approximate solution 2 corresponds to the discretization parameters
with the Courant number larger than 1.

Numerical experiments in 1D and 2D

We present 1D and 2D numerical experiments supporting our concept of approx-
imation. However, this concept can also be used in the three dimensional case. We
consider

(5.31)
θ∂tu+ ρ∂tS + q̄ · ∇u −D∆u = 0 in x ∈ (0, L), t > 0,

∂tS = d(up − S)

with constants θ, ρ, q̄, p,D, along with the Dirichlet boundary conditions

u(t, 0) = u(t, L) = 0.

We consider S(0, x) ≡ 0. The initial profile is given in pulse form:

u(0, x) =







1, 0.1 ≤ x ≤ 0.5

0, otherwise

According to the procedure described in section 1 and (5.28) we eliminate the
kinetic equation in (5.31).

In the following examples we choose the number of iterations k = 3. The concen-
tration profile u(t, x) at t = 1, 2 and 6 is depicted in Figures below for the following
choices of θ, ρ, q̄, p,D:

Example 3: We shall take the following data θ = 0.5, ρ = 1.5, q̄ = 3, D =
0.05, d = 10. This example was run with the following discretization:
∆x = 1/10,∆t = 1/200. This example is used to investigate the influence
of p on the solution. The solution plotted in Figures 3-6.

Example 4: In this example numerical experiments are reported in two di-
mensions model with nonequilibrium adsorption d = 10. Other parameters
are the same as in example 3 except θ = 1. For simplicity we consider the
initial condition

u(0, x, y) =







1, 0.1 ≤ x ≤ 0.5, 1 ≤ y ≤ 3

0, otherwise

and the boundary conditions are

u(0, y, t) = u(L, y, t) = 0, u(x, 0, t) = u(x, L, t) = 0
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Figure 1. Comparison exact and numerical solutions for t =
2, t = 6, D = 0.01.
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Figure 2. Comparison exact and numerical solutions for t =
2, t = 6, D = 0.1.

The concentration profiles have been drawn for p = 0.4. The discretization
parameters are: ∆x = ∆y = 1/10, ∆t = 1/200. The solutions are depicted
in Figures 6-9.
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