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SUPERCONVERGENT TECHNIQUES IN MULTI-SCALE
METHODS

PEIMIN CHEN, WALTER ALLEGRETTO, AND YANPING LIN

Abstract. It is well known that many problems of practical importance in sci-
ence and engineering have multiple-scale solutions. Moreover, the calculations
of numerical methods for these problems is very intensive, even if using some
multi-scale proceedures. It is therefore important to seek efficient calculation
methods. In this paper, superconvergent techniques are used in existing multi-
scale methods to improve the calculation efficiency. Furthermore, based on
comprehensive analysis, the order of the error estimates between the numerical

approximation and the exact solution is verified to be improved.
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1. Introduction

Multi-scale methods have been investigated for a long time in the mathematics
and engineering literature. For example of these papers, we refer to [4], [9] and
[11]. Early papers concentrated on multi-scale methods that are mainly based on
the theory of asymptotic expansion and homogenization. Later, various different
but related multi-scale methods were proposed, including the multigrid numerical
homogenization method ([33], [34], [46], [47]), the multiscale finite element method
(MSFEM) ([37], [38], [31]), the heterogeneous multiscale method (HMM) (]25], [26],
[27], [28]), the finite element method based on the Residual-Free Bubble method
([12], [32], [35], [39]), the wavelet homogenization method ([22]) and so on. Each
of these methods has advantages in some special cases. As is well known, the
multi-grid method as a classical multi-scale technique achieves optimal efficiency
by relaxing the errors at different scales on different grids. It can give an accurate
approximation to the detailed solution of fine scale problems. HMM is a specific
strategy to compute the macro-scale behavior of the system with a standard macro-
scale scheme in which the missing micro-scale data can be evaluated concurrently by
using the micro-scale model. It can deal with many multi-scale problems efficiently
even for problems whose period is unknown. MSFEM can obtain the large scale
solutions accurately and efficiently without resolving the small scale details. The
main idea is to construct in each element finite base functions which can capture
the small scale information. Such small-scale information is then brought to the
large scales through the coupling of the global stiffness matrix.

Although the methods can deal efficiently with some practical problems, the
computation cost may still be very large. For example, in order to simulate elliptic
problems with non-uniformly oscillating coefficients by HMM, at least one unit cell

Received by the editors March 9, 2006 and, in revised form, March 22, 2007.
2000 Mathematics Subject Classification. 35R35, 49J40, 60G40.
This research was supported by NSERC (Canada).

239



240 P. M. CHEN, W. ALLEGRETTO, AND Y. LIN

in each element will be calculated to obtain the homogenized equation and obtain
the information of the microstructure. This results in intensive calculations if the
number of elements is large. In some cases where the domain and the solution are
smooth enough, it is important to find a more efficient method or technique to
reduce the calculations. It is known that, in [13], a fast post-processing algorithm
which is based on asymptotic expansion used to analyze a multiscale method. But
in [13], the authors just analyzed elliptic problems with uniformly highly oscillatory
coefficients. In practice, there are many multiscale problems with non-uniformly
oscillating coefficients, and by using the post processing technique directly, it is
impossible to improve the order of the error estimate on the whole domain when
one just uses linear interpolation for the unit cells that have been simulated. For
instance, under the conditions above, the error estimate of the HMM for the H'-
broken norm is just O(H). If we use a high order interpolation technique, then the
number of unit cells needed in the calculations will increase greatly if the HMM
method is employed. So, it is very important to reduce the number of unit cells
needed in the calculations. In this paper, we show that it is not necessary to choose
at least one unit cell in each element in which to calculate. We simulate unit cells
on a new mesh, which is different from the partition of the whole domain. The size
of the former is much bigger than that of the latter. This idea is different from that
used in HMM and some other multiscale methods. By using high order interpolation
techniques for the solved unit cells, we then successfully reduce the cost on unit
cells. Moreover, we can use a superconvergent technique to deal with the numerical
solution of the homogenized equation in order to improve its accuracy. Based
on these ideas, some improved error estimates are given. In this paper, we just
investigate the superconvergent techniques in the homogenized equations presented
in [9] and [27]. In fact, superconvergent techniques can also be efficiently extended
to some other multiscale methods. In addition, we just discuss elliptic problems.
For parabolic multiscale problems with suitable conditions, the superconvergent
technique is also valid.

In the past forty years, superconvergence finite element methods has been an
active research field. Early papers concentrated on superconvergence at isolated
points (see [23] et al ). Later, various type of superconvergent techniques were es-
tablished, either in the strict sense or in an approximate way (see [7], [8], [52], [53],
[58], [59], [60], [40], [44] et al). In this paper, we merely give a framework to demon-
strate that the superconvergent technique is suited to multi-scale methods and can
efficiently improve the accuracy. Thus, we only employ certain postprocessing tech-
niques proposed in [40] and [44] to improve the existing approximation accuracy.
However some other superconvergent techniques, such as the Zienkiewicz-Zhu su-
perconvergent Patch Recovery (ZZ-SPR), can also be used to improve the order of
error estimates of multi-scale methods.

The outline of this paper is as follows. In the next section, we introduce the model
problem and provide its two similar homogenized equations. Moreover, the error
estimate between the exact solution of the original problem and the asymptotic
expansion of order one is presented, and the estimates

I = w0 < OVelUiollso.p

lue =@ [l,p < (CH*[luoll1,p + Vel|uolls,0,0),

are obtained.
Based on this result, we present the principal results of this paper in Section 3.
The error estimate, between the exact solution and the numerical solution of the
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first order multiscale solution corrected by postprocessing, is shown to be

e = ul1,p < C(Vellwolls.oe,p + H¥lluollp + H™[ollm+1,),

and

[u¢ =T 1,0y < C(WVelluolls,00,0, + A |uoll1,p,
+HP " Uolpt2,0, + luo — U | =s.0,)-

In Section 4 the superconvergent technique is extended to HMM and some useful
error estimates are given. Moreover, from the analysis of the orders of the error es-
timates, we observe that the accuracy of the approximation is reasonably improved.
In the last section, we discuss briefly some possible future work.

2. A model problem and its homogenized equations

In this paper, we adopt the standard notation of W™P (D) for Sobolev spaces
on D with norm || - || p,p and semi-norm | - |, p.p. Set Wi™? = {w € W™P(D) :
wlap = 0} and denote W™2(D) (WJ*(D)) by H™(D) (Hg*(D)) with norm ||-||,n.p
and semi-norm | - |, p. In addition, ¢ or C' denotes a positive constant independent
of the sizes of the finite elements and micro-structure size e.

Consider the model problem:

{ =V (A(z, £)Vu) = f(x) in D

2.1
( ) UE|8D=0

bl

where D is a bounded convex domain in R? with a Lipschitz boundary 0D (for
simplicity, we only discuss the model problem in R?, in fact, the conclusions can
be extended to R? (d > 2 or d = 1), € is a small positive number, and

~( ann(z,Y) a12(x,Y)
A(I7Y) B < agl(x,Y) CQQ(.’I?,Y) >
such that A is symmetric and
(2.2) &b < lagj(2,Y)&E| < C&&, V&6 € R?, 4,5 =1,2.
Moreover, a;;(z,Y), f € L>®(D) are all Q-periodic in Y, where Y = z/e, Q =
(0,1) x (0,1).
We first introduce more notation. Let my (v) be the integral average of v on Q:

_1 _ 2
my (v) = |Q/deY /deY Vv € L*(Q),

where @ = (0,1) x (0,1) is a unit cell which is the referred domain of the micro-
structure Q. in D, and |@] is the area of Q.

Then, the homogenized bilinear equation of (2.1) reduces to finding Up(z) €
H}(D) such that (see [9])

(2.3) Ao(Ug,v) = (f,v) Y v e Hy(D),
where Ag is defined by

(2.4) Ao(v,w) = (AVv,Vw), Vu,w e H} (D),
with

(2.5) A= (Avij)2><27 Zij = my(a;; + aik%)v

and N7 is the periodic solution of the equation:
8Nj(x,Y)) _ 0
oYy, oY

(2.6) (aik(z,Y)

aij(2,Y) in Q, /deYzo.
Y; ! Q
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For (2.6), we just want to obtain the solution N’(z,Y) in the Y-direction. But,
unfortunately, there are two parameters x, Y in this equation. It is thus difficult to
directly simulate the solution by any standard numerical method, since the coeffi-
cient matrix of any numerical scheme is not constant, but involves the parameter
z. In order to resolve this difficulty, many earlier papers first gave a partition of
the whole domain and then calculated (2.6) on some fixed points of the given mesh
and finally derived a homogenized equation in the same partition. For instance,
in ([25)), ([30]), ([27]), cell problems are solved at each quadrature point of every
element. Similarly, in some other papers, the vertexes of each element are chosen
as centers of unit cells in order to solve (2.6). For these examples, we note that the
number of unit cells calculated in the whole domain is O(n?), if the number of ele-
ments in one direction of the partition is n. In this paper as mentioned earlier, we
use the Pg-interpolation technique for the obtained unit cells in a new mesh, which
is not necessarily the same as the partition of the homogenized equation. That is,
we possibly use two different meshes to simulate multi-scale problems. The bigger
one is for unit cells and the other one is for the homogenized equation. This idea
is different from those in the papers we have mentioned above. Under the same
accuracy as the method in ([25]), in the following Theorem 2.1, it is shown that
the required number of unit cells is just O(n) if we use Ps-interpolation. It is thus
obvious that we can reduce the calculation on unit cells in a significant way.

Theorem 2.1. Let p(x) be a function satisfying p(x) € WETL2(D), and let the

Py-interpolation of p(x) be denoted by i p(x), then it can be shown that (see [20]),
[ O(H*1==9) for 6>0, if k=1,

1) 10o) - Tuploece = { OlGgaia s S oy

Let T} be a regular partition of D with elements e with size h., and define

h = max he. Let P be the space of polynomials with degree no more than k.
ecTh

Then, from Theorem 2.1, we have that

(2.8)  INY(2,Y) = N7 (2, V) ||1,00 < CHF, i=12  k>2,

where x,, is chosen point of T}.
In addition, set Ty to be another regular partition of D with elements K with

size hyi, and define H := Ir{naTx hx. We define the finite element space to be
€l'y

Xyg:={veHJ(D): vlgeP(K) VKETy}.

From (2.8), the homogenized bilinear equation (2.3) can be written as

/jjﬁ(x)VUO -Vudz = /vad:v

where a(z) = (a;;(z)), and

— 0 »
(29) i = my (1550 ¥) 4 a0 TN (0, Y) ).
For any v,w € X, define the bilinear form:
—, OV Ow
(2.10) Ap(v,w) = / (cw(x))dx
K;H K J 8xj 89@

Then the homogenized numerical solution is to obtain Uy € Xy such that
(211) AH(UH,U) = (f,v), Vove Xpy.
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Remark 2.1. Our main interest is the numerical approzimation of (2.1). There-
fore, we assume that the theoretical solution is reasonably regular in order for the
estimates that follow to apply. In particular, it is convenient for our presentation
to assume NI (z,Y) € WktL(D x Q) (j=1,2), (k > 2).

In the following, we give the main error estimates of this part.

Theorem 2.2. Let u®(z,Y) be the solution of the equation (2.1), let Uy be the
solution of (2.3), and

ol
Nk)

833k
Assume that D is a smooth domain, a;;(z,Y) € WH>(D) and f € L*(D). Then
(See [56]),

(2.12) Ju = uill1,p < CVel|Uolls,

ug =up +eup = Uy +

Remark 2.2. From Theorem 2.2, it is easy to see that

oU,
(2.13) |[u® = Uollo,p < [lu® —uflo,p + €”Nk872”0’D < CVe|lUy

Assume that ug is the exact solution of the following equation:
(2.14)  a(up,v) : Z / ( YV - Vv) dx = / fvdz, Yv € H}(D).
KeTy

Let N,ZO be the numerical approximation of N7. It is known that the contribution

of the error estimate | N7 —

can be neglected. Consequently, the error || N7 — N,{O ll1,p is not considered in the
following part.

Next, we give the estimate of the error between ug and ug. First, we give some
useful lemmas.

Lemma 2.1. Assume that N7 (x,Y) is the solution of (2.6), satisfying N’ (x,Y) €
WhtLoo(D) (k > 2). Let Ajj(z) and ai;(x) be as defined in (2.5), and (2.9),
respectively. Then, we have

(2.15) | 4ij (@) = aij (@)llo.00.0 < ChE.

Proof. From Theorem 2.1, it follows that there exists a positive constant C, such

that
II(H%WX HNJ(LE,Y) - HkNj(xnaY)||07007K < ||Nj(xn,Y) - HkNj(xvy)HO»OO,D < Chk
€Ty

Using Minkowski’s Integral Inequality, a direct calculation gives,
1A () = aij(z)ll0.00,0

P A
= pax [[my (aik 53— (N (2,Y) = IV (2, Y)) 0,00,k

Yy,

9 . ,
< ik ~~r ]\]"7 ,Y _H N] n,Y , 00
< max my([a kaYk( (,Y) = IEN? (24, Y))|0,00, )
a . .
< ety my (|| @ik || 0,00, K - 571/,6”1\” (2,Y) = I N7 (2, Y) || 0,00, )
< ChFk.

So, (2.15) is proved. O
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Lemma 2.2. Assume that Ag(u,v) is defined as (2.4) and satisfies the inf-sup
condition, then for sufficiently small h, we have: a(u,v) also satisfies the inf-sup
condition. That is, there exists a positive constant ¢, such that

(2.16) sup Jalu, v)]

> c|ully,p-
0#vEH] [vll1,0

Proof. By using lemma 2.1, it can be easily shown that for all u, v € H}(D),
| Ao (u, v) — a(u,v)|
= Z ‘Ao(u, U) - a(uvv)‘K

KeTy

= > \/ ((ﬁ<x)—a(x)>vu.vv>dx|
KeTy K

< N ChF|[Vullox[Vollox
KeTy

< Ch*|lullv,pllvllh.p
Then, for any v € H} (D) we have

(2.17) sap WOl MfCthuHLD

0#vEH] ||U||1,D 0#vEH HUHLD

But Ag(u,v) satisfies the inf-sup condition; that is, there exists a constant C> 0,
such that

(2.18) sup [4o(u, V)]

> Cllulh.p
0#£vEH} [vll1,p

Combining the above inequality (2.17) and (2.18), we obtain that for sufficiently
small h, there exists a positive constant ¢, such that

sup LN 5 (& ol p > el
0#£vEH] HU”LD

1,D-

Then, this lemma is proved. ]
Based on the Lemma 2.1 and Lemma 2.2, we give an error estimate as follows.

Theorem 2.3. Assume that the conditions of Lemma 2.2 are satisfied, ug is the
solution of the homogenized equation (2.3) and ug is the exact solution of (2.14),
then for sufficiently small h, we have

(2.19) lluo — toll1,0 < Ch*[|uoll1,p

Proof. From Lemma 2.1 and Lemma 2.2, for sufficiently small ki, we have

|a(ug — g, v)]

cllug —uplli,p < sup
0#vEH} [vll,p
A(x) — a(x))Vug - Vodz
S oy WilA@) =) Vo - Vo
KeTy 0#vEH) vl x
< Y @ uolhx
KeTy

= ch*|luollr,p
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So, from the inequality above, we obtain that there exists a positive constant C,
such that

|uo — Toll1,p < Ch¥||uoll1,p
This shows the result. O

Remark 2.3. If all conditions in Theorem 2.3 are valid, then for sufficiently small
h, from Remark 2.2 and Theorem 2.3, it follows that

(2.20)
[u —ollo,p < [lu® = uollo,p + lluo — Uollo,p < (Ch*|luoll1,p + Velluolls,00,0),
(2.21)
[u —u[l,p < llu = uilli,p + luf =5 lh,o < (Ch*|luollr,p + Velluolls,00,0),
where
(2.22) u§ = g + elly N7 (xn,Y)%.
J

3. The Superconvergent techniques in multi-scale method

By the standard theory of the finite element method and the Nitsche technique,
the following theorem follows:

Theorem 3.1. Let Uy be the numerical solution of problem (2.11), and gy be the
exact solution of the equation (2.14). Then,

(3.1) lto — Unlli,p0 < CH|\uoll2,p,
o — Unllo.p < CH?||To||2,p-

In Theorem 3.1, the error estimate between the exact solution of (2.14) and its
numerical approximation has been obtained. In the following, the postprocessing
techniques of [40] and [44] are used to improve the accuracy of the multiscale
method. In this part, for simplicity, we just give the superconvergent error estimate
on a rectangular mesh. In fact, it can be extended successfully to triangular mesh.

Firstly, construct a postprocessing interpolation operator II5};, such that (see
140], [42], [44]),

1) Combining four neighboring elements into a big element, é = U?:l ei, such that

(3.2) IYyw e Qun(é), Vwedl(e),

where @), is bi-P,, polynomial space.

2)

(3.3) [O5yw —wl < CH ™ Y wllppr, 0<r<m, 1=0,1;
3)

(3.4) |50l < Clloll;,  YoveVH(D), 1=0,1,
where V(D) is finite element space.

4)

(3.5) e = Mjw,

where w! € V' is the finite element interpolation of w.

In the following, the result of the superconvergence in the whole domain is given
based on the theory of high order interpolation operator.
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Theorem 3.2. (See [42]) Let uy be the exact solution of equation (2.14), let Un,
ul be the finite element solution and finite element interpolation of Ty, respectively,
and satisfy:

U = [ < CH " Mg llmir, a>p, m>a, 1=0,1,
where p is the order of the finite element polynomial space. Then,
155U = ol < CH ' [tig |1,
where 1IN}, satisfies (3.2), (3.3), (3.4) and(3.5).

The conditions assumed in these techniques depend on the regularity of the
partition and the smoothness of the solution. In many practical problems it is
useful and often necessary to give some superconvergent error estimates in a local
domain.

Theorem 3.3. (See [44]) Let uy be the exact solution of the equation (2.14),
let Uf, uZI, be the finite element solution and finite element interpolation of g,
respectively. Assume that Dy CC D1 CC D. If ugy is smooth enough and the mesh
in Dy is almost uniform, then,

UM = w)llpy < CHP [tollpr2,0, + lto — US| —.0,);

10" = upllto0,00 < CCHPH I H M o]l p-2,00,00 + [0 = Up'[|-s,0,),

where p is the order of the finite element polynomial space, s is any non-negative
integer, and
L =t
L0, if p>2
By using the postprocessing interpolation operator, we have
Theorem 3.4. (See [44]) Under the condition of Theorem 8.8, then

TS U — ||y, p, < CHP |[to|p+2,0, + [0 — U || —s.0,);

T4 U, — Gollvo0,00 < CCHPH I H M [Gollp+2,00,0, + 0 — Uy l|—s,0,).

We next retrieve the microscopic information in whole domain from 115}, Uy and
give the most important results of this section.
Assume that

(3.6) R(v) = v + e[l N7 (z,,, Y)@,
a{L'j

Define

(3.7) |k = Ry Un) k.

Theorem 3.5. Let u be the solution of (2.1), u® be given by (3.7). Assume that
all conditions of Theorem 3.1 are valid. Then,

(3.8)  |lu* —u1,p < C(Velluolls.co.0 + h*[[uoll1.0 + H™|[tolm+1.0)-
Proof. Note that on each element K,
ou‘ 0 0 0 » 0
= —IITLU — +e— )N (2,,Y) - — 154U,
oo = om,enUn T gy ¥ g el (@, Y) - 5ol Un
, 52
(3.9) +elly N7 (2,,Y) 5, Ug.
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Furthermore,
ouy  Oup 0 A Jug , 0%y

1 — = e N7 (2, Y)=— + elly N’ (x,,, Y .
B0 = m o, t oy Y e V) g+ el (Y s
It follows from (3.9) and (3.10) that

0 . 0 - 0 0 0 ~
O, U —uy) = %(HQHUH — Uo) + (8Y te oz, )HkN (20, Y) - %(HQHUH — )

[ 4 J

: 0? _
+€HkNj(xn,Y)M( ;nHUH—Uo).

From Theorem 3.2, we can obtain that

V@ —ui)llop < ClIVIZEUL —uo)llo,p + Celluoll2.0
< CH"|[uo]lm+1,0 + Celltol|2,p-

Moreover,

la® —uillop < CIU5yUx —uollo.p + Celluol1.p
< CH™ [ty ||m+1,0 + Cél[to]|1,p-

From the inequalities above, it follows that
@ —atlli,p < CH™|to|lm+1,0 + Celltol|2,p-

Combining with (2.21) yields (3.8). This proves Theorem 3.5. O

Remark 3.1. Sometimes in applications the superconvergent error estimate in a
local domain is more important. By the same method used in proving Theorem 3.5
and from Theorem 3.4, it follows that

lu =@ [l1.0, < C(Velluollsoo.p, + hF|luoll1.p,

(3.11) +HP Y [Go 42,0, + 20 — Up'||—s,0,),
7€ +1

where, ©° = 115}, Uf.

4. The Superconvergent technique for HMM

In this section, the superconvergent technique will be successfully applied to the
HMM to reduce its calculation. First, we recall the HMM scheme as follows (see

[30))-
Consider the classical problem

(4.1) ~V - (a“(z)Vu(z)) = f(z) in DCRY,
’ u¢(z) =0 on x € 0D.

In this part, a conventional Py finite element method on a triangulation Ty of
element size H is chosen and we just consider the case d = 2. Let Ay be defined as

(4.2) = Y K[ wi(VV - AgVV)(w),

KeTy T EK

where x; and w; are the quadrature points and weights in K, K € Ty. In the
absence of an explicit knowledge of Ay (x), let

(4.3) (VV - AgVV) (@) = ;d / Vot (2) - a(x) Vi,
Is(x;)
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where I5(x;) = 2,461, I = [0,1]%. Here § is chosen such that a¢ restricted to I5(z;)
gives an accurate enough representation of the local variations of a®. Let vf(z) be
the solution of the problem:

=V (a(x)Vvi(x)) =0 in Is(x),
(4.4) { vi(@) = Vi) on Oly(a),

where Vj is the linear approximation of V' at z;.
Then, the HMM solution uy € Xy is defined by

For problem (4.4), set w{(z) = vf(z) — Vi(z). Then we have

{ =V (af(2)Vwi(z)) = V- (a°(x)VVi(2)) in Is(z1),

(46) wlg(x) _ 0 on 8I§($l)a

Since VVi(z) is constant, if Nf(z) satisfies:

(4.7) { J—V;v@ )(a;((o)cWN;(w)) = o0 (ag;) (@), ;‘Z gﬁl)
where I5(z) = o + 01, then
(o) = N5 (0)
It follows that
(48) 1f(o) = i) + Ny ) 1

Let Th, h be as defined in Section 2. Assume that Nf(z) € Wkt1loo(D). Then
from Theorem 2.1, we have

(4.9) [N (2) — Ik Nj () 1,00 < CRF,  j=1,2, k>2.

Set

(4.10) Ag(Vov)y= D" K| Y wi(VV - Ay VV) (),
KeTy zeEK

where

(4.11) (VV - AgVV)(z;) = 571(1 . Vi (z) - a(x) Vo5 () da,

and

(4.12) T () = Vi(x) + TN (2) axg;j).

Then, the revised HMM solution Uy € Xy is defined by

(4.13) Ag(Ug,V)=(f,V), VVeXg.

Theorem 4.1. Let Ay and Ay are defined as (4.8) and (4.11), respectively.
Then, we have

(4.14) max || Ay — Ay || < Ch”.
r,EK
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Proof. From inequalities (4.8), (4.9) and (4.12), it follows easily that
Voi () = Vo (2)llo,£52) < CthVW(fC)HO,L;(m)'
So, from (4.3) and (4.11), we obtain that

VW (20)(An — Ax)VV ()]

1 ] ) . . e
i [ (T a@eit) - V1 (0) (o) Vi) )
= |571d o )(wa(m) — Vuj(z)) - a®(x) (Vi () — Vi (z))dz

1 . . . .
Jr(ﬁ /Ia(a:z)(vwl (f) B le (l’)) a (l')V’Ul (x)dx

1 — . . iy
+ﬁ /I,s(zz) Ve (517) o (ZU)(V’UZ (I) =V (ZL‘))dx|

< C(h2k||VW($l)||o,15(m||VV(!EI) 0.15(z0) T PEIVW (@) [lo, 15 (2) IV 10,15 20)

+hF | Vg (a)]

0,15($l>vw<x>||o,fé<m)
< CthVW(ml)HO,Ia(zl)||VV($Z)HO,L5(QEZ)-

This inequality gives the desired result (4.14). O

Set the homogenized equation of (4.1) to be as follows (see [30]).

V- (Az)VU(z)) = f(z) in DC R,
(4.15) { U(z)=0 on x € 9dD.

where A(z) is the homogenized coefficient.
Lemma 4.1. Let
e(HMM) = max ||A(z;) — A (x))]|,
reK
then for the periodic homogenization problems (see [30]),

C9, if §is an interger multiple of €,

(4.16)  e(HMM) < { C(e/d +9), if § is not an interger multiple of e.

Theorem 4.2. Assume that u¢ is the exact solution of the problem (4.1), that Uy

is the exact solution of equation (4.15), while Uy is the exact solution of (4.13) with
the space Xy replaced by H. Moreover, set a*(z) = a(z,z/€¢). Then we have

(4.17) [u¢ — Ugllo.p < C(v/e+ hF + e(HMM)),

(4.18) [u€ —uS|l1.p < C(Ve + hF + e(HMM)),

7€ — T 68[70
where u] = Uy + HkNj Dy

Proof. From (4.14) and (4.16), it follows that

(4.19) max | A(z) — Ap(21)|| < C(hF + e(HMM)).
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In view of (4.11), (4.15) and (4.19), we have
cllUo = Uolluo|Wiho < AU = Uy, W)
= |A(Uo, W) — A(Us, W)
(Uo, W) = (A= Ap)(Uo, W) — A (Uo, W)
£ W) = (A= Ap) (T, W) = (£, W)
A— Ay)(Uo, W)
< C(h* + e(HMM) | Uoll10l|W|l1.p-

A
ES
S

So,
[Uo — Uollr,p < C(h* + e(HMM))||Uo||1,p
Hence,
lu¢ — Tollo.p < flut — Uy Uollo.p < C(ve+ h¥ + e(HMM)).

In addition, if a“(x) = a(x,z/€), then we have Nf(z) = eN7(x).
So, we can obtain,

8U aU,
o < U~ Uy o~ NS5l
Ty
oU, 0 ~
< 0 = Dol + NG = TN;) G 2+ TG0 - 57 (U = Do)l
j
< C(Ve+ h* + e(HMM)).
Then this theorem is proved. O

As theorem 3.1, we can obtain
Theorem 4.3. Let Uy be the numerical solution of problem (4.13), and gy be the
ezact solution of equation (4.13) with Xy replaced by H (D). Then (see [20]),
(4.20) [t = Unllr.p < CH|lto|2,p,
G0 = Unllo,p < CH?|[to||2,p-
Next, superconvergent techniques are applied to HMM to improve its accuracy.
First, assume that a postprocessing interpolation operator II5}; satisfies all of

the conditions (3.2), (3.3), (3.4) and (3.5). Then it follows from the result of
superconvergence in the whole domain that

Theorem 4.4. (see [42]) Let ug be the exact solution of equation (4.13) with Xy
replaced by HE(D), let Uy, u' be the finite element solution and finite element
interpolation of ug, respectively, and satisfy:
U = !l < CH iigllmsr, @ >p, m>a, 1=0,1,
where p is the order of the finite element polynomial space. Then,
M55 U — ol < CH [t |-

Concurrently, we have some superconvergent error estimates in a local domain.

Theorem 4.5. (See [44]) Let ug be the exact solution of equation (4.13) with X g
replaced by Hi(D), let U]fI, ué be the finite element solution and finite element
interpolation of ug, respectively. Assume that Do CC Dy CC D. If ug is smooth
enough and the mesh in Dy is almost uniform, then,

vk - < C(H" M iiollp+2.0, + [lTo = Uy [|-s.0,);
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10" = upll1o0,00 < CCHPH 0 H Mol p2,00,00 + [0 = Uyl l|-s,0,),

where p is the order of the finite element polynomial space, s is any non-negtive
integer, and
ol Lo o ifp=1
10, if p>2.
By using the postprocessing interpolation operator, we have
Theorem 4.6. (See [44]) Under the condition of Theorem 4.5, then
155 U, = Tollv,py < COHP  [do]lp+2,0, + [0 — Up'[|-,p4);

M55 Up" = Toll1,00,00 < CHP I H Mo lp42.00,0, + G0 = UpT | —s,.)-

We next retrieve the microscopic information in whole domain from 115}, Uy and
give the most important results of this section.
Assume that

o\ O
(4.21) R(v) = v + Iy N; (x)a—ac]7
Define
(4.22) |k = Ry Un)| k-

Theorem 4.7. Let u¢ be the solution of (4.1), u® be given by (4.22). Assume that
all conditions of Theorem 4.3 are valid. Then,

(4.23) [u = @[l < C(Velluol3,00,0 + B [[uoll1,0 + H™ |[do|lm+1,0)-
Proof. Note that on each element K,
ou® 0 0 0
= —I3,U — 1IN (x) - =—II5L U
al’i c%r:i 2H-H + 83% ke (’I) al‘j 2H~H
82
4.24 NS (z) - ——— 15, Uy.
( ) +ile J (:E) a$18$3 2HYH
Furthermore,
ou§  Oug 0 dug 0%y
4.25 = — I N§(x) =— + I NS .
( ) 8:52 8:101» + 8xi k ](1‘) 6$J‘ + k J(z) &vi&vj
It follows from (4.24) and (4.25) that
8 —€ ~E 8 m -~ 8 € 8 m ~
0? -

From Theorem 4.4 and Nj;(x) = O(e), it follows that
V@ —ui)lop < CIVIUZEUL — to)llo,p + Celluoll2,0
< CH™|[tolm+1,0 + Celltiol|2,p-

Moreover,

[@° —uillop < ClH3zUs —uollo,p + Celluoll1.p

< CH™ || m-+1,0 + Cellto]|1,p-
From the inequalities above, it follows that
[ = uill1,0 < CH™|[tollmt1,0 + Celltiol|2,p-

Combining with (4.18), it is easy to obtain (4.23). This proves Theorem 4.7. [
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Remark 4.1. In some cases, the superconvergent error estimate in a local domain
is more important. By the same method used in showing Theorem 4.7 and from
Theorem 4.6, it follows that

lu¢ —a1,p, < CHWeluollsoo,p, + h*|uollt,p,
(4.26) +HP |t |l pt2,0, + [0 — Upt | =s,0,);

—e __ 17P+1lr7H
where, u¢ = I, U,".
5. Discussion

In this paper, we discussed superconvergent techniques in multi-scale methods,
especially in HMM. For simplicity, in order to derive error estimates we assumed
that the conditions in the model problems were such that the solutions were smooth
enough. In many problems, such conditions may not be satisfied. We can still
possibly use this method by retrieving techniques, such as error expansion and
defect correction. In future work, we plan pursue research based on the ideas
presented here on relevant problems in engineering.
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