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Abstract. Numerical solutions of exact controllability problems for linear and

semilinear 2-d wave equations with distributed controls are studied. Exact

controllability problems can be solved by the corresponding optimal control

problems. The optimal control problem is reformulated as a system of equa-

tions (an optimality system) that consists of an initial value problem for the

underlying (linear or semilinear) wave equation and a terminal value problem

for the adjoint wave equation. The discretized optimality system is solved

by a shooting method. The convergence properties of the numerical shooting

method in the context of exact controllability are illustrated through compu-

tational experiments.
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1. Introduction

In this paper, we consider an optimal distributed control approach for solving the
exact distributed controllability problem for two-dimensional linear or semilinear
wave equations defined on a time interval (0, T ), and spatial domain Ω in R

2. The
exact distributed controllability problem we consider is to seek a distributed control
f in L2((0, T ) × Ω) and a corresponding state u such that the following system of
equations hold:

(1.1)






utt − ∆u + Ψ(u) = f in Q ≡ (0, T ) × Ω ,

u|t=0 = w and ut|t=0 = z in Ω ,

u|t=T = W and ut|t=T = Z in Ω ,

u|∂Ω = 0 in (0, T ) ,

where w and z are given initial conditions defined on Ω, W ∈ L2(Ω) and Z ∈
H−1(Ω) are prescribed terminal conditions, f in L2((0, T ) × Ω) is the distributed
control, and Ψ(u) is a given function on R.

The exact boundary controllability problems are well known for linear and semi-
linear cases; see e.g.,[5, 14, 15, 17, 18, 20, 21, 23, 24]. In these problems there are
basically two classes of computational methods in the literature. The first class is
known Hilbert Uniqueness Method (HUM); see, e.g., [9, 11, 14, 16, 22]. The ap-
proximate solutions obtained by the HUM-based methods in general do not seem
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to converge (even in a weak sense) to the exact solutions as the temporal and
spatial grid sizes tend to zero. Methods of regularization including Tychonoff regu-
larization and filtering that result in convergent approximations were introduced in
those papers on HUM-based methods. The second class of computational methods
for boundary controllability of the linear wave equation was those based on the
method proposed in [10]. One solves a discrete optimization problem that involves
the minimization of the discrete boundary L2 norm subject to the undetermined
linear system of equations formed by the discretization of the wave equation and
the initial and terminal conditions. This approach was implemented in [8]. The
computational results demonstrated the convergence of the discrete solutions when
the exact minimum boundary L2 norm solution is smooth. In the generic case of a
non-smooth exact minimum boundary L2 norm solution the computational results
of [8] exhibited at least a weak L2 convergence of the discrete solutions.

In this paper we develop an alternate numerical method which allows us to apply
distributed or boundary control to the exact controllability problems. Ultimately
we test the exact boundary controllability problems, but it is beyond the work, and
we will present the result in a separate paper. The results in [19] were limited to the
one dimensional case. In this paper, we extend those results to the two dimensional
case.

We will study numerical methods for optimal control and controllability prob-
lems associated with the linear and semilinear wave equations. We are particu-
larly interested in investigating the relevancy and applicability of high performance
computing (HPC) for these problems. As a prototype example of optimal control
problems for the wave equations we consider the following distributed optimal con-
trol problem: choose a control f and a corresponding u such that the pair (u, f)
minimizes the cost functional

J (u, f) =
α

2

∫ T

0

∫

Ω

K(u) dx dt +
β

2

∫

Ω

Φ1(u(T,x)) dx +
γ

2

∫

Ω

Φ2(ut(T,x)) dx

+
1

2

∫ T

0

∫

Ω

|f |2 dx dt

(1.2)

subject to the wave equation

(1.3)






utt − ∆u + Ψ(u) = f in Q ≡ (0, T ) × Ω ,

u|∂Ω = 0, in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in Ω .

Here Ω is a bounded spatial domain in R
d (d = 1 or 2 or 3) with a boundary ∂Ω; f

is a distributed control and u is the corresponding state. Also, K, Φ and Ψ are C1

mappings (for instance, we may choose K(u) = (u−U)2, Ψ(u) = 0, Ψ(u) = u3 − u
and Ψ(u) = eu, Φ1(u) = (u(T,x)−W )2, Φ2(u) = (ut(T,x)−Z)2, where U,W,Z are
target functions). Moreover we assume that initial conditions w and z are smooth
enough to be well defined the given problem; see e.g.,[4]. Also we suppose that
nonlinearity Ψ(u) does not alter the regularity of the solution in the wave equation.

Of particular interest to us is the case of large α, β and γ; our computational
experiments of the proposed numerical method will be performed exclusively for
this case. Our interest in this case stems from the fact that the optimal control
problem can be viewed as an approximation to the exact distributed controllability
problem (1.1).

Such control problems are classical ones in the control theory literature; see, e.g.,
[12] for the linear case and [13] for the nonlinear case regarding the existence of
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optimal solutions as well as the existence of a Lagrange multiplier ξ satisfying the
optimality system of equations. However, numerical methods for finding discrete
(e.g., finite element and/or finite difference) solutions of the optimality system
are largely limited to gradient type methods which are sequential in nature and
generally require many iterations for convergence. The optimality system involves
both initial value and terminal value problems at t = 0 and t = T and thus cannot
be solved by marching in time. Direct solutions of the discrete optimality system,
of course, are bound to be expensive computationally in 2 or 3 spatial dimensions
since the problem is (d + 1) dimensional (where d is the spatial dimension.)

The computational algorithms we propose here are based on shooting methods
for two-point boundary value problems for ordinary differential equations (ODEs);
see, e.g., [2, 3, 6, 7]. The algorithms we propose are well suited for implementation
on a parallel computing platform such as a massive cluster of cheap processors.

The rest of this paper is organized as follows. In Section 2 we establish the
equivalence between the limit of optimal solutions and the minimum distributed
L2 norm exact controller; this justifies the use of the optimal control approach
for solving the exact controllability problem. In Section 3 we formally derive the
optimality system of equations for the optimal control problem and discuss the
shooting algorithm for solving the optimality system. In Section 4 we state the
discrete version of the shooting algorithm for solving the discrete optimality system.
Finally in Sections 5 we present computations of certain concrete controllability
problems by the shooting method for solving optimal control problems.

2. The solution of the exact controllability problem as the limit of opti-

mal control solutions

We can consider the exact distributed controllability problem (1.1) as the limit of
a sequence of optimal control problem. Under suitable assumptions on f , and using
Lagrange multiplier rules, we have the corresponding optimal control problem:

(2.4) minimize (1.2) with respect to the control f subject to (1.3).

The solution to the constrain equations (1.3) is understood in the following weak
sense: for any v ∈ C2([0, T ];H2(Ω) ∩ H1

0 (Ω)),

∫ T

0

∫

Ω

u(vtt − ∆v) dx dt +

∫ T

0

∫

Ω

[Ψ(u) − f ]v dx dt +

∫

Ω

v|t=T Z(x) dx

−

∫

Ω

v|t=0z dx −

∫

Ω

W (x)(∂tv)|t=T dx +

∫

Ω

(w∂tv)|t=0 dx = 0 .

(2.5)

In this section we establish the equivalence between the limit of optimal solu-
tions and the minimum distributed L2 norm exact controller. We will show that if
α → ∞, β → ∞ and γ → ∞, then the corresponding optimal solution (ûαβγ , f̂αβγ)
converges weakly to the minimum distributed L2 norm solution of the exact dis-
tributed controllability problem (1.1). The same is also true in the discrete case.

Theorem 2.1. Assume that the exact distributed controllability problem (1.1) ad-
mits a unique minimum distributed L2 norm solution (uex, fex). Assume that for
every (α, β, γ) ∈ R+ × R+ × R+ (where R+ is the set of all positive real numbers,)
there exists a solution (uαβγ , fαβγ) to the optimal control problem (2.4). Then

(2.6) ‖fαβγ‖L2(Q) ≤ ‖fex‖L2(Q) ∀ (α, β, γ) ∈ R+ × R+ × R+ .
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Assume, in addition, that for a sequence {(αn, βn, γn)} satisfying αn → ∞ , βn →
∞ and γn → ∞,

uαnβnγn
⇀ u in L2(Q) and

Ψ(uαnβnγn
) ⇀ Ψ(u) in L2(0, T ; [H2(Ω) ∩ H1

0 (Ω)]∗) .
(2.7)

Then

(2.8) fαnβnγn
⇀ fex in L2(Q) and uαnβnγn

⇀ uex in L2(Q) as n → ∞ .

Furthermore, if (2.7) holds for every sequence {(αn, βn, γn)} satisfying αn → ∞,
βn → ∞ and γn → ∞, then

(2.9) fαβγ ⇀ fex in L2(Q) and uαβγ ⇀ uex in L2(Q) as α, β, γ → ∞ .

Proof. Since (uαβγ , fαβγ) is an optimal solution, we have that

α

2
‖uαβγ − U‖L2(Q) +

β

2
‖uαβγ(T ) − W‖L2(Ω) +

γ

2
‖∂tuαβγ(T ) − Z‖H−1(Ω)

+
1

2
‖fαβγ‖L2(Q) = J (uαβγ , fαβγ) ≤ J (uex, fex) =

1

2
‖fex‖L2(Q)

so that (2.6) holds,

(2.10) uαβγ |t=T → W in L2(Ω) and (∂tuαβγ)|t=T → Z in H−1(Ω) ,

as α, β, γ → ∞ . Let {(αn, βn, γn)} be the sequence in (2.7). Estimate (2.6) implies
that a subsequence of {(αn, βn, γn)}, denoted by the same, satisfies

(2.11) fαnβnγn
⇀ f in L2(Q) and ‖f‖L2(Q) ≤ ‖fex‖L2(Q) .

(uαβγ , fαβγ) satisfies the initial value problem in the weak form:
∫ T

0

∫

Ω

uαβγ(vtt − ∆v) dx dt +

∫ T

0

∫

Ω

[Ψ(uαβγ) − fαβγ ]v dx dt

+

∫

Ω

(v∂tuαβγ)|t=T dx −

∫

Ω

v|t=0z dx −

∫

Ω

(uαβγ∂tv)|t=T dx

+

∫

Ω

(w∂tv)|t=0 dx = 0 ∀ v ∈ C2([0, T ];H2(Ω) ∩ H1
0 (Ω)) .

(2.12)

Passing to the limit in (2.12) as α, β, γ → ∞ and using relations (2.10) and (2.11),
we obtain:

∫ T

0

∫

Ω

u(vtt − ∆v) dx dt +

∫ T

0

∫

Ω

[Ψ(u) − f ]v dx dt

+

∫

Ω

v|t=T Z(x) dx −

∫

Ω

v|t=0z dx −

∫

Ω

W (x)(∂tv)|t=T dx

+

∫

Ω

(w∂tv)|t=0 dx = 0 ∀ v ∈ C2([0, T ];H2(Ω) ∩ H1
0 (Ω)) .

The last relation and (2.11) imply that (u, f) is a minimum distributed L2 norm
solution to the exact controllability problem (1.1). Hence, u = uex and f = fex so
that (2.8) and (2.9) follows from (2.7) and (2.11). �

Remark 2.2. If the wave equation is linear, i.e., Ψ = 0, then assumption (2.7) is
redundant and (2.9) is guaranteed to hold. Indeed, (2.12) implies the boundedness
of {‖uαβγ‖L2(Q)} which in turn yields (2.7). The uniqueness of a solution for the
linear wave equation implies (2.7) holds for an arbitrary sequence {(αn, βn, γn)}.
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Theorem 2.3. Assume that i) for every (α, β, γ) ∈ R+ × R+ × R+ there exists a
solution (uαβγ , fαβγ) to the optimal control problem (2.4);

ii) the limit terminal conditions hold:

(2.13) uαβγ |t=T → W in L2(Ω) and (∂tuαβγ)|t=T → Z in H−1(Ω)

as α, β, γ → ∞ ;
iii) the optimal solution (uαβγ , fαβγ) satisfies the weak limit conditions as α, β, γ →

∞:

(2.14) fαβγ ⇀ f in L2(Q) , uαβγ ⇀ u in L2(Q) ,

and

(2.15) Ψ(uαβγ) ⇀ Ψ(u) in L2(0, T ; [H2(Ω) ∩ H1
0 (Ω)]∗)

for some f ∈ L2(Q) and u ∈ L2(Q). Then (u, f) is a solution to the exact dis-
tributed controllability problem (1.1) with f satisfying the minimum distributed L2

norm property. Furthermore, if the solution to (1.1) admits a unique solution
(uex, fex), then

(2.16) fαβγ ⇀ fex in L2(Q) and uαβγ ⇀ uex in L2(Q) as α, β, γ → ∞ .

Proof. (uαβγ , fαβγ) satisfies (2.12). Passing to the limit in that equation as α, β, γ →
∞ and using relations (2.13), (2.14) and (2.15) we obtain:

∫ T

0

∫

Ω

u(vtt − ∆v) dx dt +

∫ T

0

∫

Ω

[Ψ(u) − f ]v dx dt

+

∫

Ω

v|t=T Z(x) dx −

∫

Ω

v|t=0z dx −

∫

Ω

W (x)(∂tv)|t=T dx

+

∫

Ω

(w∂tv)|t=0 dx = 0 ∀ v ∈ C2([0, T ];H2(Ω) ∩ H1
0 (Ω)) .

This implies that (u, f) is a solution to the exact distributed controllability problem
(1.1).

To prove that f satisfies the minimum distributed L2 norm property, we proceeds
as follows. Let (uex, fex) denote an exact minimum distributed L2 norm solution to
the exact controllability problem (1.1). Since (uαβγ , fαβγ) is an optimal solution,
we have that

α

2
‖uαβγ − U‖2

L2(Q) +
β

2
‖uαβγ(T ) − W‖2

L2(Ω) +
γ

2
‖∂tuαβγ(T ) − Z‖2

H−1(Ω)

+
1

2
‖fαβγ‖

2
L2(Q) = J (uαβγ , fαβγ) ≤ J (uex, fex) =

1

2
‖fex‖

2
L2(Q)

so that
‖fαβγ‖

2
L2(Q) ≤ ‖fex‖

2
L2(Q) .

Passing to the limit in the last estimate we obtain

(2.17) ‖f‖2
L2(Q) ≤ ‖fex‖

2
L2(Q) .

Hence we conclude that (u, f) is a minimum distributed L2 norm solution to the
exact distributed controllability problem (1.1).

Furthermore, if the exact controllability problem (1.1) admits a unique minimum
distributed L2 norm solution (uex, fex), then (u, f) = (uex, fex) and (2.16) follows
from assumption (2.14). �

Remark 2.4. If the wave equation is linear, i.e., Ψ = 0, then assumptions i) and
(2.15) are redundant.
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Remark 2.5. Assumptions ii) and iii) hold if fαβγ and uαβγ converges pointwise
as α, β, γ → ∞.

Remark 2.6. A practical implication of Theorem 2.3 is that one can prove the exact
controllability problem for semilinear wave equations by examining the behavior of
a sequence of optimal solutions (recall that exact controllability problem was proved
only for some special classes of semilinear wave equations.) If we have found a
sequence of optimal control solutions {(uαnβnγn

, fαnβnγn
)} where αn, βn, γn → ∞

and this sequence appears to satisfy the convergence assumptions ii) and iii), then
we can confidently conclude that the underlying semilinear wave equation is exactly
controllable and the optimal solution (uαnβnγn

, fαnβnγn
) when n is large provides a

good approximation to the minimum distributed L2 norm exact controller (uex, fex).

3. An optimality system of equations and a continuous shooting method

Under suitable assumptions on f and through the use of Lagrange multiplier
rules, the optimal control problem

(3.18) minimize (1.2) with respect to the control f subject to (1.3)

may be converted into the following system of equations from which an optimal
solution may be determined:

(3.19)






utt − ∆u + Ψ(u) = f in Q ≡ (0, T ) × Ω ,

u|∂Ω = 0 in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in Ω ,

ξtt − ∆ξ + [Ψ′(u)]∗ξ = α
2 K ′(u) in Q ,

ξ|∂Ω = 0 in Ω ,

ξ(T,x) = −γ
2 A−1(Φ′

2(ut(T,x))) in Ω ,

ξt(T,x) = −β
2 Φ′

1(u(T,x)) in Ω ,

f + ξ = 0 in Q ,

where the elliptic operator A : H1
0 (Ω) → H−1(Ω) is defined by Av = ∆v for all

v ∈ H1
0 (Ω). By eliminating f in the system the optimality system may be simplified

as

(3.20)






utt − ∆u + Ψ(u) = −ξ in Q ≡ (0, T ) × Ω ,

u|∂Ω = 0 in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in Ω ,

ξtt − ∆ξ + [Ψ′(u)]∗ξ = α
2 K ′(u) in Q ,

ξ|∂Ω = 0 in Ω ,

ξ(T,x) = −γ
2 A−1(Φ2(ut(T,x))) in Ω ,

ξt(T,x) = −β
2 Φ′

1(u(T,x)) in Ω .

Derivations and justifications of optimality systems are discussed in [12] for the
linear case and in [13] for the semilinear case.

The computational algorithm we propose in the paper is a shooting method for
solving the optimality system of equations. The basic idea for a shooting method
is to convert the solution of an initial-terminal value problem into that of a purely
initial value problem (IVP); see, e.g., [2] for a discussion of shooting methods for
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systems of ordinary differential equations. The IVP corresponding to the optimality
system (3.20) is described by

(3.21)






utt − ∆u + Ψ(u) = −ξ in Q ≡ (0, T ) × Ω ,

u|∂Ω = 0 in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in Ω ,

ξtt − ∆ξ + [Ψ′(u)]∗ξ = α
2 K ′(u) in Q ,

ξ|∂Ω = 0 in Ω ,

ξ(0,x) = ω(x) and ξt(0,x) = θ(x) in Ω ,

with unknown initial values ω and θ. Then the goal is to choose ω and θ such that
the solution (u, ξ) of the IVP (3.21) satisfies the terminal conditions

F1(ω, θ) ≡ ∆ξ(T, x) +
γ

2
Φ′

2(ut(T, x)) = 0 ,

F2(ω, θ) ≡ ξt(T, x) +
β

2
Φ′

1(u(T, x)) = 0 .
(3.22)

A shooting method for solving (3.20) consists of the following main steps:

choose initial guesses ω and θ;
for iter = 1, 2, · · · ,maxiter

solve for (u, ξ) from the IVP (3.21)
update ω and θ:
(ωnew, θnew) = (ω, θ) − [F ′(ω, θ)]−1F (ω, θ);
if F (ωnew, θnew) = 0, stop; otherwise, set (ω, θ) = (ωnew, θnew).

A criterion for updating (ω, θ) can be derived from the terminal conditions (3.22).
A method for solving the nonlinear system (3.22) (as a system for the unknowns ω
and θ) will yield an updating formula and here we invoke the well-known Newton’s
method to do so. Also, a discrete version of the algorithm must be used in actual
implementations. For ease of exposition we describe in detail a particular problem.
We apply a shooting algorithm based on Newton’s method with finite difference
discretizations in two space dimension. A discussion of Newton’s method for an
infinite dimensional nonlinear system can be found in many functional analysis
textbooks, and for the suitable assumption convergence of Newton iteration for the
optimality system is guaranteed.

4. The discrete shooting methods for 2D control problems

Assume Ω = [0,X]× [0, Y ] ⊂ R
2. The basic idea for a shooting method in 2D is

exactly the same as in 1D;see, e.g., [19]. In two dimensional case, we replace uxx by
∆u. Lagrange multiplier rules provide the same optimality system of equations as
in the previous section except the replacement part. Thus the IVP corresponding
to the optimality system (3.20) is described by

(4.23)






utt − ∆u + Ψ(u) = −ξ in Q ≡ (0, T ) × ([0,X] × [0, Y ]) ,

u|∂Ω = 0 in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in [0,X] × [0, Y ] ,

ξtt − ∆ξ + [Ψ′(u)]∗ξ = α
2 K ′(u) in Q ,

ξ|∂Ω = 0 in [0,X] × [0, Y ] ,

ξ(0,x) = ω(x) and ξt(0,x) = θ(x) in [0,X] × [0, Y ] ,
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with unknown initial values ω and θ. Then the goal is to choose ω and θ such that
the solution (u, ξ) of the IVP (4.23) satisfies the terminal conditions

(4.24) ξ(T,x) = −
γ

2
A−1(Φ′

2(ut(T,x))) and ξt(T,x) = −
β

2
Φ′

1(u(T,x)) .

In two dimension, we discretize the spatial interval [0,X] × [0, Y ] into 0 = x0 <
x1 < x2 < x3 < · · · < xI+1 = X, 0 = y0 < y1 < y2 < y3 < · · · < yJ+1 = Y with
a uniform spacing hx = X/(I + 1), hy = Y/(J + 1) respectively, and we divide the
time horizon [0, T ] into 0 = t1 < t2 < t3 < · · · < tN = T with a uniform time step
length δ = T/(N − 1). We use the central difference scheme to approximate the
initial value problem (4.23): For i = 1, 2, · · · , I, j = 1, 2, · · · , J ,

u1
ij = wij , u2

ij = wij + δzij , ξ1
ij = ωij , ξ2

ij = ξ1
ij + δθij ;

un+1
ij = −un−1

ij + λx(un
i−1,j + un

i+1,j) + 2(1 − λx − λy)un
ij

+ λy(un
i,j−1 + un

i,j+1) − δ2ξn
ij − δ2Ψ(un

ij),

ξn+1
ij = −ξn−1

ij + λx(ξn
i−1,j + ξn

i+1,j) + 2(1 − λx − λy)ξn
ij

+ λy(ξn
i,j−1 + ξn

i,j+1) + δ2 α

2
K(un

ij) − δ2[Ψ′(un
ij)]

∗ξn
ij ,

(4.25)

where λx = (δ/hx)2, λy = (δ/hy)2 (we also use the convention that un
ij = ξn

ij = 0
if i = 0 or I + 1 or j = 0 or j = J + 1.) A discrete shooting method concentrates
on the discrete terminal conditions: For i = 1, 2, · · · , I, j = 1, 2, · · · , J ,

F2(ij)∗−1 ≡
ξN
ij − ξN−1

ij

δ
+

β

2
Φ′

1(u
N
ij ) = 0 ,

F2(ij)∗ ≡ (
ξN
i−1,j − 2ξN

i,j + ξN
i+1,j

h2
x

+
ξN
i,j−1 − 2ξN

i,j + ξN
i,j+1

h2
y

)

+
γ

2
Φ′

2(
uN

ij − uN−1
ij

δ
) = 0 ,

(4.26)

where (ij)∗ is a reordering of the nodes with respect to X,Y except boundary
points.

Let ω(x) ≡ {ω1, ω2, · · · , ωIJ∗} = {ω11, ω21, · · · , ωIJ} , and θ(x) ≡ {θ1, θ2, · · · , θIJ∗} =
{θ11, θ21, · · · , θIJ} where IJ∗ = I · J . By denoting

qn
(ij)∗k = qn

(ij)∗k(ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗) =
∂un

ij

∂ωk

,

rn
(ij)∗k = rn

(ij)∗k(ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗) =
∂un

ij

∂θk

,

ρn
(ij)∗k = ρn

(ij)∗k(ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗) =
∂ξn

ij

∂ωk

,

τn
(ij)∗k = τn

(ij)∗k(ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗) =
∂ξn

ij

∂θk

,

we may write Newton’s iteration formula as

(ωnew
1 ,θnew

1 , ωnew
2 , θnew

2 , · · · , ωnew
IJ∗ , θnew

IJ∗ )T = (ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗)T

− [F ′(ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗)]−1F (ω1, θ1, ω2, θ2, · · · , ωIJ∗ , θIJ∗)
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where the vector F and Jacobian matrix J = F ′ are defined by

F2(ij)∗−1 ≡
ξN
ij − ξN−1

ij

δ
+

β

2
Φ′

1(u
N
ij ) = 0 ,

F2(ij)∗ ≡ (
ξN
i−1,j − 2ξN

ij + ξN
i+1,j

h2
x

+
ξN
i,j−1 − 2ξN

ij + ξN
i,j+1

h2
y

) +
γ

2
Φ′

2(
uN

ij − uN−1
ij

δ
) = 0 ,

J2(ij)∗−1,2k−1 =
ρN
(ij)∗

k

− ρN−1
(ij)∗

k

δ
+

β

2
Φ′′

1(uN
ij )qN

(ij)∗
k
,

J2(ij)∗−1,2k =
τN
(ij)∗

k

− τN−1
(ij)∗

k

δ
+

β

2
Φ′′

1(uN
ij )rN

(ij)∗
k
,

J2(ij)∗,2k−1 = (
ρN
(i−1,j)∗ − 2ρN

(ij)∗ + ρN
(i+1,j)∗

h2
x

+
ρN
(i,j−1)∗ − 2ρN

(ij)∗ + ρN
(i,j+1)∗

h2
y

)

+
γ

2δ
Φ′′

2(
uN

ij − uN−1
ij

δ
)(qN

(ij)∗
k
− qN−1

(ij)∗
k

) ,

J2(ij)∗,2k = (
τN
(i−1,j)∗ − 2τN

(ij)∗ + τN
(i+1,j)∗

h2
x

+
τN
(i,j−1)∗ − 2τN

(ij)∗ + τN
(i,j+1)∗

h2
y

)

+
γ

2δ
Φ′′

2(
uN

ij − uN−1
ij

δ
)(rN

(ij)∗
k
− rN−1

(ij)∗
k

) .

Moreover, by differentiating (4.25) with respect to ωk and θk we obtain the
equations for determining q(ij)∗k, r(ij)∗k, ρ(ij)∗k and τ(ij)∗k:

q1
(ij)∗k = 0, q2

(ij)∗k = 0 , r1
(ij)∗k = 0 , r2

(ij)∗k = 0 ,

ρ1
(ij)∗k = δ(ij)∗k , ρ2

(ij)∗k = δ(ij)∗k ,

τ1
(ij)∗k = 0 , τ2

(ij)∗k = δδ(ij)∗k ,

i, j = 1, 2, · · · , I, J ;

qn+1
(ij)∗k

= −qn−1
(ij)∗k

+ λx(qn
(i−1,j)∗k + qn

(i+1,j)∗k) + 2(1 − λx − λy)qn
(ij)∗k

+ λy(qn
(i,j−1)∗k + qn

(i,j+1)∗k) − δ2ρn
(ij)∗k

− δ2Ψ′(un
ij)q

n
(ij)∗k, i, j = 1, 2, · · · , I, J ;

rn+1
(ij)∗k

= −rn−1
(ij)∗k

+ λx(rn
(i−1,j)∗k + rn

(i+1,j)∗k) + 2(1 − λx − λy)rn
(ij)∗k

+ λy(rn
(i,j−1)∗k + rn

(i,j+1)∗k) − δ2τn
(ij)∗k

− δ2Ψ′(un
ij)r

n
(ij)∗k, i, j = 1, 2, · · · , I, J ;

ρn+1
(ij)∗k

= −ρn−1
(ij)∗k

+ λx(ρn
(i−1,j)∗k + ρn

(i+1,j)∗k) + 2(1 − λx − λy)ρn
(ij)∗k

+ λy(ρn
(i,j−1)∗k + ρn

(i,j+1)∗k) + δ2 α

2
K ′(un

ij)q
N
(ij)∗k − δ2[Ψ′(un

i )]∗ρn
(ij)∗

k

− δ2[Ψ′′(un
i )qN

(ij)∗k]∗ξn
ij , i, j = 1, 2, · · · , I, J ;

τn+1
(ij)∗k

= −τn−1
(ij)∗k

+ λx(τn
(i−1,j)∗k + τn

(i+1,j)∗k) + 2(1 − λx − λy)τn
(ij)∗k

+ λy(τn
(i,j−1)∗k + τn

(i,j+1)∗k) + δ2 α

2
K ′(un

ij)r
N
(ij)∗k − δ2[Ψ′(un

ij)]
∗ρn

(ij)∗k

− δ2[Ψ′′(un
ij)r

N
(ij)∗k]∗ξn

ij , i, j = 1, 2, · · · , I, J ;
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where δij is the Chronecker delta. Thus, we have the following Newton’s-method-
based shooting algorithm:

Algorithm 2 – Newton method based shooting algorithm with Euler discretiza-
tions for distributed optimal control problems

choose initial guesses ωij and θij , i, j = 1, 2, · · · , I, J ;
% set initial conditions for u and ξ
for i, j = 1, 2, · · · , I, J

u1
ij = wij , u2

ij = wij + δzij ,

ξ1
ij = ωij , ξ2

ij = ξ1
ij + δθij ;

% set initial conditions for q(ij)∗k, r(ij)∗k, ρ(ij)∗k, τ(ij)∗k

for k = 1, 2, · · · , (IJ)∗

for i = 1, 2, · · · , I
for j = 1, 2, · · · , J

q1
(ij)∗k = 0, q2

(ij)∗k = 0, r1
(ij)∗k = 0, r2

(ij)∗k = 0,

ρ1
(ij)∗k = 0, ρ2

(ij)∗k = 0, τ1
(ij)∗k = 0, τ2

(ij)∗k = 0,

ρ1
kk = 1, ρ2

kk = 1, τ2
kk = δ;

% Newton iterations
for m = 1, 2, · · · ,M

% solve for (u, ξ)
for n = 2, 3, · · · , N − 1

un+1
ij = −un−1

ij + λx(un
i−1,j + un

i+1,j) + 2(1 − λx − λy)un
ij

+λy(un
i,j−1 + un

i,j+1),

ξn+1
ij = −ξn−1

ij + λx(ξn
i−1,j + ξn

i+1,j) + 2(1 − λx − λy)ξn
ij

+λy(ξn
i,j−1 + ξn

i,j+1) + δ2 α
2 K(un

ij) − δ2[Ψ′(un
ij)]

∗ξn
ij ;

% solve for q, r, ρ, τ
for j = 1, 2, · · · , I

for n = 2, 3, · · · , N − 1
for i = 2, · · · , N − 1

qn+1
(ij)∗k

= −qn−1
(ij)∗k

+ λx(qn
(i−1,j)∗k + qn

(i+1,j)∗k)

+2(1−λx−λy)qn
(ij)∗k+λy(qn

(i,j−1)∗k+qn
(i,j+1)∗k)

−δ2ρn
(ij)∗k − δ2Ψ′(un

ij)q
n
(ij)∗k,

rn+1
(ij)∗k

= −rn−1
(ij)∗k

+ λx(rn
(i−1,j)∗k + rn

(i+1,j)∗k)

+2(1−λx−λy)rn
(ij)∗k+λy(rn

(i,j−1)∗k+rn
(i,j+1)∗k)

−δ2τn
(ij)∗k − δ2Ψ′(un

ij)r
n
(ij)∗k,

ρn+1
(ij)∗k

= −ρn−1
(ij) + λx(ρn

(i−1,j)∗k + ρn
(i+1,j)∗k)

+2(1−λx−λy)ρn
(ij)∗k+λy(ρn

(i,j−1)∗k+ρn
(i,j+1)∗k)

+δ2 α
2 K ′(un

ij)q
N
(ij)∗k−δ2[Ψ′(un

i )]∗ρn
ij−δ2[Ψ′′(un

i )qN
ij ]∗ξn

ij ,

τn+1
(ij)∗k

= −τn−1
(ij)∗k

+ λx(τn
(i−1,j)∗k + τn

(i+1,j)∗k)

+2(1−λx−λy)τn
(ij)∗k+λy(τn

(i,j−1)∗k+τn
(i,j+1)∗k)

+δ2 α
2 K ′(un

ij)r
N
(ij)∗k−δ2[Ψ′(un

ij)]
∗ρn

ij−δ2[Ψ′′(un
ij)r

N
i ]∗ξn

ij ;
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% (we need to build into the algorithm the following:
qn
0 = rn

0 = ρn
0 = τn

0 = 0,
qn
I+1 = rn

I+1 = ρn
I+1 = τn

I+1 = 0.)

% evaluate F and F ′

for i, j = 1, 2, · · · , I, J

F2(ij)∗−1 ≡
ξN

ij−ξN−1
ij

δ
+ β

2 Φ′
1(u

N
ij ),

F2(ij)∗ ≡ (
ξN

i−1,j−2ξN
ij+ξN

i+1,j

h2
x

+
ξN

i,j−1−2ξN
ij+ξN

i,j+1

h2
y

)+γ
2 Φ′

2(
uN

ij−u
N−1
ij

δ
);

for j = 1, 2, · · · , I

J2(ij)∗−1,2k−1 =
ρN
(ij)∗k−ρ

N−1
(ij)∗k

δ
+ β

2 Φ′′
1(uN

ij )qN
(ij)∗k,

J2(ij)∗−1,2k =
τN
(ij)∗k−τN−1

(ij)∗k

δ
+ β

2 Φ′′
1(uN

ij )rN
(ij)∗k,

J2(ij)∗,2k−1 = (
τN
(i−1,j)∗−2τN

(ij)∗+τN
(i+1,j)∗

h2
x

+
τN
(i,j−1)∗−2τN

(ij)∗+τN
(i,j+1)∗

h2
y

)

+ γ
2δ

Φ′′
2(

uN
ij−uN−1

ij

δ
)(qN

(ij)∗
k

− qN−1
(ij)∗

k

),

J2(ij)∗,2k = (
τN
(i−1,j)∗−2τN

(ij)∗+τN
(i+1,j)∗

h2
x

+
τN
(i,j−1)∗−2τN

(ij)∗+τN
(i,j+1)∗

h2
y

)

+ γ
2δ

Φ′′
2(

uN
ij−uN−1

ij

δ
)(rN

(ij)∗
k

− rN−1
(ij)∗

k

);

solve Jc = −F by Gaussian eliminations;
for i, j = 1, 2, · · · , I, J

ωnew
ij = ωij + c2(ij)∗−1,

θnew
ij = θij + c2(ij)∗ ;

if maxij |ω
new
ij − ωij | + maxij |θ

new
ij − θij | < tol, stop;

otherwise, reset ωij = ωnew
ij and θij = θnew

ij , i, j = 1, 2, · · · , I, J ;

As in the continuous case, we have the following convergence result for the shoot-
ing algorithm. This follows from standard convergence results for Newton’s method
applied to finite dimensional systems of nonlinear equations.

Remark 4.1. The algorithms we propose are well suited for implementations on a
parallel computing platform such as a massive cluster of processors. The shooting
algorithms of this chapter can be regarded as a generalization of their counterpart
for systems of ODE (see, e.g., [2].) There has been a substantial literature on the
parallelization of shooting methods for ODEs [3, 6, 7]; these cited results will be
helpful in parallelizing the shooting algorithms of this chapter.

5. 2-d computational experiments for controllability of the wave equa-

tion

We will apply Algorithm 1 to the special cases of exact controllability problems
with generic target functions. In other words, we will approximate the exact con-
trollability problems for the wave equation by optimal control problems. We will
test our algorithm with a smooth example (i.e., the continuous minimum L2 norm
controller f and the corresponding state u are smooth) and with a generic example.
The convergence properties of the numerical shooting method in the context of the
exact controllability problems are illustrated through computational experiments.
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We consider the examples of the following types. K(u) = 0 is a form for the
distributed target, Φ1(u) = (u(T,x) − W )2 and Φ2(u) = (ut(T,x) − Z)2 are for
the terminal time ones. Therefore we seek the pair (u, f) that minimizes the cost
functional

J (u, f) =
β

2

∫

Ω

|u(T,x) − W (x)|2 dx +
γ

2

∫

Ω

|ut(T,x) − Z(x)|2 dx

+
1

2

∫ T

0

∫

Ω

|f(t,x)|2 dx dt

(5.27)

subject to the wave equation

(5.28)






utt − ∆u + Ψ(u) = f in Q ≡ (0, T ) × Ω ,

u|∂Ω = 0, in (0, T ) ,

u(0,x) = w(x) and ut(0,x) = z(x) in Ω ,

where Ω ⊂ R
2.

5.1. Examples of the linear cases. We choose Q = [0, 1]× ([0, 1]× [0, 1]) in the
linear cases(i.e. Ψ(u) = 0) in the examples I, II, and consider two sets of C∞(Ω)
initial data:

(5.29)
1. w = 1 and z = 0 ,
2. w = x(x − 1)y(y − 1) and z = 0 ,

and two sets of the target functions in the linear examples I, II are

(5.30)
I. W = x(x − 1)y(y − 1) cos(1) and Z = x(x − 1)y(y − 1) sin(1) ,

II. W = 1 and Z = 0 .

The linear examples I and II have the initial data in (5.29) and the corresponding
target functions in (5.30) respectively. Computational results carried out for δ =
1/8, 1/16, 1/32, 1/64 and hx = hy = δ/2 with an increasing sequence of β = γ =
1, 102, 104, 106. Numerical results are illustrated in figures 1,3, 4 for example I and
2, 5, 6 for example II. In order to visualize the convergence of our method as control
parameters tend to infinity, we provide two kinds of plots of the approximations;one
for the three dimensional graph, one for the snapshot. The three dimensional graphs
are given in figures 1, 2. For the snapshots, we provide several graphs with fixed y-
coordinates in order to observe the computational results easily, so called snap-shot.
At t = T , we present three graphs with y-coordinates 0.25, 0.5, and 0.75 from left
to right. It seems that our method produces (pointwise) convergent approximations
for example I, II without the need for regularization, but the approximations are
not in general convergent in a pointwise sense. Of course, approximations that
do not converge in a pointwise sense may be of little practical use, even if they
converge in a root mean square sense. Also, note that the results obtained by our
method behave very similarly to those obtained in [8]. Finally we simply denote
the approximate solutions and target functions by superscript h. For example,
uh(T, ·), uh

t (T, ·) mean the approximations of a given optimal control problem at
the terminal time with h = hx = hy and δ = 2h. Similarly Wh, Zh will stand for
the approximations of the target functions at the given mesh size.
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Figure 1. Images of approximations for linear example I with
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t (T, ·)(left) compared with targets
Wh, Zh(right);δ = 1/64, hx = hy = δ/2 and β = γ = 106 ..
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Figure 4. Image of uh
t (T, ·), Zh for linear example I with

initial data 1 in (5.29); each row corresponds to (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106) from top to bottom
respectively;γ = β, hx = hy = δ/2; .: optimal solution uh

t (T, ·)
−: target function Zh.
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Figure 5. Image of uh(T, ·),Wh for linear example II with
initial data 2 in (5.29); each row corresponds to (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106) from top to bottom
respectively;γ = β, hx = hy = δ/2; .: optimal solution uh(T, ·)
−: target function Wh.
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Figure 6. Image of uh
t (T, ·), Zh for linear example II with

initial data 2 in (5.29); each row corresponds to (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106) from top to bottom
respectively;γ = β, hx = hy = δ/2; .: optimal solution uh

t (T, ·)
−: target functions Zh.
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5.2. Examples of the semilinear cases. We will again apply Algorithm 1 to
the special case of W = 0, Z = 0, α = 0 and β, γ >> 1 in the semilinear examples
I, II for the experiments of the null controllability, and to the generic case of target
functions with the same values of the parameters in the semilinear example III. If
the nonlinear term Ψ(u) satisfies a certain property such as being asymptotically
linear or superlinear, then the exact controllability problem of system (1.1) can be
solvable;see, e.g., [23]. In this section, we examine the performance of our method
for the asymptotically linear and superlinear cases.

We choose Q = [0, 2] × ([0, 1] × [0, 1]) in the semilinear examples I, II, III, and
consider three sets of semilinear term Ψ(u):

(5.31)
I. Ψ(u) = u ln2(u2 + 1)

II. Ψ(u) = sin u
III. Ψ(u) = u3 − u

associated with two sets of C∞(Ω) initial data:

(5.32) 1. w = 0 and z = x(x − 1)y(1 − y) ,
2. w = x(x − 1)y(y − 1) and z = 0 .

The target functions in the semilinear examples I, II are

W = 0, Z = 0 ,

and in the semilinear example III are

W = x(x − 1)y(y − 1) cos(1), Z = x(x − 1)y(y − 1) sin(1) .

Note that we choose T = 2 for existence of control in the problems; see e.g.,
[14, 15, 20, 21, 22, 23, 24]. As the linear examples, computational results carried
out for δ = 1/8, 1/16, 1/32, 1/64 and hx = hy = δ/2 with an increasing sequence
of β = γ = 1, 102, 104, 106 for the semilinear cases I, II, III. Numerical results
are illustrated in figures 7,8 for example I, in figures 9, 10 for example II, and in
figures 11, 12 for example III. Figures 7- 12 show that the computational results
for semilinear cases in term of the terminal matchings W , Z at t = T when control
parameters β and γ are 106 in the full distributed controllability problems provide
the good approximations in each case. This is the similar behavior as the linear
case, i.e. the shooting method produces convergent (in L2(Q)) approximations
for semilinear example I, II and III without the need for regularization but the
approximations are not in general convergent in a pointwise sense. Of course,
approximations that do not converge in a pointwise sense may be of little practical
use, even if they converge in a root mean square sense.

Remark 5.1. Note that for the linear cases, the number of iterations of the shoot-
ing methods is just one since the Newton method finds the exact solution for one
iteration, but in practice it is about 2 or 3, according to the tolerance and the accu-
racy of the machines we used. The semilinear cases are different and we need more
iterations than the linear cases. However the number of iterations for semilinear
cases is not more than 4 iterations in the experiments when we apply the shooting
algorithm to the given examples.
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Figure 7. Images of sequence of uh(T, ·) and target Wh for
semilinear example I with initial data 1 in (5.31) with (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106);γ = β, hx = hy = δ/2;

Ψ(u) = u ln2(u2 + 1).
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semilinear example II with initial data 1 in (5.31) with (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106);γ = β, hx = hy = δ/2;
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Figure 10. Images of sequence of uh
t (T, ·) and target Zh for

semilinear example II with initial data 1 in (5.31) with (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106);γ = β, hx = hy = δ/2;
Ψ(u) = sin u.
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Figure 11. Images of sequence of uh(T, ·) and target Wh for
semilinear example III with initial data 2 in (5.31) with (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106);γ = β, hx = hy = δ/2;
Ψ(u) = u3 − u.
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Figure 12. Images of sequence of uh
t (T, ·) and target Zh for

semilinear example III with initial data 2 in (5.31) with (δ, β) =
(1/8, 1), (1/16, 102), (1/32, 104), (1/64, 106);γ = β, hx = hy = δ/2;
Ψ(u) = u3 − u.
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6. Conclusion and remarks

In the paper, we discussed and successfully implemented shooting methods for
solving optimal control problems constrained by linear wave equations, semilinear
wave equations. The shooting algorithms for optimal control problems were also
utilized effectively to find approximate solutions to the exact controllability prob-
lems for these equations. Distributed controls in two dimensional case were treated.
The boundary control cases will be discussed in a separate paper. The convergence
of the algorithms were numerically demonstrated when the smooth target functions
are given.

However, a host of issues regarding this algorithm still need be addressed in
future work; these include other control objectives, a thorough study of parallel im-
plementations and a analysis of computing complexity, rigorous numerical analysis.
Moreover, we may consider generalizations to control other types of equations. For
example, we consider equations of linear and nonlinear elasticity. Wave equations
of the form (1.3) are special cases of PDE systems modeling elastic materials and
structures. It is of significant practical interest to study optimal control problems
for elasticity. We will attempt to extend the results of the tasks we applied into
numerical solutions of control problems for elasticity. We are confident about the
successes of research on such problems in one or two space dimensions. We are
currently working on these issues and will present the results in separate papers.
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