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Abstract. A number of practical engineering problems require the repeated
simulation of unsteady fluid flows. These problems include the control, opti-
mization and uncertainty quantification of fluid systems. To make many of
these problems tractable, reduced-order modeling has been used to minimize
the simulation requirements. For nonlinear, time-dependent problems, such
as the Navier-Stokes equations, reduced-order models are typically based on
the proper orthogonal decomposition (POD) combined with Galerkin projec-
tion. We study several modifications to this reduced-order modeling approach
motivated by the optimization problem underlying POD. Our discussion cen-
ters on a method known as the principal interval decomposition (PID) due to

IJzerman.
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1. Introduction

The use of reduced-order modeling in control and optimization has led to practi-
cal solutions for extremely challenging problems, such as control of high-Reynolds
number flow [29], solutions to the Hamilton-Jacobi-Bellman equation arising in
nonlinear feedback control [21], and design of materials for desired microstructure-
sensitive material properties [10]. The development of accurate and reliable reduced-
order models is critical to the success of these solution approaches. In this paper, we
discuss reduced-order models for unsteady flows and suggest a number of potential
improvements.

As in the examples above, reduced-order modeling for nonlinear, time-dependent
problems typically consists of a basis selection strategy coupled with a model build-
ing step. This usually involves a proper orthogonal decomposition (POD) [22] of
simulation time snapshots followed by Galerkin projection to build the model (cf.
[13] and [1]). The POD and its variants are also known as Karhunen-Loeve expan-
sions [19, 22|, principal component analysis (PCA) [14], and empirical orthogonal
functions (EOF) [23] among others. This method of coupling a reduced-basis with
Galerkin projection to build reduced-order models of fluid flow has developed over
the past two decades [28] as more complex simulation [26] and control [17] appli-
cations emerged. However, reduced-order modeling remains both a “science” and
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an “art.” There are examples where POD combined with Galerkin projection can
produce unstable models from stable, linear systems [33]. Thus, there is an indus-
try in constructing new approaches for reduced-order modeling of both linear and
nonlinear systems.

A number of improvements to the basis selection and model building have been
suggested over the past two decades. Improvements to the Galerkin model-building
portion include the theoretically promising, nonlinear Galerkin methods [24] have
not proven to be a practical alternative to the standard Galerkin methods [18, 20].
However, for flow problems, a number of specialized approaches have shown promise
in managing the energy decay in the model. These are based on modifying or tuning
the viscosity term in the model [6, 9, 31].

To develop adequate basis functions from POD, a (number of) representative
simulation(s) (known as an input collection) is needed. This frequently requires
input from a disciplinary specialist although a number of heuristics based on the
spectral content of the input collection have been suggested, eg. [8]. As well shall
see, the standard application of POD can miss flow structures that are dynamically
relevant but are only expressed for small time intervals. Problems with a convective
nature (eg. travelling waves) produce POD bases that don’t capture any problem
solution structure. This can prevent adequate dimension reduction.

Recent approaches consider the simultaneous calculation of the basis and the
model [32, 2]. In this paper, we consider the little known principal interval de-
composition (PID) [16] and some new extensions. The PID simultaneously finds a
basis element and the time interval over which it is expressed in the data. Thus,
it is well suited for convective problems. In a number of natural extensions to the
PID, we consider multiple basis elements per time interval as well as comment on
practical criteria for choosing the length of the time interval. The result of this last
modification is the development of an a priori estimate of the error associated with
the resulting PID/Galerkin model. Numerical experiments involving the unsteady
von Karman vortex shedding past a square cylinder demonstrate the effectiveness
of these modifications.

2. Overview of reduced-order modeling

We begin by giving an overview of the POD/Galerkin framework for reduced-
order modeling in this section. This will provide the context and notation to explain
the PID approaches in the next section. To facilitate this overview, consider the
(two-dimensional, incompressible) Navier-Stokes equations

(1) w+u-Vu = —Vp+V-7(u)+f
(2) V-u = 0

where u = (u,v) is the velocity vector, p is the pressure, 7(u) = 2ve(u) is the devi-
atoric fluid stress tensor, v is the kinematic viscosity, and e(u) = 1/2 (Vu + Vu®)
is the symmetric strain-rate tensor. With suitable nondimensionalization, v is the
reciprocal of the Reynolds number.

An important step in reduced-order modeling is to find a suitable set of basis
functions. We will give an overview of methods to find them below. For now, assume
we have a reduced-basis of dimension 7, {¢;(-)}7_, with ¢;(-) € [H(Q)] ® where Q
is the flow domain. Using this basis, we represent our reduced-order approximation
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to the velocity vector as
(3) w(2,t) = 3 ¢y (@)a (1) € P7 = span{g;}_,
j=1

and develop a differential equation for the coefficients {a;(-)};_; by a Galerkin
projection.

Using the weak form of (1)-(2), cf. [11], we seek u € X = [Hl]Q and p € L%
such that

(4) (ug,v) + (u-Vu,v) = —(Vp,v)—(7(u):€(u)), veX
(5) (V-ug) = 0 q € L.

If we have the property that P™ C Xgiy, then we can ignore the pressure term in
(4) and equation (5). Thus, ordinary differential equations for {a;} are obtained
by substitution of expression (3) into

(u, i) = —(u" - Vu",¢;) — (7(u") : €(¢p;))

for e =1,...,r. We denote this autonomous set of r equations by

(6) Ea(t) = f(a(t)), t€(0,7),  ai0)=(u, )
for i = 1, e, T where Eij = (¢j7¢i)-

Note that frequently, we have a good approximation for u at hand. Possibilities
include

e a simplified model, eg. potential flow,
e a solution from a coarser mesh,
e a time average of the flow, or a steady-state flow.

We denote this approximation by c(x,t) and refer to this as a centering trajectory
(frequently called a shift-mode or wake-mode in the literature [25]). In this case,
we define

™ W (e t) = ofa, )+ 3 @y (w)a (1)

and seek an approximation for the correction term, u — c.

2.1. Basis selection by the proper orthogonal decomposition. The ability
of the reduced-order model to approximate the result from a full-order simulation
well, critically depends on the basis that is used in (3) or (7). Thus, there is an
underlying assumption in reduced-order modeling that the dynamics of u(x,t) or
the discrepancy u(z,t) — c(x,t) can be well represented by a reduced-basis. A
natural way to find this basis, is to find basis elements that are well expressed over
a collection of “typical” simulations. The choice of this so-called input collection
of simulation data is an art that is inherently discipline specific, though can be
guided by mathematics and statistics. For this discussion, we will assume the input
collection is the result of a single full-order simulation (which we will denote by
y(z,t) =u(z,t) or y(z,t) = u(z,t) — c(x,t)).

The natural way to introduce the proper orthogonal decomposition is to define
the first basis function as

B 1T 2
¢ —|r£|a§1{f/0 (y(- 1), ¢()) dt}-

Thus, ¢; is a basis element that maximizes the time-averaged projection onto
the data y. In some disciplines, this quantity has a physical interpretation of
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energy, so this projection is sometimes referred to as the POD energy. The second
basis function ¢ is that which maximizes the POD energy over the orthogonal
complement to ¢;. Subsequent basis functions are defined similarly.

A necessary condition for this optimization problem is that each ¢; solve the
following eigenvalue problem [13]:

/ R’(z,Z)p(T)dT = Ap(x), for x € Q,
Q
where

R*(z,Z) = %/0 y(t,x)y* (¢, z)dt

is known as the spatial autocorrelation function. If our data, y € L2(0,T;L?(Q))
(which may require special properties of ¢), then R® is the kernel of a compact, nor-
mal operator R [13] which leads to a number of useful properties. For real data, the
eigenvalue problems are real, the point spectrum of R is at most countably infinite
with the only accumulation point at zero and most importantly, the eigenfunctions
form an orthonormal basis for the range of R. Thus, the POD basis of dimension
r corresponds to a set of r dominant eigenfunctions.

Note that in practice, it is computationally advantageous to compute this basis
from a singular value decomposition (SVD) of the data:

y(at) =) ¢i(@) oj5(t)
J=1 _
a;(t)
where the POD basis corresponds to the dominant (left) singular vectors and the
effectiveness of the basis is usually measured by the following best approximation
property of the SVD
2

1 T T B o)
(8) f/ y(,t) =Y a;(t)| dt= Y o}
0 j=1 Jj=r+1
One measure of the effectiveness of POD is related to the rate of decay of the
singular values and the POD energy is measured as

r 2
2j=19;
Zj:l Uj

For the purposes of our discussion of the principal interval decomposition in the
next section, we point out that a third, equivalent characterization of POD is

. e N2
) ¢pwgg{fé wmw—¢OMM|a}

subject to the constraint that

(10) a(t) = (y(-,1), ().

Subsequent basis elements are defined as

E, =

1 /7 i -
S m —A (1) = s (s (0)||

= in
loll=1,pLPm-1 | T

with
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‘We now make a few remarks about the POD basis

e The POD preserves linear properties. Specifically, for the fluid flow appli-
cations we consider,
- IfV.y=0,thenV-¢p; =0forj =1,...,r. Inother words, P" C Xaiy-
— If y|r, = 0 (with I'y € 09), then ¢;|r, = 0.
e The best approximation result quoted in (8) is only an estimate of how a
reduced-order model will perform in practice. Rather than

u(z,t) =c(z,t) + Y _ ¢;(x)a; (1),

J=1

the reduced-order model will actually be

T
u(z, t) = c(z,t) + _ ¢j(x)a;(t),
j=1
with a = {a;}}_; coming from a dynamical system such as (6).

This last comment emphasizes that POD does not lead to the best possible basis
for reduced-order modeling. In fact, the construction of optimal bases has been
the subject of a number of recent studies [2, 32]. These improvements, however,
require a lot of computation as well as special treatment to ensure that the linear
properties discussed above are preserved.

In the next section, we discuss alternate reduced-order modeling strategies that
are built upon the optimization problem described in (9) and (10) above.

3. Principal interval decomposition and extensions

One limiting factor in using the POD basis is that time averaging can smooth
out information that is only expressed over small intervals of time. It is well known
that POD is not very effective for convective flows for this reason. For example,
consider the solution to the one-way wave equation

U + ug =0 with  u(x,0) = up(z) = e over R x IR.

The closed-form solution to this problem is w(z,t) = ug(t — «). In this case, the
spatial autocorrelation function is

T/2 ) ~ )
/ e~ (=) = (@) gy
—T/2

=2 T—z—2 T T
e )

As we consider the solution over increasing time intervals, it tends to a homogeneous
function in the limit (i.e., R® can be expressed as f(x — Z)). When this happens,

TR*(x, %)

k=00 ) k=00 ' _
RS (l‘,ﬂ?) — f(x _ i‘) _ Z /\ke%mk(zfi) — Z )\k€27mk16727mki.
k=—o0 k=—o00

It can be seen that the POD vectors are the Fourier eigenfunctions [13]. Note that
this is independent of ug(-) and thus, the POD basis contains no information from
the solution. When the POD has no correlation with the solution, obtaining a
good low-dimensional reduced-order model may not be possible. This analysis can
be used to explain the POD obtained for a solution to Burgers equation

1 <05

0 z>05 O (0,1) x (0,7)

Up + ULy = €Ugy with  wu(z,0) = {
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Ficure 1. First six POD vectors for Burgers equation

and zero Dirichlet boundary conditions. Given the time snapshots for a simulation
out to T' = 1, we compute POD vectors and plot the dominant six in Figure 1.
Recall that the simulation for this case consists of a falling wave over the left half
of the domain and a traveling wave over the right half of the domain. This fact is
seen in the POD basis. There is a lot of structure in the basis functions over the
left half of the domain [0, 0.5] while the right half [0.5, 1] is primarily Fourier modes
that become highly oscillatory as new POD basis functions are added.

3.1. The principal interval decomposition. One remedy for this challenge was
suggested by IJzerman [16] and is known as the principal interval decomposition
(PID). The idea is to partition the time interval [0,T] = Ujer[ti, ti41] into non-
overlapping time intervals and computing the dominant POD basis element over
each subinterval. A partition of the time interval enables us to impose extra con-
straints on the problem. A natural choice is to specify the relative error (¢) in the
best approximation
1 T

T

- Tt 1

T/ ||y(.,t),¢[tut1+1](.)a[tl,t1+1](t)”2dtSET/ ||u(~,t)H2dt.
0 0

The basis and time coefficient function change with ¢. Naturally, there is a rela-
tionship between € and the number of subintervals that are required to satisfy the
tolerance.

To simplify the solution to this problem, this error condition is imposed over
each subinterval

tit1

tit1

(11) / Iy (- 8) = @ltoteeal()alts bl @) 2de < 6/ [l t)|>dt.
ts ti

Since this estimate is easy to satisfy over small time intervals, the PID algorithm is

implemented by performing POD over increasing numbers of snapshots until this

estimate is violated. Then, with the largest possible time interval over which the
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FIGURE 2. First six PID vectors for Burgers equation

estimate holds, the current PID vector and interval are stored, and the algorithm
continues. The best possible choices for € are those for which any smaller value
increases the number of required subintervals.

The PID vectors and time intervals for the Burgers equation example above
are displayed in Figure 2. These PID vectors are very similar to individual time
snapshots. Thus, one can interpret PID as a method for doing weighted time-
sampling of the simulation snapshots. In this sense, it is related to other sampling
strategies, such as CVT reduced-order modeling methods [5]. As € is decreased,
every discrete time snapshot is selected as a PID basis vector valid over an interval
of length At.

We make two remarks about the PID as described above. First of all, since the
PID is in essence a POD applied to subsets of snapshots in the input collection,
the PID basis functions also preserve linear properties of the collection. Thus,
for Navier-Stokes simulations, they are divergence free, etc. Secondly, there are
efficient algorithms to update an existing SVD when column vectors are added to
the original matrix. The PID is obtained by taking the SVD of smaller matrices
than the POD, however, this is done many more times. We did not have any need
to exploit the computational efficiency of an SVD updating strategy for any of the
problem sizes considered in this paper, but this may be required for larger problems.

3.2. Extensions. There are three natural extensions to the PID that we will con-
sider in this work. The first is the possibility of using more than one PID function
per interval. Thus, the reduced-order model would be of the general form

(12) u” (.13, t) — C(JZ, t) + Z ¢£‘ti,ti+1] (x)agti,ti+1] (t)

j=1
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for each interval ¢t € [t;,¢;+1]. Although this extension would allow the possibility
to adaptively determine the benefit of increasing the dimension of the basis in each
time subinterval, we will explore this trade-off for fixed basis size.

One difficulty in using a reduced-order model of the form (12), even with r; = 1,
is determining good initial conditions, a[ti’t’i“](ti), when switching models. Thus,
one could consider adding basis elements from nearby subintervals,

Ti—1

u’(z,t) = c(,1) Zgb“ vl (g)alt-18

(13) + Z¢;ti,ti+1](x)agti,ti+l](t)
j=1

Ti4+1

+ Z¢ i1, z+2] z+1, z+2]( £,

over the time interval t € [t;,t;+1]. The advantage is that there are r;_1+r; common
basis elements in the adjacent time intervals [t;_1,;] and [t;, t;11].
A third extension replaces the condition (11) with the condition

tit1 tit1
| vt —stamPa<e [ fue P,
where a is determined from the reduced-order model (6). The advantage of this
approach is that we replace the heuristic in (11) with a better representation of the
actual reduced-order modeling error.

Note that we could combine any of these extensions. However, for this study, we
consider their advantages separately.

4. Numerical experiments

We test the proposed reduced-order modeling strategies on a two-dimensional
flow consisting of vortex shedding past a square cylinder. This example has been
used in recent reduced-order modeling studies for fluids [6, 9]. We describe our
snapshot generation below, followed by comparisons of POD and PID bases and
reduced-order model simulations.

4.1. Flow description and computational simulation. Two-dimensional flow
over a square cylinder is used to test our models. At a Reynolds number of 100 based
on the square edge length and the freestream velocity, this flow is known to be lam-
inar and unsteady, exhibiting a von Karman vortex street [27]. Our computational
domain is based on the study of Hristova [15]: the inflow and sides of the compu-
tational domain are located six edge lengths away, while the outflow boundary is
placed fifteen edge lengths away. The mesh is defined by an adaptive refinement
procedure on the steady-state equations with additional uniform refinement in the
wake region. The final mesh for unsteady calculations contains 21626 nodes and
7152 elements. An implicit Euler time stepping scheme with At = 0.00945 is used.
In the present computation, the Strouhal number,

fD
Uso
(D-length of square side, f-measured shedding frequency, Us- inflow velocity) was

computed as 0.14781. This compares well to published experimental and numerical
values of 0.138 (Okajima [27]), 0.139 (Breuer et al. [4]), 0.150 (Davis et al.[7]),

St =
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F1cUrE 3. Contours of Horizontal and Vertical Velocity Components

and 0.152 (Saha et al.[30]). After an initial settling time, 60 snapshots of the
solution over one period were collected to develop a reduced-order model (every
12 timesteps). This is a fairly minimal sampling (for example, 480 snapshots over
one period were used in [6]) and does lead to low resolution of the length of the
PID time intervals. However, as we shall see, this coarse sampling is enough to
produce good models. Contours of the velocity components for four representative
snapshots equally spaced over one shedding period are shown in Figure 3.

4.2. Reduced-order bases. These sixty snapshots over one shedding period were
used to generate six POD vectors. The time-average of the flow was taken as the
centering trajectory c. Thus, all of the POD vectors should have zero Dirichlet
boundary conditions and zero normal stresses. Contours of the first, third and
fiftth POD vectors are shown in Figure 4. The second, fourth and sixth vectors
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FIGURE 4. Contours of horizontal and vertical POD vector fields

are similar. The vectors either symmetric or antisymmetric and the singular values
decay pairwise, reflecting the problem symmetry (also seen in [6]).

These first six vectors contain over 99% of the POD energy. As a benchmark, the
corresponding reduced-order model was integrated for the time required to complete
one shedding cycle. The coefficients are plotted in Figure 5. Notice that there is a
loss of energy in the system (more pronounced with higher frequency modes). The
error in the ROM (computed with trapezoidal integration) is

177.25 177.25
/ u(-,t) —u"(-,t)||?dt = 13.31, with / [u(-,t)||*dt = 2511.06.
170.56 170.56

The relative error in the vertical component v is high, however, at nearly 25%.
We then specify e=4.52e-2 and obtain six PID vectors and intervals. We display
three of these in Figure 6. Notice that unlilke the Burgers equation example, these
PID vectors do not look very similar to the corresponding simulation snapshots
seen in Figure 3. As noted above, the singular values tend to drop off pairwise.
Thus, it makes sense to consider the extension to several PID vectors per interval
as discussed in the previous section. We further note that the model generated
with these six PID vectors and intervals alone produced a much worse fit to data,

177.25
/ [u(-,t) — ' (-, )| %dt = 34.72.
170.56
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FIGURE 5. Coefficients of POD/Galerkin Reduced-Order Model

The relative error in the vertical velocity component is over 50%. This is not
surprising since this problem was not designed to demonstrate the advantages of
the PID.

4.3. Test of PID extensions. This example of flow past a square cylinder used
to demonstrate three PID extensions discussed in Section 3.2.

4.3.1. Increasing dimension of PID basis. To test our first extension, we
computed the best PID relative error tolerance, € from equation (11), with varying
PID basis dimension r and number of PID intervals N. The results from our study
appear in Table 1. It was not possible to find a value of € corresponding to r = 1
and N = 2 since the maximum error occurred at the 31st snapshot in the r = 1
and N =1 case. In many of our cases, the time intervals were equally distributed
over the shedding period. Those that were not are denoted with a (*) beginning
with r = 3 and N = 5. There is a large sensitivity of the subdivision into time
intervals as the performance requirement increases. This is partly due to the use of
a small number of time samples (in the » = 6 and N = 6 case, there are 36 basis
functions from 60 snapshots). Also note that there was no effort made to optimize
these parameters by considering cyclic permutations of the time snapshots (time
intervals could perhaps be lengthened by considering the adequacy of basis elements
in [tx—1,177.25] to represent data in [170.56,¢1]). Thus, the values of € could be
lowered, especially in the non-uniform (*)-ed cases.

Note that there is better performance when bases are introduced in pairs. This
is observed in Table 1 by looking at the decrease of € in columns (constant N). The
biggest improvement occurs when going from r =1 to r = 2.

The first column in Table 1 corresponds to the relative approximation error
associated with standard POD. Singular vectors are computed using svd(Y,0); in
MATLAB. The singular values decay in pairs and very fast for this problem. For
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F1GURE 6. Contours of 1st, 3rd and 5th PID vector fields

TABLE 1. Optimal € for varying basis size (r) and intervals (N)

1 2 3 4 5 6
1.02e-2 * 6.52e-3  4.18e-3  2.86e-3  2.06e-3
8.95e-4 6.21e-4 3.04e-4 1.40e-4 6.84e-5  3.69e-5
5.92e-4 2.69e-4 7.58e-5  2.67e-5 9.93e-6* 5.73e-6*
2.96e-4 5.58e-5 1.2le-b  7.27e-6* 3.94e-6* 3.19e-6*
1.59e-4 4.58e-5 1.85e-5 1.32e-5* 1.0le-5* 9.47e-6*
6.43e-5 5.24e-5 2.09e-5* 1.47e-5* 1.12e-5* 9.7le-6*

\3
o ot x| wo| | =T
=

many problems involving flows, they do not decrease as quickly. Thus, at some
point, the best strategy to improve the performance of a reduced-order model is to
introduce sub-intervals. The best estimate we were able to achieve is for r = 4 and
N =6.

While more intervals lead to better performance, at the same level of reduction,
there is a computational cost associated with this. For our Navier-Stokes predic-
tions, the majority of the work needed to simulate (6) can be performed upfront by
precomputing integrals such as (¢; - V;, ¢). The final system is r dimensional
and can be simulated very cheaply. This upfront integration cost needs to be spent
for each time interval and should be considered when weighing the benefits of PID.
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4.3.2. Using neighboring vectors to simulate PID. Note that the value of €
in the PID estimate is a heuristic. There are two facts that need to be considered.
The first is the natural error in the interpolation of the solution at the end of one
interval onto a basis for the current interval. One of the extensions in Section 3.2
suggested a practical means to address this. The second fact is that the model
actually uses an a from the model coefficients (6) instead of the projection a. This
discrepancy is considered in the next section.

Our numerical experiment compares six dimensional models for the square cylin-
der flow. As noted earlier, the error in the six dimensional POD reduced-order
model is

177.25

/ u(-,t) —u"(-,t)||*dt = 13.31

170.56
corresponding to a relative error of 5.30e-3 (compared with the predicted error of
6.43e-5 when the ideal coefficient function is used). The PID model we consider
uses two PID vectors over six intervals (r = 2, N = 6) to generate the basis.
When we build our model, we use six basis vectors over each time interval. These
correspond to the current, previous and next intervals as indicated in (13). Note
that for the first and last interval, we take advantage of the fact that we have a
periodic problem (otherwise, we could reduce the dimension of the overall model
at the ends, or add more basis elements to keep the dimension the same). For this
reduced-order model, we obtain an error of

177.25
/ u(-,t) —u" (-, t)||*dt = 12.70.
170.56

As we expected, this offers an improvement over POD of the same dimension.

4.3.3. Using actual coefficients. In this final experiment, we demonstrate the
construction of a PID with an actual error bound. As seen in the experiment above,
the prediction given by best approximation arguments can be off by several orders
of magnitude in practice. In many instances it may be desirable to build the model
with a more accurate estimate of the model error (for example, optimization algo-
rithms may be designed to take advantage of variable fidelity models, but require
a proper hierarchy of models). Thus, we replace the a in the PID tolerance with
the value of a obtained by the model equations (6). Note that we account for the
errors in the projection, but models cannot be generated to an arbitrary accuracy.

This is a very expensive modification since the model equations are built and
integrated every time the snapshot matrix is updated. We specified an exact relative
error tolerance of e=3.4e-4 and chose to use two PID vectors per interval » = 2 which
seems advantageous from our Table 1. Note that this specification would ideally
lead to three intervals based on the best approzimation coefficients. In the actual
experiment, we came up with six, nearly equi-length intervals. The model with one
interval has one interval that is shortened by one time step and another one that
is lengthened by one time step.

5. Conclusions and future work

In this paper, we described the principal interval decomposition, which was ini-
tially developed by IJzerman [16]. We also presented a number of natural exten-
sions. The most practical are the incorporation of multiple basis functions per
interval and the use of neighboring basis information to minimize interpolation
errors between intervals. This decomposition method was tested on a fluid flow
problem consisting of flow past a square cylinder that is frequently used to validate
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reduced-order models. Our extension, using two basis functions per interval and
improving interpolation lead to a improvement over a standard POD model of the
same dimension. While this problem clearly benefits from the use of pairs of basis
functions, it was not designed explicitly to exploit some of the challenges with POD
(for example, a pure traveling wave problem). Future numerical experiments will
be performed to better illustrate this advantage of the PID.

Note that one may consider alternative approaches to build models that can
predict nearby flow behavior. For example, the nearby flow approximation given
in [12] uses sensitivity analysis, e.g. [3], to find rapid estimations of nearby flows.
This is not practical in flows that evolve in time. However, it may be feasible to
build sensitivity analysis into POD input collections to make bases that are more
suitable to parameter variations. This will be investigated in future work.
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