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Abstract. An axiomatic approach to the numerical approximation Y of
some stochastic process X with values on a separable Hilbert space H is pre-
sented by means of Lyapunov-type control functions V. The processes X and
Y are interpreted as flows of stochastic differential and difference equations,
respectively. The main result is the proof of some extensions of well-known de-
terministic principle of Kantorovich-Lax-Richtmeyer to approximate solutions
of initial value differential problems to the stochastic case. The concepts of
invariance, smoothness of martingale parts, consistency, stability, and contrac-
tivity of stochastic processes are uniquely combined to derive efficient conver-
gence rates on finite and infinite time-intervals. The applicability of our results
is explained with drift-implicit backward Euler methods applied to ordinary
stochastic differential equations (SDEs) driven by standard Wiener processes
on Euclidean spaces H = R? along functions such as V(z) = Zf:o ciz?t. A
detailed discussion on an example with cubic nonlinearity from field theory
in physics (stochastic Ginzburg-Landau equation) illustrates the suggested ax-

iomatic approach.
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1. Introduction

Many dynamic problems in Natural Sciences, Engineering, Environmental Sci-
ences and Econometrics lead to models governed by nonlinear and dissipative sto-
chastic ordinary and partial differential systems. These systems are explicitly solv-
able very rarely. Thus one has to resort to numerical approximations. In determinis-
tic theory there are well-known principles for the approximation of their solutions in
appropriate Banach spaces. Two of them are the principles of Kantorovi¢ [17], [11]
and Lax and Richtmeyer [24], [34], combining stability, consistency and convergence
for well-posed problems. However, in the stochastic case, there is substantially less
known about their counterparts. We are going to continue our works exhibited in
[35] - [46] by establishing basic approximation principles for stochastic processes
X, Y which have values in random Hilbert spaces H or Banach spaces with norms
defined via subadditive pseudo-bilinear forms. As the simplest application we bear
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in mind the case of stochastic ordinary differential equations (SDEs) and their nu-
merical approximations with variable step sizes. (An application to some types of
stochastic partial differential equations (SPDEs) with appropriate relation between
space- and time-discretization for their approximations is conceivable too, but left
to future work). In this paper the time-evolution of the global discretization-error is
considered without taking into account any discretization of the state space. Note
that the herein suggested axiomatic approach to the analysis of numerical approx-
imations is especially efficient within the framework of “eigenfunction approach”
applied to quasilinear SPDEs.

For the description of the approximation problem we assume the following. Fix
a complete probability space (92, F, (Fi)o<i<t,P) with deterministic finite time-
interval [0,7]. Let H = H(w) be a separable random Hilbert space with (F;)o<i<r-
adapted scalar product < .,. >y and real numbers as its scalars, and let u be any
nonrandom, o-finite, positive measure on ([0,7],B([0,7])). Here B(.) represents
the o-field of all Borel-sets of the inscribed set. X = (X;(w))o<i<r and ¥ =
(Yi(w))o<t<r denote two (F;)-adapted stochastic processes on the given probability
space with values in one and the same Hilbert space H. Then, obviously, the vector
space
Xi(w) € H(w) for all times t,
Xt is (F¢, B(H)) — measurable,
X cadlag with respect to time ¢,
JTE < X, Xi >u du(t) < +o0

HQ([O’TLF’HH) =X = (Xt(w))OStST :

forms a Hilbert space with scalar product
T
<X, X >H2::/ E < X, X; >5 du(t)
0

and real numbers as its scalars. The naturally induced norms are given by

1XWlm == V<X, X >m, |IX [, = V<X X >h,e

We are interested to tackle the approximation problem of X by Y (and also Y by
X, thanks to the inherent symmetry) on this space, in particular, on the subset

Dy = {X € Ho([0,T), 0, H) : sup E < X, Xy >p< Jroo}.
0<t<T
Furthermore, let [K]_ > 0 denote the negative part of K, and [K]; > 0 its positive
part such that we have K =[K|; — [K]_.

The paper is organized as follows. Section 2 commences with the statement of
main concepts and assumptions to prove a fairly general approximation theorem
for convergence rates of numerical approximations with variable step sizes. In
Sections 3 and 4 we present two versions of this theorem for the most general and
dissipative case. The main purpose of this paper is to publish a fairly complete
proof of universal error estimates for the approximation of some Hilbert-space-
valued stochastic processes while incorporating information on certain Lyapunov-
function(al)s V' = V(z). This significantly extends the applicability of our original
work [45] where we only considered the very restricted case of V(z) = 1+||z||? from
practical point of view (cf. example in Section 6.2). The main theorems 3.1 and 4.1
have already been formulated in [44], but without any detailed proof-steps. Here
the complete proof incorporating the role of Lyapunov-functions V (z) (much more
general than V(x) = 1 + ||z||?) is presented by dividing it into a series of auxiliary
lemmas as done in Section 5. Section 6 briefly discusses the fairly transparent case
of ordinary stochastic differential equations and drift-implicit Euler methods in R,
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including a specific example with cubic nonlinearity. Section 7 exhibits the main
diagram of adequate stochastic approximation theory as a kind of summary.

2. Main concepts of numerical approximation of well-posed problems

Let X, z(t),Ys, z(t) be the one-step representations of stochastic processes X,Y
evaluated at time ¢ > s, started from Z € Hs([0, s, 4, H) (i.e., more precisely, we
have X z(u) = Z, =Y, z(u) for 0 <u < s and X, z(t),Ys,z(t) are interpreted as
the values of the stochastic processes X and Y in H at time ¢t > s, respectively,
with fixed history (memory) given by Z up to time s > 0). They are supposed to be
constructable along any (F)-adapted discretization of the given time-interval [0, T']
and could depend on a certain mesh size A,,4,. Assume that there are deterministic
real constants rg, 7sm, 72 > 0,0 < dg < 1 such that we have

(Al) Strong (ID;)-invariance of X,Y, i.e. 3(F;)-adapted, closed subsets ID; C
H([0,t], p, H) such that, for all 0 < s < T,

P{(Xs x(0) (W) s<ust; Y,y (s) (1)) s<use € Dy 25 < < T[X(s),Y(s) € Dy} =1,
(A2) V-Stability of Y, i.e. 3 functional V' : Hy([0,t],u, H) — Ry for all
0 <t < T such that VY (¢) € D; : EV(Y(t)) < 400, V(Y (1)) is (Fp)-
adapted and J real constant Kg Vi, h:0<h<d§y,0<t,t+h<T
E[V(Yoym(t+h)F] < exp2Kgh) - V(Y (1),
(A3) Mean square contractivity of X, i.e. 3 real constant K& such that
VX(t),Y(t) € D, (where X(t),Y (t) are (F;)-adapted)
Vi, h:0<h<6y,0<t,t+h<T
E[[[Xexm(t+h) — Xeyw(t+h)HIXE®),Y ()]
< exp(2KER) - || Xy x () () — Xey ) (D)l
(A4) Mean consistency of (X,Y) with rate 7y > 0, i.e. 3 real constant K§

such that V Z(t) € ID, (where (Z,(t))o<u<: is (Fi, B(H))-measurable)
Vt,h:0<h<38,0<tt+h<T

IE [Xiz¢)(t + WIZ()] = E [Yozn(t + W) ZW)ln < K5 -V V(Z()) - 1™,
(A5) Mean square consistency of (X,Y) with rate r, > 0, i.e. 3 real
constant KQC such that VZ(t) e Dy Vi,h: 0 < h < 9,0 <t,t+h<T

(E {11 20t + 1)~ Yozt + WIIZ0)]) " < K - vza) e

(A6) Mean square Holder-type smoothness of diffusive (martingale)
part of X with rate r,, € [0, %], i.e. Jreal constant Kgp; > 0 such that
VX(t),Y(t) € Dy (where X(t),Y () are (F;)-adapted)
Vt,h:0<h<3,0<t,t+h<T

E || M x@)(t +h) = Myt +h)l[ < (Ksa)?- E||X(8) = Y (@)[[F - h*

where M, (t+h) = Xi.(t+h)— E[Xi.(t+h)|F] for z=X(¢t),Y(?),

(A7) Interplay between consistency rates given by rg > r9 + rgn > 1.0,

(A8) Initial moment V-boundedness E [V (Xj)] + E [V (Yp)] < +o0.

Stochastic approximation problems satisfying the assumptions (A1) - (A8) on Hy
are called well-posed. In the classical case of stochastic dynamics with Lipschitz-
continuous vector coefficients like that of SDEs driven by Wiener processes one
often takes the function V ((Xs)o<s<t) = (1 + || X¢||%)P/2 or || X,]|%; as the required
functional V. Then, V plays the role of a Lyapunov function controlling the stability
behavior of considered stochastic process and the smoothness condition (A6) of the
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martingale part with rg,, = 0.5 is obviously satisfied. Of course, if V(X) = 0 is
chosen, then X and Y must be identical and any derived convergence assertions
based on above assumptions are meaningless.

Remark. Note that we need to distinguish clearly between the meaning of ex-
pressions X, Xi, X; z4)(u) and X(t) = (Xu(t))o<u<t for the understanding of the
complex set of above assumptions (analogously for V).

3. A general approximation theorem under axioms (A1) — (A8)

The following fairly general approximation principle can be established. Define
the pointwise L2-error

et) = VE<X, —-Y, X, - Y, >g

for the processes X,Y € Hs, and the deterministic bounds

Apin =Inf Ay < A, < Apgs = sup A;
€N €N
on the mesh sizes A,, on which (at least one of) X,Y are usually based.

Theorem 3.1. Assume that the conditions (Al) — (A8) are satisfied and that
E ||X0 - Y0| ﬁ—] < KinitA:rgaz-

Then the stochastic processes X, Y € Hy([0,T], u, H) converge to each another with
respect to the naturally induced metric

mX,Y)= (< X -Y,X —Y >p,)"/?

with “worst case” convergence rate vy = 19 + 14 — 1.0. More precisely, for any
p # 0 and for any choice of deterministic step sizes A; (variable or constant) with
0< A; < Apaz < dp, we have the universal error estimates

(1) ex(t) < exp((KE +p*)(t = 5))eals) +

exp(2(KE +p2 - KY)(t—s))—1
K KYt c S A'r‘g
+ I(p)exp( S )\/ 2(Ké(+p2 _ng/) mazx

for all0 < s <t <T, where s,t are deterministic, and

@) sup ea(t) < exp((E + 7 T)ea(0) +

exp(2(KX 4+ p?> — KY)T) -1 v
2KE +p2 — KY) mag

+ K1 (p) exp([KY ]+T>\/

with appropriate constant

V(ES)? + (K20 + (Ksum)?]
P
with Kmas = exp(((KE]- + [KY]-) Amas)-

(3) KI(,O) = Kma:v '

E V(yo)

4. An approximation theorem for the dissipative case
The asymptotically contractive, dissipative case is covered as follows.

Theorem 4.1. Assume that the conditions (A1) — (A8) with K& < 0 and K} <
0 are satisfied on the time-interval [0,+00) with the finite measure ([0, 400)),
E || Xo — Yol|%) < KinitAriaw and all constants K occurring there in (A1) — (A7)
do not depend on the terminal times T > 0.
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Then the stochastic processes X,Y € H([0,+00),u, H) converge to each another
with respect to the naturally induced metric

mX,Y)=(< X -Y,X -Y >p,)"/?
with “worst case” convergence rate rqg = 19 + 7oy — 1.0. More precisely, for any

choice of deterministic step sizes AA; (variable or constant) with 0 < A; < Az <
0o, we have the universal error estimates

K
1) sw oel) < o0+ G\
0<t<+oo \/Q\Ké{ +p2—K}g/|
K

(2) Jim es(t) < 1) Als o if K& +p*<0

e V2K + p2 - KY|
(3) Jim ex(t) = 0 if KY¥ <0,KX +p°<0
where

KC 2 KC 2( 2 K 2
ki) = SRV BP0 /) e (13 412 D)

for any p with 0 < p? < |KJ|, i.e. convergence on infinite intervals [0, +oc) with
the “worst case” global rate ry can be established on H([0,+00), p, H).

Using this theorem, one may establish convergence rates of numerical methods
for SDEs along Lyapunov-functionals on infinite time-intervals [0, +00). For exam-
ple, the drift-implicit Euler method applied to mean square dissipative SDEs with
monotone coefficients converges in the L?-sense with the “worst case” rate r, = 0.5
on infinite time-intervals [0, +00) - a rather striking result. To verify it, one may
take H = ID; = R, V(x) = ||z||3 as the Euclidean norm, and shows that ro > 1.5,
ro = 1.0 for diffusions with r,, = 0.5. See also the discussion in Section 6.

5. Breakdown of proof steps of main theorems

It is more transparent to break down the complete proof of both theorems into
the following series of auxiliary lemmas. The proof of some of them can be omitted
since they are elementary, and mostly a consequence of the well-known Young’s
inequality (Holder inequality) and complete inductions.

5.1. Auxiliary lemmas. Let (B,||.||[p) be a Banach space with respect to the
norm [|.||g and X(p,-)(t) be the characteristic function of the inscribed interval
[l,r).

Lemma 5.1. Assume that a; € B (i=1,2,...,n). Then, for n € N,p > 1, we have

n n n n
1Y ailly < 2?7 lally, 311D aills < D /laills.
i=1 i=1 =1 3

Proof. Suppose that a; € B are fixed. The proof directly follows from the triangle
and Holder inequality applied to the right-continuous LP-integrable function f :
[0,n] — RY given by

n
> llaille if t=n
=1

[y =4 %
> Maille - x(i-1)®) if 0<t<n
i=1



464 H. SCHURZ

The second part is concluded from the well-known monotonicity of integrals. [l
Lemma 5.2. Let (v(n))nen be a sequence of nonnegative real numbers v(n) satis-
Jying

vin+1) <vn)(1+cg(n))+er(n) or vin+1) <v(n)exp(cg(n))+ cr(n)

with real coefficient sequences (cg(n))nen of homogeneity and (c;(n))nen of inho-
mogeneity. Then, for alln > k,k € N, we have

v(n—i—l)gv(k)exp(ZcH )-l—ZC] exp( Z ())
I=k
Proof. Use complete induction as done in [38]. O

Remark. We may meet the convention that Y ,_ +1(-) = 0. The latter inequality
is sometimes called the discrete time variation-of-constants inequality, and
it is used to prove the following continous time version.

Lemma 5.3. Let v = v(t), —o0 < tg <t < 400 be a nonnegative real-valued func-
tion which is locally absolutely Lebesgue-integrable on [tg, +00) (i.e. we could also
use the notation v € L, ([to, +o0), B([to, +00)), 1) with Borel o-field B([to, +00))
and Lebesgue-measure ). Assume that the coefficient functions Cr = Cy(t),Cy =
Cu(t) € L}, ([to, +0), B([to, +00)), ) are absolutely Lebesque-integrable with

/S Cl(u)~e:cp(/ut CH(z)dz> du < 400

for all t,s with tg < s <t. Furthermore, v(t) satisfies

/CH du+/CI )du or
v(s) - exp /C’H(u)du /C’]

for all t,s with tg < s <t and sufficiently small [t — s| (say, e.g. [t —s| <4).
Then the continuous time variation-of-constants inequality holds, i.e.

(1) ()
(v(s) Jr/:CI(u) - exp ( - /SUCH(Z) dz) du> - exp (/StCH(u) du)

for all t,s with tg < s <'t.

>4
—~

~
~—
IN

<
—~

~
=
IA

Proof. First, suppose that C,Cy are continuous functions. Hence, they can be
approximated by simple functions along any finite partition (¢,),en of a com-
pact subinterval of [tg,+00). Define cy(n) := Cy(7,)(tnt1 — tn) and cp(n) =
Cr(tn)(tn+1 — tn) where 7, € [t,,t,41] are chosen such that the discretized func-
tion v will also satisfy the assumptions of Lemma 5.2. Then, we may use Lemma
5.2 to conclude the discretized version of the claim of Lemma 5.3. Now, one takes
the limit as the mesh size of those partitions tends to 0, and we arrive at the claim
of Lemma 5.3 for continuous coefficients C'y, C7. It remains to mention the fact
that the set of continuous functions is dense in L'-spaces in order to conclude the
desired assertion for L'-integrable coefficients C, C7. (]

Remark. The latter two lemmas can be found in Schurz [38], and their use in [42]
- [43]. As an immediate, but very helpful application of Lemma 5.3 one arrives at
the following key lemma for the proof of main conclusions in the next section.



AN AXIOMATIC APPROACH TO APPROXIMATIONS 465

Lemma 5.4. Let v = v(t),—00 < typ < t < +00 be a nonnegative real-valued
function which is locally absolutely Lebesque-integrable on [tg, +00). Assume that
v(t) satisfies

(2) v(t+h) < o(t)exp(Kgh) + Kjexp(Kgt)h™ee

forallt,h withtg <t <t+h<T and 0 < h <§ (0 sufficiently small) and a given

Floe > 1. Put K; = Kjexp ([KS],(S). Then, for all t,s with ty < s < t, we have
v(t)

< wu(s)-exp (KH(t - s)) +K; exp(Kss + K;'Ijt__;? — exp(Kst)

(3) v(0) - exp (KHt) +K; eXP(KI}é—Z : ;?;)(Kst)

Proof. Suppose that 7, > 1. First, note that, for 0 < h < §, the relation

5rloc71

(S"‘locf1 .

IN

exp (Kst> ~htee < exp ([KS]JS) /t+h exp (Ksu) du - §"toe ™1
t

holds. Then, this result applied to the condition (2) reads as
v(t+h) < w(t) exp(Kgh) + Kjexp(Kgt)h™ee

t+h
< o(t) exp(Kgh) + Kﬁ”“fl/ exp(Kgu)du
¢

for all t,h with tg <t <t+h < T and 0 < h < §. The remaining proof is a
straightforward application of Lemma 5.3 since its assumptions are satisfied. For
the sake of completion, we evaluate the inequality (1) with identities Cy(u) = Kg
and Cr(u) = K6"e~ ! exp(Kgu). Thus, the conclusion (1) is

v(t) < w(s)-exp (KH(t — s)) +
+ K8 exp (Kmf) . /t exp ((Ks — KH)u>du

= u(s)-exp (KH(t - 8)) +
exp(Kst) —exp(Kgs + K (t —s))

I §Toe 1
+K87 KS — KH )

hence the proof is completed by putting s = 0. [
Lemma 5.5. For all a,b,c € H (H any given Hilbert space), we have
lla—bl|% =|la—cl|? +|lc=bl|4%+2<a—c,c—b>p.
Proof. This can easily be verified by elementary calculation, analogously to the

case H =R%. O

Recall that ||.|| denotes the (in general random) norm defined naturally by
|la||% =< a,a >y which is naturally induced by the scalar product < .,. > of the
Hilbert space H. The following lemma explains the role of the required functional
V' along certain moment estimates.
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Lemma 5.6. Assume that the assumptions (Al), (A2) and (A8) are satisfied.
Then, for all 0 < t,t + h < T with (F;)-adapted t, h, we have

(E[V(Yout+m)DY? < (E [exp2KYh)V (Yo, (1))
< (E [expKY (t + W)V (wo)])'""”,

1/2

hence, for all deterministic times t with 0 <t < T, this implies that
(E[V(You@)"? < exp(KIt)(E V(yo))"?

and if V(Y (t)) > ||Yi||% for allt € [0,T] where Y (t) € Ha([0,t], u, H) then
1/2

t
Y aocmsy < (/ exp<2K§u>du<u>Ev<yo>)

< exp((KY 1) (0. T) B V()
Proof. Using elementary laws of conditional expectations leads to
(E [V (Yoot +R))Y2 = (E[E [V(You(t+h)|F)"
— (E[E[V(Yiyu(t+)F])"? < (E[E [exp@KY 0)V (Y (1) F]])"

= (E[exp2KY )V (Yo, (0)])? < (E[expKY (t + 1)V (o))",

hence y(t) := ||Y || my(j0,6, ) = fOT E ||Y,||%dp(u) satisfies

t t
w0 < [ EVE)) < [ exp@KY wduta) BV )
0 0

< exp(2[K5]+t)u((0,1]) EV(yo) < exp(2[Kg]+T)u((0,T]) E V(yo)

which trivially brings up the second statement of the above lemma. [
For 0 <t < T, xo,y0 € H2([0,1], 1, H) where x,yo are (Fo, B(H))-measurable
initial values, define the (pointwise) global mean square error £(t) by

1/2
e2(t) = (E || Xoum(t) = You IE) 7,
and the (pointwise) global weak error £, (t)
w(t) = |[E Xoa(t) = E Yoy, (0)][n-

Lemma 5.7. Assume that the assumptions (A1), (A2),(A4) and
(A9) Weak contractivity of X, i.e. IKiyo VX(t), Y(t) € D; (where X (1),
Y (t) are (F;)-adapted) Vt, h: 0 < h < 00,0 < t,t+h <T (h deterministic)

E X, xy(t+h) — EXiyuE+h)a
< NEX() — EY®)llnexp (Kibch)

are satisfied. Then, for all deterministic step sizes 0 < h < g < 1 and for all s,t
with 0 < s <t <t+h<T, the global weak error ¢, (t) satisfies

ew(t+h) = [[E Xou(t+h) = EYoy(t+h)|a
< exp(K{¥ch)ew(t) + K§ exp(KEt)(E V(yo))Y/2h™  and
cw(t) < exp(Kiyo(t —8))ew(s) +

X Y max
KWC - KS

where Ko = K& exp([KY]- Amaz)(E V(y0))Y/2, i.e. the weak error e, is of global
order ro—1 (and, trivially, of local order r¢).
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Proof. For all 0 <t,t+h <T,0<h < g, one finds

cw(t+h) = [|EX xu(t+h)— EY,yu(t+h)|a
< JEXyxw(t+h) - EXy vy +h)|a+
HIE Xe vyt +h) — EYyye(t+h)|la
< JEXex@y(t+h) — EXpyw+h)|la+
+EE Xyt + MY ()] = E Yoy + )Y O)]la
< cul)exp(Effch) + K§ exp(KY1)(E V(yo) /1.
Now, use Lemma 5.4 to conclude the second statement. [l

Remark. The result of Lemma 5.7 confirms a well-known hand-rule of determi-
nistic-numerical analysis. By Lyapunov inequality (see [47]), we may trivially note
that €, (t) <eq(t) forall0 <t <T.

Lemma 5.8. Assume that the assumptions (A1) — (A7) are satisfied. Then, for
all t,h with 0 < h < A <6y (A deterministic) and 0 < t,t+h < T, we have

E [|X; 20 (t + 1) =Yy 720t + )|[F < (K5’ EV(Z(1)A%>

for any stochastic process Z € Hy([0,t], u, H) with E V(Z(t)) < 400, i.e. the local
mean square convergence rate r; > ro can be established.

Proof. Suppose that Z € Hy([0,t], , H). Then, by elementary laws of conditional
expectations and using (A5), for any Z € Ho([0,¢t], u, H), we have

E[[Xez0t+h) = Yozt +hlE
E |E [IIXe,z20)(t + h) = Yiz0 (¢ + h)|[3]Z(1)]
E [(K3)?V(Z())h*2] < (K5)E [V(Z(¢))]A%,

as claimed for any Z € Hy([0,t], u, H) with E V(Z(t)) < 4o0. O

IN

Remark. Thanks to this Lemma 5.8, we know about the local convergence with
worst case rate ro on Ha([t,t+h], pu, H). h could be chosen randomly as well. How-
ever, the requirements of a deterministic upper bound A on h and of deterministic
rate ry are important ones.

A priori, but crude global mean square error estimate is found as follows.

Lemma 5.9. Assume that the assumptions (A1) — (A8) and ro > 1.0 are satisfied.
Then, for all 0 < s <t < T and deterministic step sizes (variable or constant)
with 0 < A; < min(t — s,d0,1), we have eo(t) <
ep((KE ~ KXt —5) =1,

Ké{ _ Kg‘/ mazx ’
where K¢ = KS exp([K¥]-Amaz) (E V(yo))l/Q, hence the global mean square
error has at least the “worst case” convergence rate ro — 1. In particular, if
K& = KY =0 then

ea(t) < eals) + K5 (t—5)(E V(yo))/*A%z.

Moreover, if K& < 0,KY =0 then

exp(KZ (t — 5))za(s) + KS exp(KXt)

C

) K5 1/2 -1
< ——= (EV Ar2 .
. 1121 €2 (t) > KCX ( (yO)) mazx
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Proof. Choose deterministic step sizes 0 < h < A; < min(¢t — s,00,1). Using
Minkowski’s inequality, Lemmas 5.6 and 5.4, and elementary laws of conditional
expectations, one concludes that

g2t + h) < (E||Xpx@p(E+h) — Xeyet+ h)||§{)1/2 +
1/2
+ (B 1 X 6y (1) = Yoy (6 + 1))
1/2
exp(K¢ h)ea(t) + (EE[|| Xty +h) — Yyt + h)||§{|Y(t)])

<

< ep(KEh)e(t) + (EE[KSV(Y (0)h2 Y (1))

< exp(K&h)ex(t) + K exp(KYt) (E V(yo))l/zA:ja;h hence
62(t)§

(K& — KX)(t =) =1,,, 4

exp(K (t = 8)ea(s)+ K§ exp(i )" PRmE 28 e
C S

an estimate which immediately gives the claimed assertions. O

Remark. One may even get better global convergence rates than ro —1.0 predicted
by Lemma 5.9. The following lemma is needed to optimize the estimation of the
global convergence rate in the stochastic case.

Lemma 5.10. Assume that the assumptions (A1) — (A8) are satisfied. Then, for
allt,hyp e R:0<h <A< (A p+#0 deterministic, 0 < t,t +h <T), we have
u(t) ==

E < Xt7X(t)(t + h) - Xt,Y(t) (t =+ h)7Xt,Y(t)(t + h) _ Y;,Y(t) (t + h) >H
eW)[Ksu K + K] exp(KYt)(E V(yo))/2Arzt7em

1
P A5 () + 27)2[(KSMK20)2 + (K§)? exp(2KX ) E V(yO)AQ(Tz-FTsm)—l

IN

A

for the stochastic processes X, Y € Ha([0,t + h], u, H) .
Proof. Suppose that X,Y € Hy([0,t + h|, u, H). For r =t + h, define
2(r) = Xexa(r) = E [Xexw(MIF] = Xy (1) = E [Xey e ()] F]),
w(r) = Xiyu(r) —Yiyw(r).
Then, by elementary calculation and properties of conditional expectations,
lu(t)] < |E <z(t+h),w(t+h) > |+
‘H E < E [Xt,X(t) (t + h)|.7:t] — E [Xt,Y(t) (t + h)|.7:t], w(t + h) >g |
(E[|2(t + WI[F) 2 (B [|lw(t + m)||F)"? +
|E(E[< E[X; x(0)(t + 0)|F] = E[Xey oy (t+ h)|[Fosw(t +h) > [F])]
ea(t) Ksy KS (E V(Y (1)) /2Arztrem 4
|E(< E[Xy x )t + h)|Fe] = E[X; y @) (t + )| Fe], E [w(t + h)|F] >m)l
ea(D)[Ksm K5 + K§exp(K§t)(E V(yo))'/2ArFrem
1 _
pPAS(t) + Tpg[(KSMKQC)2 + (K§)?] exp(2KE 1) (B V(o)) AXr2Hrem) =]

IN + IN + A

IN

which gives the claimed assertions. O
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5.2. The proof of Theorem 3.1. Fix the family (ID;)o<¢<7 of invariant subsets
ID, C Hy([0,¢], p, H). Assume that the conditions (A1) — (A8) are valid for X,Y €
H5([0,T7], u, H) with corresponding local representations X; ,(t+h) and Y ,(t+h)
for any x,y € IDg, deterministic b < min(1,T — ¢, Apyaz),t € [0,T). Define

a:=X; x@p)(t+h), b:=Yyu(t+h), c:= Xyt +h).
An application of Lemma 5.5 gives
t+h)=Ella-b|},=Ella—c||} + Ellc—b||3 +2E <a—c,c—b>p .
Therefore and thanks to Lemmas 5.6, 5.8, 5.10, we may conclude that

(4) 3(t+h) < exp(2KZh)e3(t) + (K5)? exp(2K5t)(E V(yo))h*™ +
+265(t)[Ksu K§ + K§exp(KE t)(E V(yo))'/2hr2trem.
Now, take any real constant p > 0. Define VZ = E V(yo). Returning to (4), one
arrives at
e3(t+h) <
< exp(2K& h) (1 + 2p°h)e5(t) +
(KsmKS§)? + (K§)* + (pK§)?

" 2 exp(2(K Yt — K& h))VZh2(ratram)=1
p

exp(Q(Ké( + p?)h)es(t) +
(KS)?[p* + (Ksm)?] + (KE
02
exp(2(KE& + p?)(t + h))e3(0) +
exp(Q(Ké( + p? — K;f)t) - 1A2("”2+7’snz_1)
2(KX + p? — KY) e

IN

2
) exp(2(K ¥t — KX h))V2p2(retrem)—1

+
<

+K7(p) exp(2K3 1)

where K1 (p) is given by (3), thanks to Lemma 5.4. Thus, by applying Lemma 5.1,
we obtain

62(t) S

exp(2(KZ +p2—K¥)t)—1 ATy

QXp((Kg +,02)t)€2(0)+K[(p) eXp(K}?/t)\/ Q(Ké(_’_pg_Kg) max

with “worst case” global rate ry > ry + 14, — 1 of mean square convergence for any
0 <t < T - an estimate which is particularly useful if KX + p? < 0. Now, one may
use the obtained pointwise error estimates to control the Hsy-error as follows

T 1/2
X =Y ma o,1) 1) = (/0 EIXt—YtI%du(t)>
1/2

T
(5) < es(0) ( / exp(2(KX +p2)t)du(t)> +

1/2

T X | 2 Y

exp(2(K& + p?)t) — exp(2K 4 t) 3
+K / du(t ATzt ram

which gives the claimed rate of Hy-convergence when e2(0) < Kinit Andaz (Recall
that u is positive and o-finite.). Thus, the proof is complete. O
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5.3. The proof of Theorem 4.1. Suppose that Ké( < 0. The proof goes sim-
ilarly to that for Theorem 3.1. Take any constant parameter p > 0 satisfying
0 < p? < |KZ|. For abbreviation, define VZ = E V/(yo). Returning to (4) we get

e3(t+h)

< exp(2(K¢ + p°)h)es(t) +
1 )
MBS P (P (Ko )+ (KS P exp(2 K& ot 2K V2 rem) )

Applying Lemma 5.4 with (3) to the latter inequality yields
&(t) < exp(2(KE + p*)(t - 5))ed(s) +
eXp(Q(Kg + p2 - Kg)@ — S)) — 1A2(r2+rsm—1)
2KE + p2 - KY) maz '

By taking the square root in this inequality, thanks to Lemma 5.1, we obtain the
global estimate for e5(t) as stated in (1), and, in particular

ea(t) < ea(0) exp((KE& +p°)t) +

+ Ki(p)exp(2K3t)

exp(2(KE + p?)t) — exp(2KEt) \oir —10

6 K A"‘Q Tsm .

( ) + I(p)\/ Q(Ké{+P2 7K}9/) max

K
™) < ea(0) exp(KE + 2)t) + o) apsiremto
V2IEE + 07 = K|
K
< )+ O R—N )

V2AKE +p? = KY|

It remains to evaluate this result. Recall that K é( + p? < 0. Taking the supremum
over all times ¢ in the right-hand side of inequality (7) gives the estimate (1).
Suppose that Kg + p? < 0. Then, taking the limit as t — 400 in (6) confirms the
estimates (2) and (3). Finally, the Hy-error is estimated similarly to the proof of
Theorem 3.1 with 7y = ry + 74y, — 1.0. Thus, after returning to (5),

Ki(p)
VIEE +p2 - K|

which yields the claimed Hs-convergence, provided that e2(0) < K;nit Anfaz, K fq/ <
0, KX +p? < 0 and the measure ([0, +00]) < +oo. Thus, this conclusion completes
the proof. [

1/2
X = Ylmqorwm < | Kiniet (u([O,Jroo])) ATs

5.4. A corollary to Theorem 4.1. A slight modification of the assumptions in
Theorem 4.1 and its proof leads to an extension to the case of o-finite measures p
as a by-product.

Corollary 5.1. Assume that the conditions (Al) — (A8) are satisfied on the time-
interval [0,400) with o-finite, positive measure u([0, +00)),

“+o0o X 2 Y
exp(2(Kg + p°)t) — exp(2K ¢ t)
exp(2(K3 + p*)t) +
/0 ( P(2(KG +p7)t) 2AKE +p? — KY)
(8) E ||X0 - }/OH?{ < KinitATg

— max?

)du(t) < 400

for a real constant p > 0, and all constants K occurring in (Al) — (A7) do not
depend on the terminal times T > 0.
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Then the stochastic processes X,Y € H([0,+00),u, H) converge to each another
with respect to the naturally induced metric

too 1/2
mEXY) = (X -V, XY >g)"/> = (/ ElXt—mzdu(t))
0

with “worst case” convergence rate r4 = T2 + Ty — 1.0.

Proof. One only needs to return to the Ha-error estimate (5). This yields
too 1/2

1X = Yo, (10, 400),0,0) < Kinie </ exp(2(KE + p°)t) du(t)> Aftart

0

1/2

T exp(2(KE + p?)t) — exp(2K{t)
+ K / ¢ S dult ) Ala .
(] T B SR

The occurring improper integrals on the right hand side are finite thanks to the
integrability property (8) of u, and hence this fact implies the convergence with
respect to naturally induced norm ||.|| g, ([0,400),u,/) With rate 74 = ro 4 rep —
1.0. O

6. Example of finite-dimensional SDEs and drift-implicit Euler methods
Take H = R? with the Euclidean scalar product < x,y >4= Y i, 2;9; and norm

llz]la = V< T, >q.

6.1. General one-sided Lipschitz case. Consider the d-dimensional system of
It6 SDEs

(1) dX; = (t, Xy)dt + YV (¢, Xy) dW/
j=1

driven by m real-valued, independent Wiener processes W/ and understood in the
sense of It6 [16] for the sake of simplicity. Then it is well-known that strong solutions
uniquely exist under the following one-sided conditions (e.g. see Krylov [23]). There
are real constants Kop, Ko such that, for all ¢ € [0, 7], for all z,y € R?, we have

(2) ¥ (j =0,1,...,m) ... Caratheodory functions,

® < () >0 S IWEDE < Kos(l+ (o],
j=1

(4) <z —y,bO(t, x)—b(t, y) > %inbﬁm -Vt ylli < Korllz—yllz,

(5) _ E||Xoll7 < +oo.

The existence of unique solution can be shown by the help of Lyapunov function
V(z) = 1+||z||3 and more precise estimates are even found when the terms 1+ ||x||%
at the right side of these conditions are replaced by V(z) = ||z||3. Moreover, the
solutions X are a.s. continuous and X € Hy([0,T],,R?). In contrast to the
analytical theory (cf. [3], [7], [8], [9], [10], [19], [26], [30], [32], [33], [48]), fairly less
is known about the convergence rates of numerical approximations for systems (1)
under these more general conditions (2) — (5), cf. [5], [20], [21], [22], [28], [29], [31],
[50], [43], based on stochastic Taylor-expansions [51]. There are only three major
results with constant step sizes in this direction, apart from our paper. As the
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first, the result of Hu [13] establishes convergence rates of the drift-implicit Euler
method given by

(6) Yog1 = Yo+ 00(tng1, Yas1) A + > 6 (t0, Vo) AW

j=1
towards the exact solution under (2) - (5), with step sizes A, = tp41 — t, and

Wiener process increments AW? = W} —— W/ along any discretizations
n+1 n

0=ty <t1 <ta <..<tp <tpy1 <..<tp, =T <400

with A,, < 1. Second, the result of Higham, Mao and Stuart [14] proves strong
mean square convergence rate 0.5 of the split step Euler Backward method on a
given finite interval [0, 7). Third, the main result of Gyongy [12] shows the almost
sure convergence of the Euler method using Lyapunov-functions with convergence
rate 1/4. In contrast to most of the publications, we are able to treat the case
of variable step sizes A,, and infinite integration intervals [0, +00) too (moreover,
even along functions such as V(z) = c¢o +ca|z||3). Only few results are known from
the literature when T tends to +o0o. Presuming equidistant discretizations, Talay
[49] (for second order methods) and Mattingly, Stuart and Higham [27] (for Euler-
type methods) establish convergence rates of some numerical methods with respect
to invariant measures (i.e. weak convergence). In Schurz [44], [43], [45] one finds
general assertions for the convergence rates related to the L?-error for discretizations
of intervals [0, +00) with variable step size. However, there are plenty of convergence
results under the obviously stronger assumptions of global Lipschitz continuity and
linear-polynomially boundedness of coefficients b/. Most of those results report on
convergence with rate r, = 0.5 for constant step sizes A,, = A on given nonrandom
intervals [0, T]. For an overview, see [43] and [50]. The drift-implicit Euler method
has the mean square convergence rate 7, = 0.5 under the classical global Lipschitz-
continuity conditions. That is, for the cadlag approximation process Y = (Y;)o<i<r
of stochastic process X = (X;)o<i<r constructed as a step function with jumps
Y; =Y, at nondecreasing times t = t,, € [0,7] based on schemes (Y, )nen as (6),
there is a constant Ky = K,(T') such that

T 1/2
(7) X =Ylu, = (A E || X; - Y3 du(ﬂ)
1/2 2\ /2
< (0,12 swp (E[1X, - Vill3)
0<t<T
< Ky(1+ |1 Xoll7r, + [[Yol[3,) /2 (u((0, T]) /2 A7
with the maximum step size A = maxp—0.1,...nr_, An < 1. Using our Theorem

3.1 with V(z) = 1 + ||z||? one can establish the same mean square convergence
rate 72 = 0.5 for systems (1) satisfying the more general conditions (2) — (5) and
discretized by “admissible” nonequidistant grids. Using Theorem 4.1, the same
convergence rate 7, = 0.5 is maintained even for drift-implicit Euler discretizations
of mean square dissipative systems of SDEs with K& < 0, K¥ < 0 on infinite
intervals [0,400) with finite x. To confirm these results, one simply checks the
behavior of (X,Y) with respect to the assumptions (A1) — (A8) with V(z) =
1+ ||z||% and V(x) = ||x||3, respectively, in an axiomatic manner, while choosing
p > 0 such that K& + p? < 0. The latter result of L?-convergence on infinite time-
intervals can also be concluded from Corollary 5.1 under the integrability condition
(8) of measure pu (e.g. with Lebesgue-measure pu, KX + p?> < 0, K¥ < 0), a fact
which is not known so far.
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6.2. Discussion on a specific example from physics. The master example
to decribe equilibrium critical phenomena occurring in the response of a super-
conductor to an external magnetic field in physics (field theory) is given by the
one-dimensional Ité-interpreted nonlinear test SDE

(8) dX; = (cX; —¥*X})dt + o X, dW,

with real constants c, g,~. It represents the reaction part of a stochastic Ginzburg-
Landau equation without diffusion and with multiplicative noise, e.g. see [4], [6],
[15], [25]. This SDE possesses the one-step integral representation

t+h t+h
©)  Xia(t+h) =+ /t (X1a(s) — 12 [Xoa()]*)ds + 0 /t Xo0 ()W,

which can be numerically integrated by the partial-implicit Euler method
(10) Yoi1 = Yo 4 (Y0 — VY2V 1) A, + oY, AW,

where Y,, denotes the numerical approximation of X at instant ¢, along partitions
(tn)nen of intervals [0, +00). This numerical method belongs to a class of nonstan-
dard methods due to [39] and possesses the explicit representation

14+ cA, +cAW,
1+42Y2A,

(11) Y1 =Y, (

with one-step representation
(12)

Yio(t+h) = x<

1 + ch + O'(Wt+h - Wt) = o4z (C — 72x2)h + O'(Wt+h - Wt)
1+ ~222h N 1+ ~222h '

The set of axioms (Al) - (A8) is satisfied under max{2|c|h,h} < 1. This can be
seen as follows. At first, we need an auxiliary discussion on the continuity of exact
solution. For this discussion, while using Dynkin formula, consider

t+h 0_2
E [|X2(s)*"] = |2+ 2n/t E [(c+ 5 (2n—=1)(X1,0(5)*" = 7*(X10(5))*" ]ds

IN

t+h o2
|z|?"™ + 2n/ (c+ ?(Qn — 1) E [(X¢.2(s))*"]ds.
t
A standard application of Gronwall-Bellman inequality leads to
(13) E [[Xea(s)] < |2l exp (n(2e + (20 = 1)o?)(s ~ 1))

for s > t. From these estimates, the continuity of the exact solution of (8) in mean
sense becomes apparent. Derive the estimates

B i) sll = B [ [ (Xealw) =7 Deea(w)]) ]

< [t s, (B @)™ 452 s (B 1al?) ] -0
< (ellafexp((c+ 5 als =) 492l exp(Be+5% ) a(s—1) ) (s=1).
< V@1

with appropriate functional V, as defined below in (14), i.e. the solution of nonlinear
SDE (8) is local Lipschitz-continuous in time in the mean sense. Similarly, for
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|t — s| <1, one proves local Hélder continuity with exponent 0.5 in time in mean
square sense such that
]

E [|X;0(s) — 2] = E U /t (€Xoa () — 72 [ Xow ()]t + /t 0 Xy (u)dW,

< 3c(s — 1) max E [|X;.(u)]’] +37%(s —1)” max E[|X;.(u)]] +

20 2
+30°(s —t) trgnz?%(s E [| Xt (u)|?]

IN

3(s — t)*(c* 4+ o?)|z|* exp ((26 +0?) (s — t)) +

+372(s — t)|z|® exp (3(20 +50%) 4 (s — t))
< Ve(z)(s = 1)

where |s — t| <1 and V.(z) can be chosen as the 6th order positive polynomial

1) = (VA +lodlelesn (e + 04) + Vilnlafesp (360455 ).))

in z. So, we may suppose that E [V (X, ,(s))] < +oo is guaranteed, which is true
whenever X has finite 6th initial moments.

Axiom (A1). This is obviously guaranteed since both the processes X and Y live
on the entire real line without any explosions, hence H can be chosen by H = R!.
Axiom (A2). Take V(x) as defined by (15) below. Recall that 2|c|h < 1 and
h < 1. Square the expression (10) on both sides, take the nth power and use
moment properties of Gaussian distributions &, = Wy, — Wy € N(0,h) in order
to find that

E [(Yoy @t + 1) F] = E[(YVea(t + 1) lo=y

1+ch+o6 " on (L eh)? + (2n—1)0%h "
1+ ~222h (1 4+ ~222h)?

_ x2n

z:Y(t)_ z=Y(t)

2n ((1 +(c+Eh+(2n - 1)02/2>+h)2>"
(1 +~222h)? e=Y (8)
< exp(n(2c+ch+ (2n —1)0?) h)(Y ()"

< x

hence

E [V (Vay o)t + DI < VY (1) exp(d(2e + c*h + T0%) ),
where V' is any polynomial of even powers up to 8th moment. Thus, the approxi-
mation Y is V-stable with V(z) defined by (15) and stability constant

K <22¢+ AApar +T0%) 4.

Axiom (A3). To see mean square contractivity, we apply It6 formula (i.e. Dynkin
formula) and encounter

E [||Xt,2(t +h) — X¢y(t + h)|?]
= |lz—yl?+

t+h
28 [ (0 ) = X1f5) = 7P () =X )] (s ) = X )

IN

t+h
2 — y|P? + 2E / 1X0a(s) — Xoy ()] ds.
t
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using monotonicity of cubic powers z3. Note that by mean value theorem we can
estimate

—([(Xea(8)] = [Xey (9)°) (X (5) = Xiy(5)) = =30 (Xp.a(s) — Xey(5))* <0,

where 7 is an intermediate value between X; ,(s) and Xy ,(s). Applying Gronwall-
Bellman Lemma leads to

E [[|Xea(t+h) = Xey(t+ )] < [lo —yl* exp(2ch).

It remains to substitute x = X (¢) and y = Y (¢) to compute the related conditional
expectations. Thus, the solution of (8) is obviously mean square contractive with
constant K3 = c.

Axiom (A4). Mean consistency can be seen as follows. Subtract (12) from (9) in
order to obtain

E [Xi2(s) = Yia(s)]

t+h
o & 2.3 1

t+h 2,..31,2 t+h 4,512
_ cy“x’h ot 3 3 y*x°h
This implies that
| t+h E X N ) ds + |’YC\ 2h3/2—|-
() =Yl < ¢ 5 B ) bt o
+3[, Y E [174(s) (X u(s )* x)]|ds + h

where 7 ,(s) is an intermediate value between X;.(s) and z. Note that n* as
convex (concave upward) function of 1 can be estimated by

1t o(s) < 0(Xpu(s)) + (1 — 0)a
where 6 € [0,1], hence
X z(S 4 +.’IJ4
1t (s) < %
Thus, we arrive at

|E [Xt0(s) = Yea(s)ll

“”h e
< c\/ [E [X,0(s)—allds + k¥ +
2 n 4 41\1/2 1/2 | | 4 3/2
257 [ (B (XL +a) (B [(Xualo) — 2)2) V25 + Fath
C‘\/i/ d5+ |’7| 2h3/2

+%’YQ\/WIQ(I + exp((2¢ + 302) L h)) /t+h( t)ds + o] 2| 24n3/2

IN

< ( Vc(x)“j S\f 2 2(1+exp((20+30' )+h))]+@ 2 |'72‘ >h3/2

< K§\/Vi(z)h?/?

where V. is chosen as in (14), and V; is defined by

V(o) = VTl + 22231+ exp((2e +30%).))] + bcla® + s
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and K§ = 1/2. Therefore, the local mean rate can be taken at least as ro = 1.5
Axiom (A5). Mean square consistency is investigated as follows. While using
Cauchy-Bunyakovskii-Schwarz inequality, Young’s inequality, the fact that A < 1
and It6 isometry, consider the estimate

E [|Xto(t+ h) — Yio(t + h)[7]
3

/t+h Xto(8) = V[ Xeal) — g + 77 ds-+
\ t,x Y t,x 1+’)/25U2h v 1+’}/2£L'2h

+wilHﬁ<X@As) '”)dmg2

1+1222h

= E

2

2
h1/2
622zt yr B3
+ 6y°c’x 71+72x2h +

2 2
6.8 ’Yxhl/Q 3
+67"e <1+fy:rh o

62 E

IN

/ T (Xpas) - )ds

t+h
677 | [ 302, (5)(Xi(s) — 2)ds
t

2

2
t+h nl/2
+602E / (Xt2(s) — 2)dWy| + 602y%2? (W> h?
¢

1+ ~2x2h

IN

t+h 3
602h/ E [| Xt.(s) — x|*]ds + 572021;4112 +
t

t+h
3
507%h [ Bl (5)(Xea(s) = 2)lds + 3200 +
t

t+h
3
—|—602/ B [(Xt.(s) — x)%]ds + 5’720'2.’1,'4}1,2
t

IN

3¢2h?V,(z) + 27202x4h2 + 4 - 547212 |x|% exp(3(2¢ + 502) 1 h)) +
—I—;’yﬁxshQ +30°h*V, () + 2720%4]12
< K§Va(x)h?
with appropriately chosen Va(z) such as
Va(z) = 2( 4+ 02)Vo(x) + 72(? + 02)z* + 13672 2( exp(3(2¢ + 502) ) + 1528
involving up to 8th moments and K§ = \/% while presuming h < 1. Hence, the
local mean square rate ro = 1.0 is verified.

Axiom (A6). Mean square Holder continuity of martingale part of solution process
X of (8) with exponent rs,, = 0.5 and constant K¢y, is established by the estimate

E |Mo(s) = Myy(s)|* = E

2

t+h t+h
cr/ Xt 2(s)dWs — o/ Xty (8)dWy
¢ ¢
t+h
= 02/ E | Xt2(s) — Xi,y(s)?ds
t

t+h
— o’E /t (Xoa(s) — Xoy(5))dW,

t+h

2ch) —1
02|z —y|? / exp(2¢(s — t))ds = 02M
¢ 2ch

IN

[z —y|*h
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while exploiting the It6 isometry relation and mean square contractivity estimate
from the verification of axiom (A3). Hence, we may choose

exp(z) —1
Tem = 0.5 and Kgpy < o? max L < 400.
—1<2<1 z

Axiom (A7). The interplay of local rates is satisfied since
rg=15=r9g+7rs, =1.0+0.5.

Axiom (A8). Take V' as any 8th order polynomial of even powers dominating V3
and V3, i.e.

(15) V(z) > max{Vi(x), Va(z)}
for x € R'. For example, one may choose the 8th order polynomial

max{3,2(c? 4+ 02)}V.(z) + ¢
(16) V(z) = ¢ +max{3v*(1 + exp((2c + 302)4))?, |yc|}a?
+92 max{|yl|, ¢® + o}z + 13672|2|0 exp(3(2¢c + 502) 1) + 7028

where V,(z) is the 6th order polynomial defined by (14). It remains to require the
validity of moment condition

E [V(Xo)] + E [V(Yo)] < +o0

which is obviously equivalent to the condition E [|Xo[®] + E [|Yp|®] < +oo while
taking V() = max{Vi(z), Va(x)} or V as in (16), and that the initial values X,
and Yy are independent of the naturally induced o-algebra o(W; : t > 0). (Note
that a slight modification of above estimates leads to the relaxed requirement of
6th or even only 4th order bounded initial moments. So we do not claim that we
provide the most efficient possible estimates here.)

Consequently, all axioms are fulfilled, and we may apply our basic L?-convergence
result of Theorem 3.1 to conclude the global mean square rate r, = 0.5 of efficiently
implementable partial-implicit Euler method (10) applied to nonlinear equations (8)
along any nonrandom partitions of [0, 7] with maximum step size A4, such that

(17) maX{Amamy 2|C|Amax} < 1
Moreover, a careful look at V4 and V5 while requiring
(18) 2¢+ *Apar + 502 < 0

brings up the global convergence rate r, = 0.5 along nonrandom partitions with
maximum step size Ay, satisfying (17) due to Theorem 4.1. This is a striking
result since most of the existing papers did not investigate the dependence of leading
error growth constants K(T') on growing T at all (e.g. compared to those in [21],
[28]). We have also shown that the partial-implicit Euler method (10) can be used to
approximate the long term dynamics of nonlinear SDE (8) and their characteristics
such as moments of its invariant measures with convergence rate r; = 0.5 under
(18). To the best of our knowledge, such a detailed and thorough analysis of
properties of numerical methods for nonlinear stochastic equations as (8) is not
previously known. This example can be generalized to the class of m-dissipative
nonlinear SDEs (see forthcoming papers of the author).
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7. A summary by an approximation diagram

The results provide an axiomatic approach to the analysis of numerical methods
for stochastic processes along partitions of given time-intervals [0,7] or [0,400)
with both constant or variable step sizes. We have considered the concept of mean
square convergence presuming the knowledge on Lyapunov-type functionals to con-
trol numerical stability. Thus, we also gain conclusions for the convergence of
related processes in probability by checking the requirements (A1) - (A8) (recall
that mean square convergence implies convergence in probability).

The essentials of presented approximation principles can be summarized by the
following Adequateness Diagram of Stochastic-Numerical Approximation Theory ex-
hibiting the interplay between the key concepts of invariance, smoothness, stability,
contractivity, consistency and convergence. More precisely, under the properties of

’lD-invariance of X,Y w.rt. Hy ‘

and
Smoothness of Diffusive (Martingale) Parts of XY w.r.t. Ho

one may establish
Approximative Consistency of (X,Y) | Approximative
Well-posedness: — Well-posedness:
Stability of X Stability of Y
Contractivity of Y II Contractivity of X

7o Z ro 4 Tsm

Local and Global Hs-Convergence of (X,Y)
with global rate rg = ro + 74y, — 1.0

This diagram describes the main crossrelations between those concepts and the
basic equivalence principle in the context of stochastic approximations. As natu-
rally expected, the concept of consistency plays the central role. Contractivity and
stability property can be exchanged simultaneously if consistency holds (due to the
inherent symmetry of the given class of approximation problems). Convergence is
extracted from the interplay of consistency, stability and contractivity.

We have clearly seen that the Kantorovi¢c-Lax-Richtmeyer principle “Stability
and Consistency imply Convergence” holds in some modified form in numerical
analysis of well-posed stochastic problems on separable Hilbert spaces too. For
well-posedness of stochastic approximation problems we additionally need to pre-
sume some kind of Smoothness of Martingale Parts. Thus, our main approximation
principle says that “Invariance, Smoothness of Martingale Part, Stability, Contrac-
tivity and Consistency imply Convergence” on separable Hilbert spaces.

Further illustrations with potential applications to infinite-dimensional stochas-
tic systems are necessary. However, this rather voluminous work is left to the future.
Our remaining future goal is to make the mentioned main principles come alive in
conjunction with SDEs / SPDEs and their numerical analysis allowing asymptoti-
cally sharp estimates and having a large range of potential applications to several
types of stochastic-numerical approximation problems in mind. In conclusion, it
is recommended that previously established L?-convergence results of numerical
methods for stochastic differential equations shall be reconsidered in an axiomatic
way, such as in the present investigation, especially as the leading error growth
coefficients K(T') do not grow in time T for all SDEs.
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