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ERROR ESTIMATES AND SUPERCONVERGENCE OF MIXED
FINITE ELEMENT FOR QUADRATIC OPTIMAL CONTROL
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Abstract. In this paper we present a priori error analysis for mixed finite el-
ement approximation of quadratic optimal control problems. Optimal a priori
error bounds are obtained. Furthermore super-convergence of the approxima-

tion is studied.
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1. Introduction

Finite element approximation of optimal control problems plays a very impor-
tant role among the numerical methods for these problems. The literature in this
aspect is huge. There have been extensive studies in convergence of the standard
finite element approximation of optimal control problems; see, for example, [1],
[2], [10], [14], [15], [24], and [32]. For optimal control problems governed by linear
state equations, a priori error estimates of the standard finite element approxima-
tion were established long ago; see, for example, [8] and [23]. It is, however, much
more difficult to obtain such error estimates for control problems where the state
equations are nonlinear or where there are inequality state constraints. For a class
of nonlinear optimal control problems with equality constraints, a priori error esti-
mates were established in [12]. Some important flow controls are included in this
class of problems. A priori error estimates have also been obtained for a class of
state constrained control problems in [31], though the state equation is assumed to
be linear. In [20] this assumption has been removed by reformulating the control
problem as an abstract optimization problem in some Banach spaces and then ap-
plying nonsmooth analysis. In fact, the state equation there can be a variational
inequality. Some recent progress in a priori error estimates can be found in [3], and
in [18], [21] and [22] for a posteriori error estimates. Systematic introduction of the
finite element method for PDEs and optimal control problems can be found in, for
example, [5], [13], [26], and [30].

In many control problems, the objective functional contains gradient of the state
variables. Thus accuracy of gradient is important in numerical approximation of the
state equations. Traditionally in such cases mixed finite element methods should
be used for discretisation of the state equations. In computational optimal control,
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mixed finite element methods are not as widely used as in engineering simulations.
In particular there doesn’t seem to exist much work on theoretical analysis of mixed
finite element approximation of optimal control problems in the literature.

In this paper we study error estimates and super-convergence of mixed finite
element schemes for quadratic optimal control problems. The problem that we are
interested in is the following optimal control problem:

1
1.1 min — — 2+/ — 2+/ uz}
(1.1) e 0 2 {/Q lp — pol Q(y Yo) o

(1.2) divp = f + Bu in Q,
(1.3) p=—AVy, in €,
(1.4) y=0, on 01,

where the bounded open set Q C IR? is a convex polygon or has smooth boundary
99, Qp is a bounded open set in IR? with Lipschitz boundary 9Qy, K is a closed
convex set in L*(Qy). Further specifications on data will be given later. The
coefficient matrix A € L>(€;1R?*?) is symmetric and uniformly elliptic, i.e., A(x)
is a symmetric and positive definite 2 x 2-matrix, with eigenvalues \;(z) € IR
satisfying

(1.5) 0<ca<A(z), Aa(z) <Cyu

for almost all x € (.
In this paper we adopt the standard notation WP () for Sobolev spaces on {2

with 8 101 || [hmp gven by 19118, = e D%y, 2 somi-norm | -y
givem by (|6l = 3pogm 1Dy We st WP (2) = {6 € W#(0) 6o = 0.
For p = 2, we denote H™(Q2) = W™2(Q) and || - ||, = || - [[m.2- In addition C

denotes a general positive constant independent of h.

2. Mixed finite element approximation of optimal control problems
Let
(2.1) V = H(div; Q) = {v € (L*(Q))?, divo € L*(Q)},

endowed with the norm given by

[0llgiy = 1l srdiviay = (19130 + lidivelZ )%,
and
(2.2) W = L*(Q).
We denote
(2.3) U=L*Qp).

To consider the mixed finite element approximation of our optimal control prob-
lems, we need a weak formulation for the state equation (1.2)-(1.4). We recast
(1.1)-(1.4) in the following weak form: (CCP) find (p,y,u) € V- x W x U such that

1
24 i = — pol? +/ — yo)? +/ 2}
(2.4) e ) 2 {/Q lp — pol Q(y Yo) o, "

(2.5) (A™'p,v) — (y,dive) = 0, V vevV,
(2.6) (divp,w) = (f + Bu,w), Y weW,
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where the inner product in L2?(2) or L?(2)? is indicated by (-,-). K is a closed
convex set in U and B is a continuous linear operator from U to L?(£2). We further
assume that p, € L?(Q)?, yo € L?(Q), and f € L?(Q). It is well known (see,
e.g., [19]) that the convex control problem (CCP) (2.4)-(2.6) has a unique solution
(p,y,u), and that a triplet (p,y,u) is the solution of (CCP) (2.4)-(2.6) if and only
if there is a co-state (q,z) € V x W such that (p,y, q, z,u) satisfies the following
optimal conditions: (CCP-OPT)

(2.7) (A7 'p,v) — (y,dive) = 0,

(2.8) (divp,w) = (f+ Bu,w),
(2.9) (A7 q,v) = (2,dive) = —(p—Ppg,v),
(2.10) (divg,w) = (y—yo,w),
(2.11) (u+B*z,u—u)y > 0,

for allv € V, w € W, and @ € K, where B* is the adjoint operator of B, and
(+,-)u is the inner product of U. In the rest of the paper, we shall simply write the
product as (-,-) whenever no confusion is caused.

For ease of exposition we will assume that €2 and Qg are both polygons. Let 7},
and 73,(Q2y) be regular (in the sense of [5]) triangulations or rectangulations of 2 and
Qu, respectively. They are assumed to satisfy the minimum angle condition which
says that there is a positive constant C' such that for all T € 7, (T € Tp(2))

(2.12) C™'h% < |T| < ChZ, C'hg, <|Ty| < Chj,

where |T'| (|Ty]) is the area of T (Ty) and hr (hg, ) is the diameter of T' (Tyy). Let
h =maxhr (hy = maxhr, ).

Let V), x W), C V x W denote the Raviart-Thomas space [28] of the lowest order
associated with the triangulations or rectangulations 7" of Q. Let P, denote poly-
nomials of total degree at most k, and @, »(K) indicate the space of polynomials
of degree no more than m and n in x and y variables respectively. If T is a triangle,
V(T)={v e P?+z P} and if T is a rectangle, V(T) = {v € Q1,0 X Qo,1}. We
define

(2.13) Vi = {’Uh ceV:VTe 'Th, 'Uh|T € V(T)},

(2.14) Wy, i ={wp, € W: VT €T}, wy|r = constant} .
Associated with 75, () is another finite dimensional subspace U}, of U:
(2.15) Up:={apeU: VTy € Th(Q), tp|r, = constant}.

The mixed finite element approximation of (CCP) (2.4)-(2.6) is as follows: (CCP),
compute (py,, Yn, un) € Vi, x Wy, x Uy, such that

1
2.16 min - _ 2+/ B 2+/ 2
( ) up €KL, CU, 2 {A|ph p0| Q(yh yo) o 7

(2.17) (A p,,vp) — (yn, divey,) = 0, V v, € Vi,
(2.18) (divpy,, wp) = (f + Bup, wp,), YV w, € Wy,
where K}, is a closed convex set in Up. This control problem (CCP), (2.16)-(2.18)

again has a unique solution (py,, yn, un), and a triplet (py,, yn,un) € Vi x Wy x Up,
is the solution of (CCP); (2.16)-(2.18) if and only if there is a co-state (qy,, zx) €
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Vi, x Wy, such that (py,, yn, gy, 2n, up) satisfies the following optimal conditions:
(CCP-OPT),,

(2.19) (A p,,vn) — (yn,divey) = 0,

(2.20) (divpy,wp) = (f+ Bup,wp),
(2.21) (A7 gy, vn) = (2, divor) = —(p), — Po, vn);
(2.22) (divgy,,wn) = (yn — Yo, wn),
(2.23) (up, + B zp, Up, —up) > 0,

for all v, € Vi, wy, € Wp,, and u, C Kj,, where B* is the adjoint operator of B.

3. Some Preliminaries and interpolation operators

Now, we define the standard L?(§)-orthogonal projection [6] Pn: W — W,
which satisfies: for any ¢ € W
(3.1) (¢ — Pro,wp) =0, Vo wp € Wh.

Next, let us recall the Fortin projection (see [4] and [6]) Il : V' — V', which
satisfies: for any g € V

(3.2) (div(g — Ipq), wp) = 0, YV wy € W,
We have that the following diagram commutes:
v &ow

(3.3) ml LlP

v, &ow,
i.e., divlly, = Ppdiv: V o9 Wi, and the following approximation properties:
(3.4) lg —1Ingll < Clalih,
(3.5) ||div(q — II,q)||-s < Cldivg|;h'*5, s=0, 1
(3.6) ¢ = Pugl|-s < Clohh'™*, s=0, L.

Furthermore, we also define the standard L?(Qq)-orthogonal projection Qp:
U — Uy, which satisfies: for any @ € U

(37) (a - Qhﬂ'a ah) =0 v up € Up.
Similar to (3.6), we have the approximation property:
(3.8) ||i — Quit||—s < Cli|1hg™, s=0, 1.

4. Error estimates for the intermediate error

We assume that (Q is 2-regular, i.e. the Dirichlet problem
¢ = 0, x € 08,

has a unique solution ¢ € H?(Q) for v € L?(Q) and ||¢||a < C||¢||o for all ¥ €
L3 ().

For any @ € U, let (p(i),y(@)) € V x W be the solution of the following
equations:
(42) (A71p(@), ) — (y(@),dive) =0, ¥ veV,
(4.3) (divp(a), w) = (f + Bu, w), VvV weW,

(4.1)
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Let (p,y,u) € V. x W x U and (py,, yn, un) € Vi, x Wy, x Uy, be the solutions of
(CCP)(2.4)-(2.6) and (CCP);, (2.16)-(2.18) respectively. By the regularity of (4.1)
and the uniqueness of the solution for (4.2)-(4.3), we can get that y(us) € H%(Q)
satisfies

(4.4) —div(AVy(up)) = f + Bup,
and
(4.5) ly(un)ll2 < C|[f + Bua||.

Remark: Obviously, we can see that (py,,yrn) is the mized finite element approzi-
mation of the elliptic problem (4.4).

Set some intermediate errors:
(4.6) e1:=p(up) — py, and e1 = y(up) — Yn.

To analyze the intermediate errors, let us first note the following error equations
from (2.17)-(2.18) and (4.2)-(4.3) with the choice @ = up:

(4.7 (A7 ey, vp) — (1, divey,) =0, YV v, € Vi,
(4.8) (divr—:l,wh) =0, YV owy € Wy,
From Theorem 4.1 in [6], we first establish the following error estimates:

Lemma 4.1. For h sufficiently small, there ezists a positive constant C' which only
depends on A and 2, such that

(4.9)  Ip(un) = Pyl + ly(un) = yull < ChILS + Bunll < Ch[If]] + llunll].
For any @ € U, let (g(@),z(@)) € V x W be the solution of the following equa-

tions:

(4.10) (A™1q(a),v) = (2(@),divo) = —(p(@) — Py, v),

(411) (dlvq(ﬂ)v U)) = (y(ﬂ) — Yo, ’LU),

forallveV and w e W.

Let (p,y, q,2,u) € (VxXW)2xU and (py,, Yn, Gn, 2hs un) € (Vi xWp)2x Uy, be the
solutions of (CCP-OPT) (2.7)-(2.11) and (CCP-OPT); (2.19)-(2.23) respectively.
Set some other intermediate errors again:

(4.12) eg 1= q(un) — qy and  e2 = z(up) — 2n-

To obtain error estimates for €, and ey, we need the following error equations
which come from (2.21)-(2.22) and (4.10)-(4.11) with the choice @ = up:

(A~Yen, o) — (en,divon) = (p — plun),on),
(4.13) Y (dives,wn) = (ylun) — g, wn),

for all vy, € V', and wy, € W,.
Using the stability result [4] of the standard mixed finite elements and Lemma
4.1, we then obtain the following result:

Lemma 4.2. For h sufficiently small, there exists a positive constant C' which only
depends on A and QQ, such that

(4.14) la(un) = allase + ll2un) = 2l < ORI+ [unll]-
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5. Error estimates for optimal control problems

In this paper, we deal with general cases where the convex set K may not be the
whole control space U and the discretized constraint set Kj; may not be a subset
of K. For a specific choice, we define

K={ueU: a(z) <u(zr) <p(z) a.e. x € Qu},
Ky = {’ah €Up: ah|TU € ((a)TU’ (ﬂ)TU)’ Ty € ’Th(QU)}a
where a(z) and ((z) are given functions in L>(Q),

1 1
a(z)dr and (8)r, = ol o
U

From Lemma 4-5 in [8], we have the following result:

(@), f(z)dz.

B ‘TU| Tu

Lemma 5.1. For any uy, € K}, there exists a function @* € K such that

(5.1) (@), = tnlmy, for all Ty € Tp,(Qy),

and moreover, the following estimates holds

(5.2) la*|hro < ([l g, + 1813 2,)* VY Tv € Ta(Q),
(5.3) ll@n —@*[|-1 < Chg(|lall} +118I1])">.

Let (p7 Y,4q,z, U) € (VXW)2 xU and (ph7 Yh,dp Zh;y ’th) € (VhXWh)2 ><Uh be the
solutions of (CCP-OPT) (2.7)-(2.11) and (CCP-OPT); (2.19)-(2.23) respectively.
With the intermediate errors, we can decompose the errors as following

p—p, = p—plup)+plup) —p, =€ +e,

y—yn = y—ylup) +ylup) —yn :=r1+e1,
(5.4)

a—q, = q—q(up)+q(up) —q, =e€+eo,

z—zn = z—z(up)+z(up) —2n  =r2t e

From (2.7)-(2.8) and (4.2)-(4.3), (2.9

lowing error equations:

~

-(2.10) and (4.10)-(4.11), we derive the fol-

(5.5) (A ey, v) — (r1,dive) = 0,

(5.6) (dive;,w) = (B(u—up),w),
(5.7) (A7l ey,v) — (ro,dive) = (p(up) — p,v),
(5.8) (divez,w) = (y —y(un),w),

for all v € V and w € W. The stability result [4] of the standard mixed finite
elements implies that

(5.9) |€x]laiv + 1] < Cllu — un|lu,
and
(510)  lleallaiv +[Irall < C(llp = )l + [y = y(wn)ll) < Cllu = unllv.

In the following we estimate ||u — up||y and then obtain the results:

Theorem 5'1' Let (payyqa’z?u) € (V X W)2 X U and (phayh7qh7zh7uh) € (Vh X
Wi)? x Uy, be the solutions of (CCP) (2.7)-(2.11) and (CCP), (2.19)-(2.23) re-
spectively. Then, we have

(5.11) lp = pullaiv + [ly — ynll < C(h+ ho),

(5.12) g = apllaiv + [|z = zul| < C(h + o),



ERROR ESTIMATES AND SUPERCONVERGENCE FOR OPTIMAL CONTROL 317

and

(5.13) llu —up||lv < C(h+ hy).

Proof. For any @ € K and 1y, € Ky, it follows from (2.8) and (4.3) that

(5.14) (div(p - p(@),w) = (B(u—d),w), ¥ weW,

and from (2.20) and (4.3) with the choice @ = iy, that

(5.15) (div(py, — p(an)),wn) = (B(un — p),wr), YV wp € Wi

It then follows from (2.11) that

(5.16) 0> (u+ B*z,u—1u) = (u,u —a) + (B(u— 1), 2).

From (5.14) and (2.9), we have that

(5.17) (B(u—1),2) = (div(p — p(a)),2) = (A" q,p — p(@)) + (p — Po. P — P(1)).
Using (2.7), (4.2), and (2.10), we deduce that

(5.18) (A™'q,p—p(@) = (A~ (p—p(1)),q) = (y—y(@),divg) = (y—yo,y—y(@)).
Thus, we combine (5.16)-(5.18) to get that,

(519)  (wu—1u)+(@P—po,p—P@)+(y—yo,y—y(@) <0, V aeK

Similar to (5.19), from (2.23), (5.15), (2.21), (2.19), (4.3) with the choice @ = ay,
and (2.22), we can prove that

(5.20) (n,up —an) + (P, — Po> Pr — P(Un)) + (Yo — Yo, yn — y(tn)) <0,

for all uy, € Kj,.
Next, the relations (2.9)-(2.10) and (4.2)-(4.3) imply that for any @ € U

(5.21) (= o, p(@)) + (y — o, y(2))
= —(A7"q,p(@)) + (2, divp()) + (divg, y(a))
= (f + Ba, z),
so that with the choice & = uy, in (5.21) we find that
(5.22) (P = po, p(@) — p(un)) + (¥ — yo,y(@) — y(un)) = (B*2, % — up),

for all w € K. Similarly,

(5.23)  (p(un) — po:p — P(un)) + (y(un) — yo,y — y(un)) = (B 2(un),u — un),

for all uy € K.
Finally, for any u € K and u; € K}, we observe that

12 I?

cllu—unllt; < lu—wnllf + lp = plun)|® + [ly — y(us)
= (u,u—up)+ (p—po, P —Pun)) + (¥ — Yo,y — y(un))
—(up,u—up) — (p(ur) — P, P — P(up))
(524) _(y(uh) _y[),y_y(uh))
(u,u — ) + (p — P, p — P()) + (¥ — yo, y — y())
+(u, @ — up) + (p — Po, P() — p(un))
+(y — yo, y(@) — y(un)) — (un,u — up)
—(p(un) — po, P — P(un)) — (Y(un) — Yo,y — y(un)).
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Using (5.19), (5.22)-(5.23) and (2.23), for any @ € K and ay, € Kp,

dlu—wunllfy < (u,@—un) + (p— po, p(@) — p(un))
+(y — yo, y(a) — y(un)) — (un, uw — up)
—(p(un) — Po, p — P(un)) — (y(un) — yo, y — y(un))
= (u+ B*z,4—up) — (up + B*z(up),u — up)
< (u+ B*z,a—up) — (up + B*zp,u — ap)
+(B*(2n — 2(un)), u — up)
(5.25) < (u+B*z,0—up) — (u+ B*z,u — ay)
+(u — up,u — ap) + (B*(z — z(up)), u — ap)
—(B*(2n — 2(un)),u — @n) + (B*(zn — z(un)),u — up)
< lu+ Bzl |lla = unll-1 + |Ju — Gpl| -1

+ [l = wnllo + Cllz = 2(n)l] - llu = anllo
+C1lzn = 2| - |Ilu = anllo + llu = wnllv]-

From Lemma 5.1, there exists a function u* € K such that for all Ty € 7,,(Qu)

(5.26) (W)1y = unlry

and

(5.27) llun = u*[|—1 < ChE(lallF + 118112,
In (5.25), we choose that

(528) U = U*7 ﬂh = Qhu7

and use (5.27), (3.8), (5.10) and Lemma 4.2 to obtain that

(5:29) fu—willfy < llu+ Bzl [[lu* = unll-1 +|Ju = Quul| 1]
[l = wnlly + Cllz = =)l 1] - llu = Quullor
+Clzn = ()| - [lu = Queilly + 1w — wnllu

< Chillu+ B 2|1 + Cllu = upllv - |lu — Qnullw

+CR {11+ funll] - [l = Quadlor + Il = wallo ]
< C(R*+hE) +6||lu —unl|F,
for any small 6 > 0, where we applied the e-Cauchy’s inequality. Thus, (5.29)
implies the result (5.13).
By using (5.4), Lemma 4.1-4.2, (5.9)-(5.10), and (5.29), we obtain that
(5.30) [P = Pallaiv + [ly — ynl|
< llp = p(un)llaiv + 1y — y(un)ll + lIp(un) — Pllaiv + [y (un) — yall
< Cllu = upllv + CR(If]] + [[un]l) < C(h+ hy),

(5.31)  lg — qpllaiv + |1z — 2l
< llg = g(un)llaiv + 12 = 2(un)|| + [l@(ur) — @pllaiv + [[2(un) = zn]|
< Cllu = up|lv + CA([fI| + [lun|]) < C(h + hv),

Thus the estimates (5.11)-(5.12) are proved. O
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6. Superconvergence result for optimal control problems

Recently, the superconvergence property of optimal control problems is discussed
in R. Li, W.B. Liu and N.N. Yan [17] and C. Meyer, A. Rosch [25], by using
standard finite element methods. In their work, the state and the adjoint state are
approximated by linear finite elements and the control is approximated by piecewise
constant functions. In this paper, our aim is to establish superconvergence results
for optimal control problems by using mixed finite element methods.

Of particular interest in this section, we consider the Raviart-Thomas finite
elements on the uniform partition 7;,. Moreover, we set

K={uecU: a<u(x)<b ae. =€ Qul,
and K; = KNU, C K, where a and b are real numbers. For simplicity, we make
some assumptions:

e The control and the state has the same domain and mesh, namely, Qy =
and T;, = T, ();

e The continue linear operator B can be expressed as B = a(z) € W1 (Q);

e Set K={ueU: a(x)>0}and K, C K. Let QT = {UT : ul|r > 0},
Q0 ={UT: |y =0}, and Q° = Q\(QT U Q). We assume that u and 7,
are regular such that meas(Q°) < Ch.

Theorem 6.1. Let (pay,qazvu) € (V X W)2 x U and (ph7yh7qhvzh7uh) € (Vh X
W3)? x Uy, be the solutions of (CCP) (2.7)-(2.11) and (CCP);, (2.19)-(2.23) re-
spectively. We assume that the exact state and control solution satisfy
2
p(u), q(u) € [H*(Q)]", y(u), 2(u) € H'(Q),
and
u, z€ Whe(Q), yeWwh(Q).

Then, we have

(6.1) 1Thp = Py laiv + |1Pay = ynll2() < CH*2,
(6.2) TThq — qpllaiv + [Pz = znll L2y < CRY/2,
(6.3) |Qnu — up|| < CR3/2.

Proof. For the sake of brevity, our argument is merely outlined here.

First, we define some mixed finite element solutions to the intermediate variables.
From [7], we can derive the superconvergence result for the intermediate variables
by fixing the control approximation wuy,.

(6.4) ITp(@) = pp (@) aiv + 1Pay(@) — yn(@)]]L2() < Ch2,

(6.5) 1111.q(3) = @), (@)llaiv + [ Pr2(@) = 2(@)] L2 () < Ch2.

Next, we establish a variational inequality for the function Qxu by the continuity
of u.

(6.6) (up, + B*zp, — (u+ B*2),Qpu —up) + (u+ B*z,Qpu —u) >0

Hence

cl|Qru—up|* < (Qru—u, Quu—up)+(B*z,— B*z, Quu—up)+ (u+B*z, Quu—u).
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Then, we derive the superconvergence result for the control by using a average
operator 7¢ as in [17], and L2-projection. Note that

(U+B%A%u—uﬁjé++z;+l#ﬂ+B%X®m—uML

and (Qpu — u)|go = 0. From (2.11), we have pointwise a.e. (u+ B*z) > 0. In
(2.11), we choose @|o+ = 0 and 1|\ o+ = u, so that (u+ B*z,u)o+ < 0. Therefore
(u+ B*2)|q+ = 0. Then,

(6.7) (u+ B*z,Qpu —u) = (u+ B*z,Qpu — u)gs
= (u + B*z —7m(u+ B*2),Qpu — u)gs
< W - [fu+ By oo lull1 o0
< Oh? - ||u+ B*2||1,00||[t]]1 00 - meas(Q°) < Ch3.

Finally, by applying the standard stability argument and the properties of some
projections, we obtain the superconvergence result for the state and co-state. [

7. Conclusion

We have derived optimal a priori error bounds for mixed finite element ap-
proximation of quadratic optimal control problems. We further studied super-
convergence properties of these schemes. We shall study error estimates and su-
perconvergence of mixed finite element methods for general convex optimal control
problems, give the detailed proof for superconvergence results and study a posteriori
error estimates of the schemes in future work.
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