
INTERNATIONAL JOURNAL OF c⃝ 2024 Institute for Scientific
NUMERICAL ANALYSIS AND MODELING Computing and Information
Volume 21, Number 3, Pages 375–406 doi: 10.4208/ijnam2024-1015

CFIRM: AN INTEGRATED CODE PACKAGE FOR THE

LOW-TEMPERATURE PLASMA SIMULATION ON

STRUCTURED GRIDS

JINWEI BAI, HONGTAO LIU, XIAOMING HE, WEI JIANG, AND YONG CAO∗

Abstract. This paper presents a recently developed full kinetic particle simulation code pack-
age, which is a two-dimensional highly integrated and universal framework for low-temperature

plasma simulation on both Cartesian and axisymmetric coordinate systems. This code package
is named CFIRM, since it is designed based on the continuous Galerkin immersed-finite-element
(IFE) particle-in-cell (PIC) model with the polynomial-preserving-recovery (PPR) technique and
the Monte-Carlo-collision (MCC) method. Both the traditional and implicit PIC methods were

implemented in the package. Incorporating the advantages of all these methods together, the
CFIRM code can adopt explicit or implicit PIC schemes to track the motion trajectory of charged
particles and deal with the collisions between plasma and neutral gas. Additionally, it can con-
veniently handle complex interface problems on structured grids. The CFRIM code has excellent

versatility in low-temperature plasma simulation and can easily extend to various particle pro-
cessing modules, such as the variable weights and adaptive particle management algorithms which
were incorporated into this code to reduce the memory utilization rate. The implementation for

the main algorithms and the overall simulation framework of the CFIRM code package are rigor-
ously described in details. Several simulations of the benchmark cases are carried out to validate
the reliability and accuracy of the CFIRM code. Moreover, two typical low-temperature plasma
engineering problems are simulated, including a hall thruster and a capacitively coupled plasma

reactor, which demonstrates the applicability of this code package.

Key words. Low-temperature plasma, particle-in-cell, immersed-finite-element, polynomial-
preserving-recovery, Monte-Carlo-collision.

1. Introduction

Low-temperature plasma is a state of matter characterized by the electron tem-
perature being significantly higher than the ion temperature. It is commonly gen-
erated by gas discharge at low pressures with the help of direct current, radio fre-
quency, or microwave sources. Nowadays, low-temperature plasma technology has
been widely used in many industries [1, 2], such as etching [3], electric propulsion
[4], accelerators [5], and material surface modification [6]. Numerical simulations
have been demonstrated to be an economical and powerful method for the research
of low-temperature plasma. They can be used to reveal the basic physical mech-
anisms of plasma, assist in optimizing structural design, and significantly reduce
research and development costs.

The commonly used simulation methods of the low-temperature plasma include
fluid [7, 8], direct kinetic (Boltzmann) [9, 10], and particle-in-cell (PIC) models [11].
The fluid models solve the conservation equations of mass, momentum, and ener-
gy to obtain the macroscopic quantities of each physical parameter, like velocity,
density, temperature, and so on. It always assumes that the velocity distribution
function satisfies Maxwell’s distribution. Although fluid models have been fully de-
veloped and have enough advantages in computational efficiency, their results will
become less accurate once the thermodynamic equilibrium assumption is broken
down. The direct kinetic models can obtain the time evolution of the distribution
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function by solving the Boltzmann or Vlasov equation, which provides the proba-
bility of particles in the given state of physical space and velocity space. However,
the direct kinetic models have much higher computational cost, especially in the
simulation of three-dimensional problems. On the other hand, the PIC method is a
compromise between the fluid and direct kinetic models, which regards the plasma
as a large number of particles and can capture the non-equilibrium phenomena of
plasma by tracking the motion of particles. Hence the PIC models have become
the most popular kinetic methods for low-temperature plasma simulations.

The classical PIC method was proposed by Birdsall et al [12]. It constantly
updates the velocities and positions of particles through the ‘leap-frog’ scheme and
updates the electric field by solving Poisson’s equation. In order to simulate the
collisions between the particles, the Monte Carlo collision (MCC) method was in-
troduced in the PIC model [11], and then the PIC-MCC framework was widely
used in low-temperature plasma simulation [13, 14, 15, 16]. Nevertheless, the tra-
ditional PIC method necessitates the use of sufficiently small spatial and temporal
step sizes to precisely track the behaviors of the electrons. The step sizes of the
PIC method should satisfy the following conditions, namely ∆x ≤ λD, ∆t ≤ 2/ωpe

and ∆x/∆t < vte, where ∆x is the spatial step size, ∆t is the temporal step size,
λD is the Debye length, ωpe is the electron plasma frequency, and vte is the electron
thermal velocity. This leads to a huge computational cost in the simulations with
high plasma density and a large simulation domain. Therefore, the implicit PIC
method [17, 18, 19, 20, 21, 22] was developed to reduce the cost of the traditional
PIC algorithm. It can eliminate the limitations of step sizes by damping the high-
frequency modes of the plasma. Although the high-frequency characteristic of the
electron is lost when the step sizes are enlarged, most of the kinetic behaviors of
the plasma are maintained. Thus, the implicit PIC model is an important method
for large-scale plasma simulation. No matter which PIC scheme is adopted, the
structured grids are the optimal option to improve the efficiency of particle local-
ization, especially Cartesian meshes. However, the structured grids with traditional
field solvers cannot accurately handle the problems that involve complex physical
interfaces in the domain.

The immersed-finite-element (IFE) method [23, 24, 25, 26, 27, 28, 29, 30, 31, 32,
33, 34, 35, 36, 37, 38, 39] is a special finite element method, which was developed to
solve the complex interface problems on structured grids. The meshes of the IFE
method are independent of the interface, thus it has great advantages in dealing
with complex and moving interfaces. The IFE method has been utilized as a field
solver of the PIC model in recent years, which leads to the so called IFE-PIC method
[40, 41, 42, 43, 44, 45, 46]. The IFE-PIC method has been applied to the simulations
of low-temperature plasma problems, such as electric thrusters [47, 48, 49, 50, 51,
52, 53, 54, 55, 56] and lunar surface charging [57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67].

The polynomial-preserving-recovery (PPR) technique was proposed by Naga and
Zhang [68]. This method uses the fitted numerical solutions to recover the gradient.
Due to its superconvergence property, the PPR has received widespread attention
and development [69, 70, 71, 72]. Thus, we utilized the PPR technology to recover
the electric field for the IFE-PIC method.

The purpose of this paper is to develop a two-dimensional highly integrated con-
tinuous Galerkin immersed-finite-element particle-in-cell code package, named as
CFIRM. In CFIRM, the electric field is obtained by the PPR method, and the
collisions between plasma and neutral gas are simulated by the MCC method. The
CFIRM code is designed for simulating low-temperature plasma in both Cartesian
and axisymmetric coordinate systems. To enhance the code’s versatility and compu-
tational efficiency, we have incorporated both traditional and implicit PIC models
into the code. Additionally, we have introduced various numerical schemes into
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the CFIRM code, including variable weights and an adaptive particle managemen-
t algorithm. These additions aimed at controlling the total number of simulated
particles and improving computational efficiency. As a result, the CFIRM code
offers excellent versatility and convenient scalability for low-temperature plasma
simulations.

In this study, we begin by presenting a thorough overview of the main algorithms
and the overall simulation framework implemented in the code package. Then we
provide a series of numerical benchmark experiments to validate the accuracy and
stability of the CFIRM code. The obtained results exhibit a high level of consistency
with the benchmark results. Finally, we demonstrate the simulation capability of
the CFIRM code through two typical low-temperature plasma problems: one for
the simulation of a hall thruster and the other one for a capacitively coupled plasma
reactor. These results confirm the robust computational capabilities of the CFIRM
code package for low-temperature plasma simulations.

The rest of the paper is organized as follows. In Section 2, we describe the main
methods and their implementations of the CFRIM code, including the PIC, IFE,
MCC, and PPR methods. In Section 3, we provide some numerical benchmark
experiments to illustrate the accuracy and stability of CFRIM. In Section 4 the
applications are simulated to show the applicability of CFIRM in low-temperature
plasma simulation. Finally, we conclude with a brief summary in Section 5.

2. The main algorithms and implementations of CFIRM

In a simulated loop of the CFIRM code, the motion trajectory of the particle
is tracked by the PIC method, while the IFE method is used to solve Poisson’s
equation to obtain the potential. Then the electric field is recovered by the P-
PR technique. And the collisions between the particles are handled by the MCC
method. The above simulation generally requires multiple cyclic iterations until
it reaches a steady state. In this section, we will briefly introduce the main algo-
rithms and demonstrate the implementations for the CFIRM package. It should be
noted that the description in this section is based on the Cartesian coordinate sys-
tem. For the differences in the axisymmetric coordinate system, we provide some
explanations in the remarks.

2.1. Particle pushing algorithm. The motion of the charged particle is induced
by the electric field E and magnetic field B. We can obtain the trajectory of the
particles by Newton’s Second Law. In order to enhance the simulation performance
of the code package, we have integrated two particle pushing algorithms in the
CFRIM code, including the explicit and direct implicit PIC schemes.

For the explicit scheme, the velocity v and position x of the particles are calcu-
lated by the known electric field in each step. They are updated approximately by
the following leap-frog scheme [12]:

(1) m
vn+1/2 − vn−1/2

∆t
= q(En + vn ×Bn),

(2)
xn+1 − xn

∆t
= vn+1/2,

where m and q are the mass and charge of the particle, ∆t is the temporal step
size, and n is the time level.

For the direct implicit scheme [17, 19, 20], the electric field in the next step
depends on the charge density in the future. Thus, the particle pushing procedure
is decomposed into two steps. One is the pre-push step:

(3) ṽn+1/2 = T · (vn−1/2 +
1

2
ān−1∆t+ vn−1/2 ×Ωn),
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(4) x̃n+1 = xn + ṽn+1/2∆t,

and the other one is the post-push step:

(5) vn+1/2 = ṽn+1/2 +T · qE
n+1(x̃n+1)∆t

2m
,

(6) xn+1 = x̃n+1 +T · qE
n+1(x̃n+1)∆t2

2m
,

where ān = an+1+ān−1

2 , an+1 = qEn+1(x̃n+1)
m , Ω = qB∆t

2m , and T is the magnetic field
rotation tensor.

Algorithm 1 shows the pseudocode of the particle pushing algorithm in the
CFRIM code. The parameter PushF lag is used to determine the mode of par-
ticle pushing.

Algorithm 1: Pseudocode of the explicit and implicit PIC algorithms in the
CFIRM code.
1 Read: PushF lag ;

2 Ntot ← the total number of the simulated particles ;

3 while i < Ntot do
4 if PushF lag = 0 then /* Explicit move */

5 ∆v(1 : 3) = 0.5 ∗ q(i) ∗ E(1 : 3) ∗ dt/m(i) ;

6 Ω(1 : 3) = 0.5 ∗ q(i) ∗B(1 : 3) ∗ dt/m(i) ;

7 f = 2/(1 + Ω(1 : 3) · Ω(1 : 3)) ;

8 v(1 : 3, i) = v(1 : 3, i) + ∆v(1 : 3) ;

9 S(1 : 3) = (v(1 : 3, i) + v(1 : 3, i)× Ω(1 : 3)) ∗ f ;

10 v(1 : 3, i) = v(1 : 3, i) + S(1 : 3)× Ω(1 : 3) + ∆v(1 : 3) ;

11 x(1 : 3, i) = x(1 : 3, i) + dt ∗ v(1 : 3, i) ;

12 else if PushF lag = 1 then /* Implicit pre-push */

13 Ω(1 : 3) = 0.5 ∗ q(i) ∗B(1 : 3) ∗ dt/m(i) ;

14 S(1 : 3) = v(1 : 3, i) + 0.5 ∗ ā(1 : 3, i) ∗ dt+ v(1 : 3, i)× Ω(1 : 3) ;

15 v(1 : 3, i) = T · S(1 : 3) ;

16 x(1 : 3, i) = x(1 : 3, i) + dt ∗ v(1 : 3, i) ;

17 else if PushF lag = 2 then /* Implicit post-push */

18 a(1 : 3, i) = q(i) ∗ E(1 : 3)/m(i) ;

19 ā(1 : 3, i) = 0.5 ∗ (ā(1 : 3, i) + a(1 : 3, i)) ;

20 S(1 : 3) = 0.5 ∗ a(1 : 3, i) ∗ dt ;
21 v(1 : 3, i) = v(1 : 3, i) +T · S(1 : 3) ;

22 x(1 : 3, i) = x(1 : 3, i) + dt ∗ v(1 : 3, i) ;

23

24 end while

Remark 2.1. For the axisymmetric coordinate system, the physical parameters are
described in r, z, and θ directions. They should first be transformed into the Carte-
sian coordinate system. Subsequently, we can update the position and velocity of
the particles by the above Algorithm 1. Finally, the updated results are transformed
back into the axisymmetric coordinate system again.

2.2. Charge deposition algorithm. In PIC models, the particles are indepen-
dent, and they can move randomly anywhere in the domain. When the position
information of particles changes, the influence of the charge carried by particles on
each node will synchronously change. Accurate weighting is needed to interpolate
the particle charges on the discrete mesh points. For example, the contribution of
the particle P, which is located at position xP with charge qP , to the charge at
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node xi,j can be calculated by

(7) qi,j = qP
S(xi+1,j+1,xP )

S(xi,j ,xi+1,j+1)
,

where S(A,B) is the area of rectangle whose diagonal is AB. Then, the total charge
density ρn+1 can be obtained by dividing the total charge of each node by the area.

However, when the immersed-finite-element (IFE) method is utilized as the field
solver for the electric potential in a domain with an irregular interface, there will
be some interface elements which are cut through by the interface. The vertices
of these interface elements are distributed on the two sides of the interface. Then
the discontinuity caused by the interface will cause the interpolation method using
equation (7) to be inaccurate in these interface elements. Hence the interpolation
will be not able to keep the conservation of the total charge and charge density.
This problem was addressed in our previous work [73]. And the pseudocode of the
charge deposition algorithm for the CFIRM code is presented in Algorithm 2.

Remark 2.2. For the axisymmetric coordinate system, each mesh actually rep-
resents a circular ring with a rectangular cross-section, whose volume is V =
π(R2 − r2)∆z, where R and r are the radial maximum and minimum of the mesh.
It means that the volume of the mesh is different in the radial direction although
using an identical spatial step size. Hence, the weighting defined by formula (7)
is not suitable in an axisymmetric coordinate system. And it will be redefined as
follows. Assuming the particle is located at (zP , rP ), the weights are

(8)



wi,j =
(zi+1 − zP )(r

2
j+1 − r2P )

(zi+1 − zi)(r2j+1 − r2j )
,

wi+1,j =
(zp − zi)(r

2
j+1 − r2P )

(zi+1 − zi)(r2j+1 − r2j )
,

wi,j+1 =
(zi+1 − zP )(r

2
P − r2j )

(zi+1 − zi)(r2j+1 − r2j )
,

wi+1,j+1 =
(zP − zi)(r

2
P − r2j )

(zi+1 − zi)(r2j+1 − r2j )
.

The implementation is similar to Algorithm 2 with different weights, hence will be
omitted here.

2.3. The immersed-finite-element method. In the explicit PIC model, the
electric potential ϕ can be updated by solving the Poisson’s equation:

(9) −∇ · ε∇ϕn+1 = ρn+1,

where ε is the dielectric constant. On the other hand, the Poisson’s equation for
the implicit PIC model is modified as

(10) −∇ · [ε(I + χ)]∇ϕn+1 = ρ̃n+1,

(11) χ =

Ns∑
i

Ti ·
qiρ̃

n+1
i ∆t2

2εmi
,

where I is the identity matrix, χ is the effective susceptibility, i is the index of
particle species and Ns is the number of particle species. Ti is the magnetic field
rotation tensor, whose format is

Ti =
1

1 + Ω2
i

[
1 + Ω2

i1 Ωi1Ωi2 +Ωi3

Ωi1Ωi2 − Ωi3 1 + Ω2
i2

]
,(12)
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Algorithm 2: Pseudocode of the charge deposit algorithm in the CFIRM code.

1 rho s ← the charge density of each type of particle ;

2 rho ← the total charge density of plasma ;

3 while i part < ntot do
4 isp ← the index of particle species ;

5 i,j ← INT(x/∆x), INT(y/∆y) ; dx,dy ← x/∆x-i, y/∆y-j ;

6 A(1) ← (1-dx)*(1-dy) ; A(2) ← dx*(1-dy) ;

7 A(3) ← (1-dx)*dy ; A(4) ← dx*dy ;

8 rho s(i ,j ,isp) = rho s(i ,j ,isp) + A(1) ;

9 rho s(i+1,j ,isp) = rho s(i+1,j ,isp) + A(2) ;

10 rho s(i ,j+1,isp) = rho s(i ,j+1,isp) + A(3) ;

11 rho s(i+1,j+1,isp) = rho s(i+1,j+1,isp) + A(4) ;

12 N inobj ← the total number inside the object of nodes (i,j), (i+1,j), (i,j+1),

and(i+1,j+1) ;

13 index(1:4) ← the index of which node is located inside the object ;

14 if N inobj = 1 then
15 if index(1) = 1 then

/* Assume node (i,j) is inside the object, and the others are

similar. */

16 A total = A(2)+A(3)+A(4) ;

17 rho s(i+1,j ,isp) = rho s(i+1,j ,isp) + rho s(i ,j ,isp) *A(2)/A total ;

18 rho s(i ,j+1,isp) = rho s(i ,j+1,isp) + rho s(i ,j ,isp) *A(3)/A total ;

19 rho s(i+1,j+1,isp) = rho s(i+1,j+1,isp) + rho s(i ,j ,isp) *A(4)/A total ;

20 rho s(i ,j ,isp) = 0 ;

21 end if

22 else if N inobj = 2 then
23 if index(1) = 1 AND index(2) = 1 then

/* Assume nodes (i,j) and (i+1,j) are inside the object, and the

others are similar. */

24 A total = A(3)+A(4) ;

25 rho s(i ,j+1,isp) = rho s(i ,j+1,isp) + (rho s(i ,j ,isp) + rho s(i+1,j ,isp))

*A(3)/A total ;

26 rho s(i+1,j+1,isp) = rho s(i+1,j+1,isp) + (rho s(i ,j ,isp) + rho s(i+1,j ,isp))

*A(4)/A total ;

27 rho s(i ,j ,isp) = 0 ; rho s(i+1,j ,isp) = 0 ;

28 end if

29 else if N inobj = 3 then
30 if index(1) = 1 AND index(2) = 1 AND index(3) = 1 then

/* Assume nodes (i,j), (i+1,j) and (i,j+1) are inside the object, and

the others are similar. */

31 rho s(i+1,j+1,isp) = rho s(i+1,j+1,isp) + rho s(i ,j ,isp) + rho s(i+1,j ,isp) +

rho s(i ,j+1,isp) ;

32 rho s(i ,j ,isp) = 0 ; rho s(i+1,j ,isp) = 0 ; rho s(i ,j+1,isp) = 0 ;

33 end if

34

35 end while

36 for isp ← 1 to isp tot do
37 rho s(:,:,isp) = rho s(:,:,isp) * weight(isp) * q(isp) / area(:,:) ;

38 rho(:,:) = rho(:,:) + rho s(:,:,isp) ;

39 end for

where (Ωi1,Ωi2,Ωi3) = Ωi = qiB∆t
2mi

. The boundary conditions on the Dirichlet
boundary ΓD and the Neumann boundary ΓN are

(13) ϕ|ΓD = g(x),
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Algorithm 3: Pseudocode of obtaining the IFE basis functions.

1 E type, xD, yD, xE , yE ← the type of interface element and the coordinates of intersection

points, and they are obtained in module ‘Mesh Objects Intersection info 2D’ ;

2 (xi, yi), i = 1, 2, 3, 4 ← the coordinates of the element nodes ;

3 R = ε−/ε+ ← the ratio of the dielectric coefficient ;

4 Initialize the matrix: A = zeros(8, 8), the vector: b = zeros(8, 1) ;

5 if E type = 1 then /* The first type interface element in Fig. 2 */

6 A(1, :) = [x1, y1, x1y1, 1, 0, 0, 0, 0] ;

7 A(2, :) = [0, 0, 0, 0, x2, y2, x2y2, 1] ;

8 A(3, :) = [0, 0, 0, 0, x3, y3, x3y3, 1] ;

9 A(4, :) = [0, 0, 0, 0, x4, y4, x4y4, 1] ;

10 A(5, :) = [xD, yD, xDyD, 1,−xD,−yD,−xDyD,−1] ;
11 A(6, :) = [xE , yE , xEyE , 1,−xE ,−yE ,−xEyE ,−1] ;
12 A(7, :) = [0, 0, 0, 1, 0, 0, 0,−1] ;

13 A(8, :) = [R(yD − yE), R(xE − xD), R
(y2D − y2E) + (x2

E − x2
D)

2
, 0,−(yD − yE),−(xE −

xD),−
(y2D − y2E) + (x2

E − x2
D)

2
, 0] ;

14 else if E type = 2 then /* The second type interface element in Fig. 2 */

15 A(1, :) = [x1, y1, x1y1, 1, 0, 0, 0, 0] ;

16 A(2, :) = [0, 0, 0, 0, x2, y2, x2y2, 1] ;

17 A(3, :) = [0, 0, 0, 0, x3, y3, x3y3, 1] ;

18 A(4, :) = [x4, y4, x4y4, 1, 0, 0, 0, 0] ;

19 A(5, :) = [xD, yD, xDyD, 1,−xD,−yD,−xDyD,−1] ;
20 A(6, :) = [xE , yE , xEyE , 1,−xE ,−yE ,−xEyE ,−1] ;
21 A(7, :) = [0, 0, 0, 1, 0, 0, 0,−1] ;

22 A(8, :) = [R(yD − yE), R(xE − xD), R
(y2D − y2E) + (x2

E − x2
D)

2
, 0,−(yD − yE),−(xE −

xD),−
(y2D − y2E) + (x2

E − x2
D)

2
, 0] ;

23 for i← 1 to 4 do

24 Ci = [a+i , b+i , c+i , d+i , a−i , b−i , c−i , d−i ]T ← the vector of the coefficients ;

25 b(:,1) = 0 ;

26 b(i,1) = 1 ;

27 Ci = A−1b ;

28 end for

(14)
∂ϕ

∂n|ΓN

= p(x),

where g(x) and p(x) are the given functions on boundary.
In many plasma physics and engineering problems, the computational domain

often includes multiple objects of different materials. Thus, in the domain there
will be one or more interfaces which are the surfaces of the objects, shown in Fig. 1.
For the simplicity of presentation, we assume that the domain Ω ⊂ R2 is a convex
polygonal domain, and the interface Γ is an arbitrary curve separating Ω into two
sub-domains Ω−, Ω+ such that Ω = Ω− ∪ Ω+ ∪ Γ. The dielectric coefficient ε(x)
is discontinuous across the interface due to the material property changes, and we
assume it is a piecewise constant function as follows:

(15) ε(x) =

{
ε+, x ∈ Ω+,
ε−, x ∈ Ω−,

where x = [x, y]t. In addition, the following interface jump conditions are satisfied
across the interface:

(16) [ϕ]|Γ = 0,

(17) [ε∇ϕ · n]|Γ = 0 or [ε(I + χ)∇ϕ · n]|Γ = 0,
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Algorithm 4: Pseudocode of the IFE method in the CFIRM code.

1 Ne ← number of mesh elements ;

2 Nb ← number of the finite element nodes ;

3 Nlb ← number of local finite element nodes ;

4 Tb(j, i) ← global node indices of the jth point at the ith element ;

5 Initialize the matrix: A = sparse(Nb, Nb) and El = zeros(Nlb, Nlb) ;

6 Initialize the vector: b = sparse(Nb, 1) and rl = zeros(Nlb, 1) ;

/* Assembly of the stiffness matrix and the load vector. */

7 for e← 1 to Ne do

8 for β ← 1 to Nlb do
9 for α← 1 to Nlb do

10 if Implicit PIC then
11 c = ε(I + χ) ;

12 else

13 c = ε ;

14 end if

15 El(β, α) =
∫
Ee

c∇φiα · ∇φiβ dxdy ;

16 end for

17 rl(β, 1) =
∫
Ee

ρφiβ dxdy ;

18 end for

19 A(Tb(:, e), Tb(:, e)) = A(Tb(:, e), Tb(:, e)) + El(:, :) ;

20 b(Tb(:, e), 1) = b(Tb(:, e), 1) + rl(:, 1) ;

21 end for

/* Treat the boundary conditions. */

22 nbn ← the number of boundary nodes ;

23 g ← the Dirichlet boundary condition ;

24 for k ← 1 to nbn do

25 if Dirichlet boundary then
26 i ← the global node index of the kth boundary node ;

27 A(i, :) = 0; A(i, i) = 1; b(i, 1) = g ;

28 end if

29 end for

30 nbe ← the number of boundary edges ;

31 p ← the Neumann boundary condition ;

32 for k ← 1 to nbe do

33 if Neumann boundary then
34 i ← the index of the element which contains the kth boundary edge ;

35 for β ← 1 to Nlb do
36 r =

∫
k cp∇φiβds ;

37 b(Tb(β, i), 1) = b(Tb(β, i), 1) + r ;

38 end for

39 end if

40 end for

/* Solve the sparse linear system using PCG and GMRES et al. */

41 ϕ = A−1b ;

where n is the unit normal vector of Γ pointing from Ω− to Ω+.
The traditional way to solve the elliptic equations involving complex interfaces

is based on unstructured body-fitting grids. However, in order to improve the com-
putational speed and efficiency of particle localization and tracking, the structured
grids are preferred for the PIC model. Hence, we adopt the bilinear immersed-finite-
element (IFE) method [74, 75, 76, 77, 78, 79, 80, 81, 82] to handle this dilemma
in the CFIRM code. One major difference between the IFE method and the tradi-
tional finite element method is that interface elements are cut through and divided
into two parts by the interface. There are only two types of rectangular interface
elements as long as the mesh size is small enough, shown in Fig. 2.
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Algorithm 5: Pseudocode of the PPR algorithms in the CFIRM code.

1 Nnode ← the number of mesh nodes ;

2 point patch ← store the information of each node and its sampling nodes ;

3 while z < Nnode do
4 nz = size(point patch) ; /* The number of the sampling nodes for each node */

5 for i← 1 to nz do

6 (x̂i, ŷi) =
(xi, yi)− (xz , yz)

max(∆x,∆y)
;

7 x̂i = [1, x̂i, ŷi, x̂
2
i , x̂iŷi, ŷ

2
i ]

T ;

8 end for

9 ϕz = [ϕ1, ϕ2, ..., ϕnz ]
T ;

10 Az = [x̂1, x̂2, ..., x̂nz ]
T ;

11 Bz = AT
z Az ;

12 cz = B−1
z AT

z ϕz ;

13 p̂z(x̂i, ŷi) = x̂T
i cz , i = 1, 2, ..., nz ;

14 pz ← p̂z ; /* The least-squares polynomial approximation (LSPA) of ϕh at z */

15 Ex
z = ∂pz/∂x ; /* The electric field in x direction */

16 Ey
z = ∂pz/∂y ; /* The electric field in y direction */

17 end while

The local bilinear IFE nodal basis functions [74, 75, 76] can be defined by piece-
wise bilinear polynomials:

(18) φi(x) =

{
φ+
i (x) = a+i x+ b+i y + c+i xy + d+i , x ∈ T+,

φ−
i (x) = a−i x+ b−i y + c−i xy + d−i , x ∈ T−,

(i = 1, 2, 3, 4).

The coefficients of the piecewise linear polynomials can be uniquely determined
by nodal value conditions, the continuity of the basis function condition on the
interface, and the normal derivative jump condition on the interface. Algorithm
3 shows the pseudocode of computing the coefficients for local bilinear IFE nodal
basis functions. After replacing the traditional finite element basis functions by
the IFE basis functions on the interface elements, the assembly process of the
stiffness matrix and load vector of the IFE method [75, 79, 81, 82] is similar to the
traditional finite element methods. The corresponding pseudocode is demonstrated
in Algorithm 4.

Remark 2.3. For the axisymmetric coordinate system, the Poisson’s equation can
be written as

(19) − ε

(
∂2

∂r2
+

1

r

∂

∂r
+

∂2

∂z2

)
ϕ = ρ.

The IFE basis functions can still be obtained by the above Algorithm 3 on the mesh
of the axisymmetric coordinate system. However, the Galerkin formulation of the
finite element method in the axisymmetric coordinate system becomes

(20)

∫
Ω

ε∇ϕh · ∇vhrdΩ =

∫
Ω

ρvhrdΩ+

∫
∂Ω

εpvhdS, ∀vh ∈ Sh(Ω),

where Sh(Ω) is the global bilinear immersed-finite-element space on the whole do-
main. Thus, the process of assembling the stiffness matrix and the load vector will
be different from the situation in Cartesian coordinates. The main procedure is
consistent with the above Algorithm 4, but the local stiffness matrix and vector will
be replaced by

(21) El(β, α) =

∫
Ee

c∇φiα · ∇φiβr drdz,
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Algorithm 6: Pseudocode of the adaptive particle management algorithm in
the CFIRM code.
1 Nmin, Nmax ← set the minimum and maximum values of the number of simulation

particles ;

2 wmin ← set a minimum weight to prevent the weights of certain particles from being split

too small ;

3 wmax ← set a maximum weight to prevent the weights of certain particles from being

merged too large ;

4 A,B ← the index of the two particles that are created by the split or coalescence ;

5 if Ntot < Nmin then /* Split one particle into two */

6 while i < Ntot do

7 if wi > wmin then
8 x, v, w ← the position, velocity, and weight of the particle before split ;

9 xA = xB = x, vA = vB = v, wA = wB = 0.5w ;

10 end if

11 end while

12 else if Ntot > Nmax then /* Merge three particles into two */

13 count = 0 ;

14 while i < Ntot do
15 if wi < wmax then
16 count = count + 1 ;

17 select the particle as a particle to be merged and store its information ;

18 end if

19 if count = 3 then
20 xj , vj , wj , j = 1, 2, 3 ← the positions, velocities, and weights of simulated

particles before coalescence ;

21 xc ← the barycenter of the original three particles ;

22 Xα =
∑

j wj(xjα − xcα)2, α indicates the components of the velocity and it

can be replaced by x, y and z ;

23 Mα =
∑

j wjvjα, Eα =
∑

j wjv
2
jα, W =

∑
j wj ;

24 wA = wB = 0.5W ;

25 xAα = xcα +
√
Xα, vAα = Mα +

√
Eα −M2

α ;

26 xBα = xcα −
√
Xα, vBα = Mα −

√
Eα −M2

α ;

27 count = 0 ;

28 end if

29 end while

30 Delete the particles that are split or merged, and add the particles that are created after

the split or coalescence ;

and

(22) rl(β, 1) =

∫
Ee

ρφiβr drdz.

2.4. The PPR method of electric field calculation. When the potential is
solved, the electric field En+1 can be calculated by:

(23) En+1 = −∇ϕn+1.

In the traditional PIC method, this equation will be handled by using the central
difference method, such as

(24) En+1
x (i, j) =

ϕn+1(i− 1, j)− ϕn+1(i+ 1, j)

2∆x
,

(25) En+1
y (i, j) =

ϕn+1(i, j − 1)− ϕn+1(i, j + 1)

2∆y
.

Then the electric field applied to each particle can be obtained by interpolation,
which uses the same weighting of the charge deposit. However, this method is only
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Algorithm 7: The overall solution procedure of the CFIRM code.

1 Start ;

2 Read inputs: domain, objects, physical parameters, type of coordinate, step sizes,

IMPIC index, trestart, Tdump, Tout and tend, etc. ;

3 Initialization: nodes, meshes, boundaries, external electrostatic/magnetostatic fields, and

normalization ;

/* Solve the initial electric field */

4 if t = 0 then

5 Obtain the initial potential using the IFE method (Algorithm 4) ;

6 Obtain the initial electric field by the PPR method (Algorithm 5) ;

7 else

8 t ← trestart ;

9 Read the electric field from the dump file ;

10 end if

/* Initial electric field solved */

/* Start the main PIC/MCC loop */

11 while t < tend do
12 Inject particles from the inlet boundaries ;

13 Handle the collisions between the particles by the MCC model (Algorithm 8);

14 if IMPIC index then

/* Implicit PIC model is selected */

15 Move particles (pre-push of Algorithm 1) and handle the particles crossing

boundaries ;

16 Charge deposit: obtain the total charge density at each node (Algorithm 2) ;

17 Solve the potential by the IFE method (Algorithm 4);

18 Obtain the electric field using the PPR method(Algorithm 5);

19 Move particles (post-push of Algorithm 1) and handle the particles crossing

boundaries ;

20 else
/* Explicit PIC model is selected */

21 Move particles (explicit move of Algorithm 1) and handle the particles crossing

boundaries ;

22 Charge deposit: obtain the total charge density at each node (Algorithm 2);

23 Solve the potential by the IFE method (Algorithm 4);

24 Obtain the electric field using the PPR (Algorithm 5);

25 end if

26 if t Mod Tdump = 0 then
27 Output the dump files ;

28 end if

29 if t Mod Tout = 0 then
30 Output the result files ;

31 end if

32 t = t+∆t ;

33 end while

/* Main PIC/MCC loop finished */

34 End

suitable for non-interface elements. It is not applicable to interface elements and will
lose the accuracy because the potential gradient is discontinuous at the interface. To
address this issue, the polynomial-preserving recovery (PPR) technique is employed
instead of the central difference method in the CFIRM code.

The PPR method [68, 71, 72] constructs approximate gradients for finite element
solutions based on the principle of least squares fitting and generates more accurate
gradients in arbitrarily shaped grids at a rational cost. To obtain the least-squares
polynomial approximation (LSPA) of ϕh at each node, the related nodes of each
node should be selected first. These nodes are called sampling nodes.
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The selection of sampling nodes in the CFIRM code is shown in Fig. 3. For a
nominal interior node, such as Fig. 3 (a), all adjacent nodes around it are selected
as sampling nodes. For a boundary node that has three possible situations, the
sampling points are not enough if just simply selecting its adjacent nodes. Thus,
we continue to expand a layer of mesh nodes outward, shown in Fig. 3 (b)-(d). For
an interface node, the sampling points are selected in the same way as the boundary
node, which use two layers of mesh nodes, see Fig. 3 (e). The information of each
node and its related sampling nodes are saved in the array ‘point patch’ for the
CFIRM code. Then, the LSPA of ϕh at each node can be obtained by the algorithm
5, and the electric field is calculated by taking the derivative of the LSPA. For the
detailed theory of the PPR method, see the references [68, 71, 72].

2.5. The MCC method. The collision processes between the particles are taken
into account by the Monte Carlo collision (MCC) method [83, 84, 11], in which
the collisions between plasma and neutral atoms are handled via a null-collision
technique [85, 86, 87]. Table 1 lists the main types of collisions, where G indexes
the gases that include argon, helium, xenon, and so on. The cross sections of each
gas come from LXCat.

Since the MCC method with a null-collision technique has been well developed,
we only introduce the numerical implementation for the CFIRM code. Algorithm 8
shows the pseudocode of the MCC method applied in our CFIRM code. It should
be noted that the velocities after a collision between the electrons or ions with the
neutral atoms are calculated by Vahedi’s method [85]. For elastic collision, we do
not consider the energy loss of the incident particles. For excitation and ionization
collisions, the incident particles will lose some energy whose value is the same as
that of the corresponding threshold energy. In addition, a pair of new electron and
ion will be created after the ionization collision. The energy of the new electron can
be given by the energy balance. The energy of the new ion is assumed to be identical
to the atom, and the velocity is sampled from a Maxwellian distribution using the
atomic temperature, which is also applicable for charge exchange collisions between
ions and atoms.

2.6. Overall implementation of the CFIRM code package. The CFIRM
code is designed and implemented using Fortran language and adopting object-
oriented programming. Some index variables are defined to choose which algorithm
process will be executed, such as using a Cartesian coordinate system or an axisym-
metric coordinate system, whether restart from the interrupt location, and which
PIC model will be adopted to move particles. Some special data structures are
defined as classes in the code, such as the classes of mesh, object, particle, and so
on. All of the interactions with CFIRM are performed through input files using an
easy and flexible syntax, see A.

In addition, we also introduce some numerical techniques to improve the sim-
ulation efficiency and accuracy. First, the variable weights algorithm is applied.
Each type of particle can use an independent weight, which is mainly to reduce the
discrepancy of the simulated particle numbers when the density difference between
particles is too large. Moreover, different weights can also be used in different grids.
It is very useful for axisymmetric models to ensure that the number of simulated
particles in the grids with different radial positions is approximately equal. Second,
an adaptive particle management algorithm is utilized to maintain the number of
simulated particles at an optimal range. On one side, the more simulation particles
are used, the more time it takes to push particles. On the other side, the fewer sim-
ulation particles are used, the numerical noise of the PIC model is greater. Thus,
a reasonable range of the number of simulation particles will be set in this code.
When the number of simulated particles is below the range, some particles will be

https://nl.lxcat.net/home
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Figure 1. A sketch of the domain for the two-dimensional inter-
face problem.

Γ

Γ

Figure 2. Two typical interface elements.

Table 1. List of the main types of collisions in CFIRM

Type Reaction Formula
Elastic e+G → e+G

electron-neutral Excitation e+G → e+G∗

Ionization e+G → e+G+ + e
ion-neutral Elastic G+ +G → G+ +G

Charge Exchange G+ +G → G+G+

randomly selected and split into multiple ones. When the number of simulated
particles exceeds the range, some particles will be merged to reduce the number of
simulated particles by following a ternary scheme which coalesces three particles
into two to keep the preservation of both overall momentum and energy. Algorith-
m 6 shows the pseudocode of the adaptive particle management algorithm. The
detailed algorithm for this part can be found in Ref. [88].

The simulation of the low-temperature plasma problems often requires a long
period of iterative calculation to complete. Algorithm 7 shows the main iterative
process of the CFIRM code in the form of pseudocode.

3. Code validations

In this section, we will verify the accuracy and reliability of the CFIRM code
through some numerical experiments that have been used as benchmarks.

3.1. Numerical experiment 1. The first numerical experiment is a benchmark
case from Ref. [89]. We will illustrate it in details in the following.
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Figure 3. The selection of sampling nodes of the PPR method in
different situations. (a) nominal interior node, (b)-(d) boundary
nodes, (e) interface nodes.
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Figure 4. Schematic diagram of simulation domain for numerical
experiment 1.

3.1.1. Problem description and simulation setup. It has a 2D square simu-
lation domain with a side length of 1.28cm, as shown in Fig. 4. There is an external
magnetic field Bx = 200G in the x-direction and an external electric field Ez = 10
kV m−1 in the z-direction. The left and right boundary conditions are the Dirichlet
boundaries with a fixed potential ϕl = ϕr = 0V. The upper and lower boundary
conditions are the periodic boundaries, i.e. ϕu = ϕb. We adopt the traditional ex-
plicit PIC model to simulate this case. The spatial step size is ∆x = ∆y = 50 µm
and the temporal step size is ∆t = 1.5× 10−11s.

A collisionless plasma is considered only with electrons and singly charged xenon
ions (Xe+). In the initial stages, the electrons and ions are loaded uniformly in
the domain (100 macro-particles per cell for each species) with a density n0 =
5× 1016 m−3, and their velocities are determined from the Maxwellian distribution
at the initial temperature Te,0 and Ti,0. When the particles cross the left or right
boundary, they will be absorbed and removed from the domain. When the particles
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Table 2. The physical and numerical parameters of the experi-
ment 1.

Parameters Symbol Value Unit
Side length of domain Lx = Ly 1.28 cm
Virtual axial length Lz 1.0 cm
Spatial step size ∆x = ∆y 50 µm
Number of cells Ncell 256× 256 -
Plasma density n0 5× 1016 m−3

Electron temperature Te,0 10 eV
Ion temperature Ti,0 0.5 eV
Number of particles/cell Nppc,ini 100 -
Magnetic field Bx 200 G
Electric field Ez 10 kV m−1

Time step ∆t 1.5× 10−11 s
Average time range Na 1000∆t s
Final time tmax 20 µs
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cross the upper or lower boundary, they will enter the domain from the other
boundary. It should be noted that all particles are initialized at the plane z = 0.
We set a virtual axial in the z-direction, the range is ±Lz. When the particles
cross the virtual boundary (i.e. |z| > Lz), they will be re-injected into the plane
z = 0 with the same x and y, but the velocity will be initialized based on their
initial temperature (i.e. Te,0 and Ti,0). The diagnostic data are averaged during
the computation over 1000∆t and the output files are generated every Na. A full
list of the physical and numerical parameters is summarized in Table 2.

In addition, a fixed ionization source term is used to generate new particles
to compensate for the particle loss at the left and right boundaries. Assume the
ionization is uniform in the y-direction and its profile in the x-direction is given by

(26)

 S(x) = S0cos

(
π
x− xM

x2 − x1

)
, x1 ≤ x ≤ x2,

S(x) = 0, x < x1 or x > x2,

where S0 = 8.9 × 1022 m−3s−1 is the maximum value of the source term, x2 − x1

is the width of the ionization zone with x1 = 0.09 cm and x2 = 1.19 cm, and
xM = Lx/2 is the median line. Based on this source term, the number of physical
pairs of Xe+/e− to be injected into the domain at each iteration can be calculated
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ni, and (c) electron temperature Te that are averaged in space
(y-direction) and in time (between 16 and 20 µs).

by

(27) NXe+/e− = Ly∆t

∫ Lx

0

S(x)dx.

The new particles still are injected into the plane z = 0 and their velocities are
initialized based on their initial temperature (i.e. Te,0 and Ti,0). The location
(xi, yi) of each particle is randomly chosen according to the ionization profile (Eq.
26), it can be explicitly expressed as

(28)

{
xi = arcsin(2α− 1)

x2 − x1

π
+ xM ,

yi = βLy,

where α and β are the random numbers between 0 and 1. For more detailed settings
on this numerical example, please refer to Ref. [89].

3.1.2. Simulation results. This numerical experiment is calculated by the C-
FIRM code, and the total simulation time is only 20µs. The simulation results are
consistent with the results in Ref. [89].

Fig. 5 shows the spatial distributions of the electric field in the y-direction and
the electron temperature in the x-direction at different time steps. It indicates that
the electric field Ey has a simple instability in the E×B direction at the beginning
(t = 0.45 µs). Then, another instability occurs, which leads the electric field Ey

to display a complex instability with oscillations in both x and y-directions at t =
0.63 µs. These instabilities are identified as the electron cyclotron drift instability
(ECDI) and the modified two-streams instability (MTSI) respectively, which are
carefully discussed in Ref. [89]. At this point, the electrons are periodically heated
in the x-direction significantly. Next, the plasma enters a dynamically changing
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Figure 10. The hall thruster model and simulation domain.

Table 3. The main parameters of the simulation domain and ini-
tialization for the hall thruster.

Parameters Symbol Value Unit
Total length in x direction Lx 5.2 cm
Total length in y direction Ly 5.2 cm
Virtual length in z direction Lz 2.2 cm
Inner wall radius r1 1.825 cm
Outer wall radius r2 2.525 cm
Plasma density n 1.0× 1017 m−3

Ion drift velocity vd 1.7× 104 ms−1

Initial electron temperature Te 10.0 eV
Initial ion temperature Ti 1.0 eV
Spatial step size ∆h 3.7143× 10−4 m
Temporal step size ∆t 2.8027× 10−11 s
Axial electric field Ez 2.0× 104 Vm−1

Particle weight w 4.0× 106 −

state with the influence of the two instabilities. There are two typical states that
can be observed. The first one is that the instability in the x-direction is visible,
and the electron temperature Te,x has an obvious local maximum at this moment,
like at t = 9.48 µs. The second one is that the instability in the x-direction is
weaker, and the distribution of the electron temperature Te,x is relatively uniform,
like at t = 13.20 µs.

Moreover, Fig. 6 shows the temporal profiles of ion density and electron tem-
perature in the x and y directions from 0 to 20 µs. The ion density is increased
linearly due to the fixed ionization source term at the beginning. Then the ion
density enters a quasi-stable state with periodic changes, where the number of the
ions lost at the left and right boundaries approaches equilibrium with the number
of newly generated ions. The electron temperature Te,y maintains its initial energy
for about 0.5 µs at the starting stage, then quickly acquires energy but stabilizes
at around 33 eV under the limitations of the virtual axis in the z-direction. The
electron temperature Te,x initially decreases slightly and then rapidly increases,
and it enters an oscillatory plateau, in which the maximum and minimum values
correspond to the two instability states in Fig. 5. This result is the same as the
one in Fig. 3 of Ref. [89]. It provides sufficient evidence for the effectiveness and
correctness of the CFIRM code.



INTEGRATED CODE PACKAGE FOR LOW-TEMPERATURE PLASMA SIMULATION 393

0

40

120

200

80

160

240

280

320

-3

-1

5

9

3

7

1

0 1 2-1-20 1 2-1-2

0

1

2

-1

-2

0

1

2

-1

-2

x (cm)

y 
(c

m
)

Br  (G) Bz  (G)

Figure 11. The magnetic field profiles in this simulation.

3.2. Numerical experiment 2. The second example is a benchmark case from
Ref. [90].

3.2.1. Problem description and simulation setup. The geometry structure
of the simulation is shown in Fig. 7, and it is a rectangular region with Lx = 2.5
cm and Ly = 1.28 cm. There is an external magnetic field Bz(x) in the z-direction
that has a profile in the x-direction. The left boundary is an anode with a fixed
potential of ϕl = 200 V. The right boundary is a cathode whose potential is ϕr = 0
V. The upper and lower boundary conditions are the periodic boundaries, namely
ϕu = ϕb. By using the implicit PIC scheme, we can adopt relatively larger step sizes
for the simulation. The spatial step size is ∆x = ∆y = 200 µm and the temporal
step size is ∆t = 2× 10−11 s.

The electrons and singly charged xenon ions (Xe+) are initially distributed with
a density of n0 = 5 × 1016 m−3 uniformly throughout the domain (150 macro-
particles per cell for each species). Their velocities are sampled from a Maxwellian
distribution at the initial temperature Te,0 and Ti,0. When the particles move out
from the upper or lower boundary, they will enter the domain with the same states
from the other boundary. When the particles reach the left or right boundary,
they are removed. Moreover, the electrons are injected from the cathode for each
iteration, and the emission position is set on a line segment, at 1 mm away from
the right boundary, as illustrated in Fig. 7. Based on the current conservation, the
number of electrons emitted can be obtained by

(29) ∆Ne,emi = ∆Nea −∆Nia,

where ∆Nea and ∆Nia are the number of electrons and ions that are removed from
the left boundary at each step.

Furthermore, the profile of the magnetic field is given by

(30) B(x) = akexp

{
− (x− xBmax)

2

2σ2
k

}
+ bk.

If x < xBmax , k = 1; and if x > xBmax , k = 2. The values of the ak and bk can be
calculated according to the following conditions: Bmax = 10 mT, xBmax = 0.75 cm,
σ1 = σ2 = 0.625 cm, B(x = 0) = 6 mT, and B(x = Lx) = 1 mT. This benchmark
case still has a fixed source term to replace the process of ionization. The profile
of the ionization rate S(x) is the same as Eq. 26, but S0 = 5.23 × 1023 m−3s−1,
x1 = 0.25 cm, x2 = 1 cm, and xM = (x1 + x2)/2. Similarly, the number of injected
e−-Xe+ pairs is calculated by Eq. 27 at each step. Then the injected positions



394 J. BAI, H. LIU, X. HE, W. JIANG, AND Y. CAO

0 5 10
0

0.5

1

1.5

2

2.5

time (ȝs)
pa

rt
ic

le
 n

um
be

r 
(×1

07  )

Ntot

Ne

Ni

Figure 12. The curve of the simulated particle number with time.

(xi, yi) are randomly given by Eq. 28. The detailed information on this case can
be found in Ref. [90].

3.2.2. Simulation results. Fig. 8 shows the spatial distributions of the electric
field Ey and ion density at t = 20µs. The basic trends of distributions are consistent
with the results in Fig. 4 of Ref. [90], but the oscillation wavelength of plasma is
larger in our simulation results, because of the larger spatial and temporal step sizes
(about four times than that in Ref. [90]) are applied to reduce the computational
time. Although the larger step size will result in a decrease in the resolution of high-
frequency and small-wavelength oscillations, it will not affect the observation of the
overall characteristics of the plasma. Fig. 9 shows the profiles of the electric field
Ex, ion density, and electron temperature in the x-direction, which are averaged
in the y-direction and in time (between 16 and 20 µs). These results in Ref. [90]
are given in Fig. 5. By comparison, it can be found that our results can provide
reasonable distributions, for instance, the position of the peak value and the profile
for each parameter are the same as in the literature. However, since larger spatial
and temporal step sizes used for the implicit PIC method lead to the excessive
damping of the high-frequency modes [90], the peak value of each parameter is
different. This would be improved by using smaller step sizes when needed. In
summary, through this example, we validate the implicit PIC part of the CFIRM
code package. It is capable of significantly reduce the computational cost in large-
scale simulations but maintain the most basic physical characteristics.

4. Application to the low-temperature plasma simulation

In this section, we apply the CFIRM code to simulate two typical low-temperature
plasma problems to demonstrate the simulation capability. One is the azimuthal
plasma oscillations of a hall thruster that is widely used in the aerospace propulsion
field. The other one is a radio frequency capacitively coupled plasma (CCP) reactor
that is widely applied in the semiconductor industry. In the following, we will first
introduce the physical problems and the setups, and then present the results and
discussions.

4.1. Application 1: hall thruster.

4.1.1. Description and setup of a 2D annular model for hall thruster.
The discharge channel of a hall thruster is composed of two insulated cylindrical
tubes where gas discharge and plasma acceleration occur simultaneously. In this
simulation, a two-dimensional annular outlet section is selected as the simulation
domain, which is used to observe the azimuthal behavior of plasma, as shown
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Figure 13. The results of potential, electron density, ion densi-
ty, and electron temperature for two typical moments: (a)-(d) at
9.585 µs, and (e)-(h) at 10.034 µs.

in figure 10. The main geometric and physical parameters of this simulation are
listed in table 3. The region larger than r2 is regarded as the outer wall, and the
region smaller than r1 is the inner wall. Surface charge deposition at the wall is
not considered in this simulation. We assume that both two walls have the fixed
potential with ϕout = ϕin = 0V, thus the potential solved in this simulation is only
a relative value. In addition, there is a fixed axial electric field Ez = 2.0× 104V/m
that is used in the whole domain. The magnetic field distribution is the same as
in the azimuthal direction but not uniform in the radial direction. The profiles are
shown in figure 11.

Xenon gas is used as an unchanged background gas with the density of 2× 1018

m−3 and the temperature of 640 K. Only the electrons and singly charged xenon
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Figure 14. Schematic diagram of simulation domain for the CCP reactor.

Table 4. Geometric and physical parameters of the CCP reactor.

Parameters Symbol Value Unit
Height of domain H 4.8 cm
Radius of domain R 16.8 cm
Height of pedestal HP 1.8 cm
Radius of pedestal RP 10.0 cm
Radius of focus ring RF 13.0 cm
Fillet radius of focus ring rF 0.5 cm
The voltage amplitude of RF source V 200 V
The frequency of RF source f 10 MHz
Argon gas pressure pg 100 mTorr
Argon gas temperature Tg 300 K
Initial plasma density n0 1× 1015 m−3

Electron temperature Te 2.585 eV
Ion temperature Ti 0.2585 eV
Spatial step size ∆r = ∆z 5× 10−4 m
Temporal step size ∆t 2.8571× 10−11 s

Input file 1: The parameter information of the domain specified in input file ‘mesh.inp’

0., 0. ! xmin(zmin), ymin(rmin)
96., 336. ! xmax(zmax), ymax(rmax)
97, 337 ! nx(nz), ny(nr): total node number in each dimension
1., 1. ! hx, hy: spatial step size in each dimension

ions (Xe+) are considered in the plasma. The main plasma parameters can be
obtained in table 3. In this simulation, an equal amount of electrons and ions are
randomly injected into the circular region at each step. The number of rejected
particles can be calculated by

(31) ∆N = nSvd∆t/w,

where S = π(r22 − r21) is the area of the annular region. The thermal velocities in
each direction of electrons and ions are loaded by a full Maxwellian distribution,
and the ions have an additional fixed drift velocity 1.7 × 104 m/s in the axial
direction. When the particles collide with the annular walls, they will be removed.
In addition, the particles also be tracked along the axial (or z) direction, and a
virtual acceleration distance of 2.2 cm is assumed. When the particles cross the
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Input file 2: The parameter information of the objects specified in input file ‘object.inp’

4,-2 ! the number of objects, index of the vacuum region
3 ! objects(1)%Shape: 1-circle, 2-triangle, 3-box ...
0 ! objects(i)%Axis: 0-no axis, 1-x-axis symmetry, 2-y-axis symmetry
36.0, 200.0 ! objects(i)%Dimensions(1:2): length and width
60.0, 0.0 ! objects(i)%Locations(1,:): lower corner coordinate
96.0, 200.0 ! objects(i)%Locations(2,:): upper corner coordinate
-2, -1 ! objects(i)%Regions(1:2): 1-inside, 2-outside
300 ! objects(i)%Phi: potential
4.0 ! objects(i)%Eps: dielectric constant
... repeat the above process to define multiple objects

Input file 3: The parameter information of the IFE method specified in input file ‘ife.inp’

0 ! delta: 0-Cartesian coordinate, 1-axisymmetric coordinate
1 ! sparse linear solver: 1-PCG, 2-Gauss-Seidel, 3-Newton, 4-GMRES
500 ! the maximum number of iterations
1.D-8 ! the tolerance of solver
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Input file 4: The PIC control options and plasma parameters specified in input file ‘pic.inp’

0, 0 ! restart option (1 = yes), restart point
.True. ! IMPIC index
1.0D15 ! the reference value of plasma density (m−3)
2.585 ! the reference value of temperature (eV)
300000, 0.1 ! total steps, temporal step size (dimensionless)
1000 ! the interval between output results: Tout

5000 ! the interval between dumps: Tdump

2 ! the total number of types of simulated particles
-1.6022D-19,9.1095D-31 ! the charge and mass of an electron
1.6022D-19,6.64D-26 ! the charge and mass of an ion
5.0D4,5.0D4 ! particle weights: electron, ion
1 ! index of the electron
1.0D15 ! the density of the electron (m−3)
2.585 ! the temperature of the electron (eV)
0.0, 0.0, 0.0 ! drifting velocities in each dimension (m/s)
2 ! index of the ion
1.0D15 ! the density of the ion (m−3)
0.02585 ! the temperature of the ion (eV)
0.0, -8.099D4, 0.0 ! drifting velocities in each dimension (m/s)

Input file 5: The parameter information of the MCC method specified in input file ‘mcc.inp’

96.4d20 ! the density of the gas (m−3)
300 ! the temperature of the gas (K)
1,3 ! index of the electron, the total collision types between electrons and atoms
180000 ! elastic collision
180001 ! excitation collision
180002 ! ionization collision
2,2 ! index of the ion, the total collision types between ions and atoms
180011 ! elastic collision
180012 ! charge exchange collision

lower and upper boundaries of the acceleration distance, they will be randomly
re-injected into the domain from the other boundary with the same state as the
initialization. Finally, the simulation is performed with the spatial step size of
3.7143× 10−4 m and the temporal step size of 2.8027× 10−11 s.

4.1.2. Results and discussions. Fig. 12 shows the number of simulated particles
from the beginning to 13 µs. The number of simulated particles increases sharply
at the beginning with the particle injection and ionization. After about 7 µs,
the number of particles has reached equilibrium. That is, the increased particles
are approximately equal to the lost particles at the walls. It indicates that the
simulation has stabilized, but the number of particles fluctuates periodically, and
the fluctuation period is approximately 1 µs.

From the above, we know the system has an oscillation between two typical s-
tates, and the two states are developing alternately when the simulation is stable.
The first one is seen at t = 9.585 µs, and the results can be found in Fig. 13
(a)-(d). The azimuthal oscillations of the potential, electron and ion density distri-
bution are obvious, and the wavelength of the oscillation is approximately 5 mm.
The azimuthal oscillation characteristic of ion density is weaker than the electron
density, and the ion density is mainly concentrated in the middle of the channel.
The second state is seen at t = 10.034 µs, and the results can be found in Fig. 13
(e)-(h). In contrast, the ion density exhibits more perfect oscillation characteristics,
and the peak density near the inner wall is higher than that near the outer wall.
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At this time, the periodic oscillation structure of electron density and potential is
disrupted.

The difference between the two states is likely caused by the periodic heating
of electrons. As shown in Fig. 13 (f), the electron temperature near the walls is
higher than that inside the channel and exhibits periodic peaks along the walls
at t = 9.585 µs. It indicates that the electrons will collide with the walls more
intensely, and the loss of electrons on the wall will increase, leading to a decrease
in the number of particles. As the number of electrons near the wall decreases,
electrons within the channel dominate, which leads to the periodic structure of
electrons being weakened, like Fig. 13 (h). Since the mass of the ion is much
greater than that of the electron, the response time of ions to the electric field
changes lags behind that of electrons. This leads to inconsistency in the periodic
characteristics of ions and electrons over time. This example demonstrates the
applicability of the CFRIM package to the low-temperature plasma problem with
complex interfaces in a two-dimensional Cartesian coordinate system.

4.2. Application 2: capacitively coupled plasma reactor.

4.2.1. Description and setup of the CCP problem. The capacitively coupled
plasma reactor simulation, which is established in a two-dimensional axisymmetric
coordinate system simulated, is set up as shown in Fig. 14. A pedestal disk is
located in the middle of the computational domain (red region), and a focus ring
(yellow region) surrounds it. The focus ring is divided into three simple geometric
regions that are read through the input file, namely rectangle, quadrilateral, and
arch, then they are merged into one object in the code. The lower boundary of
the pedestal is connected to a radio-frequency source, thus the potential in this
boundary is ϕ = V sin(2πft), where V is voltage amplitude, f is frequency, and t
is time. The left boundary is the axis of symmetry, hence treated as a Neumann
boundary with ∂ϕ/∂n = 0. The focus ring is a dielectric (ε = 4ε0, ε0 is the
permittivity of vacuum), and its lower boundary is also set as a Neumann boundary
with ∂ϕ/∂n = 0. The remaining boundaries are the Dirichlet boundary with ϕ = 0.
Table 4 lists the important geometric and physical parameters of the CCP reactor.

Argon gas is used with the pressure of 100 mTorr and the temperature of 300
K, and uniformly distributed throughout the whole computational domain as a
background gas. The initial plasma density is uniform at 1× 1015 m−3 for all mesh
elements. Only the electrons and singly charged argon ions (Ar+) are considered,
and their temperatures are 2.585 eV and 0.2585 eV respectively. The particles will
be reflected on the left boundary, and absorbed on other boundaries. However,
the secondary electron emission (SEE) is considered on the upper boundary of the
pedestal, which includes the induced SEE by electron or ion. And the induced
SEE by electron consists of inelastic or elastic reflected electron and real secondary
electron.

4.2.2. Results and discussions. The simulation is calculated with the spatial
step size of ∆r = ∆z = 5×10−4 m and the temporal step size of ∆t = 2.8571×10−11

s. Fig. 15 shows the distributions of electron density at different simulating times.
At the beginning, the electrons diffuse along the radial direction, but they are
constrained by the focus ring. Then the electron density gradually increases at the
edge of the pedestal, such as the result of 0.71µs. Next, the electron density inside
the pedestal also increases and finally forms a uniform density distribution. The
distribution of ion density is similar to the electron density because the ions are
created through the ionization between the electrons and the gas.

The time-averaged results over ten periods are shown in Fig. 16 when the sim-
ulation is stable. The potential is relatively uniform in the center of the reactor,
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Algorithm 8: Pseudocode of the MCC method in the CFIRM code.

1 ng ← the gas density ; σ ← the cross-section ; N ← the total number of electrons or

ions ;

2 v = (vx, vy, vz) ← the velocity of electrons or ions before collision ;

3 v′ = (v′x, v′y, v′z) ← the velocity of electrons or ions after collision ;

4 g = (gx, gy, gz) ← the relative velocity of two colliding particles ;

5 for isp ← 1 to isp tot do
6 ωm = max{ngσ(E)vr} ; Pm = 1− e−ωm∆t ; Nm = INT(N(isp) ∗ Pm) ;

7 for i← 1 to Nm do
8 R1, R2, R3, R4, R5 ← random numbers belong to [0, 1] ;

9 i part = 1 + INT(N(isp) ∗R1) ;

10 if isp = 1 then /* Collisions between electrons and atoms */

11 if R2 <= ω1/ωm then /* Elastic collision */

12 cosθ = E(i part) + 2− 2 ∗ (1 + E(i part))R3/E(i part) ;

sinθ =
√

(1− cos2θ) ; φ = 2 ∗ π ∗R4 ;

13 g =
√
gx ∗ gx+ gy ∗ gy + gz ∗ gz ;

14 hx =
√
gy ∗ gy + gz ∗ gz ∗ cosφ ;

15 hy = −(gx ∗ gy ∗ cosφ+ g ∗ gz ∗ sinφ)/
√
gy ∗ gy + gz ∗ gz ;

16 hz = −(gx ∗ gz ∗ cosφ− g ∗ gy ∗ sinφ)/
√
gy ∗ gy + gz ∗ gz ;

17 v′x = vx− (gx ∗ (1− cosθ) + hx ∗ sinθ) ∗M/(M +m) ;

18 v′y = vy − (gy ∗ (1− cosθ) + hy ∗ sinθ) ∗M/(M +m) ;

19 v′z = vz − (gy ∗ (1− cosθ) + hz ∗ sinθ) ∗M/(M +m) ;

20 else if ω1/ωm < R2 <= (ω1 + ω2)/ωm then /* Excitation collision

*/

21 Ee
old = E(i part)− Eex

Threshold ; v =
√

Ee
old/E(i part) ∗ v ;

22 v′x, v′y, v′z ← obtain the velocity in the same way as ‘Elastic

collision’ ;

23 else if (ω1 + ω2)/ωm < R2 <= (ω1 + ω2 + ω3)/ωm then /* Ionization

collision */

24 E′ = E(i part)− Eion
Threshold ; Ee

old = 10 ∗ tan(R5 ∗ tan−1(E′)/20) ;

25 v0 = v ; v =
√

Ee
old/E(i part) ∗ v0 ;

26 v′x, v′y, v′z ← obtain the velocity in the same way as ‘Elastic

collision’ ;

27 Ee
new = E′ − Ee

old ; v =
√

Ee
new/E(i part) ∗ v0 ; /* A new electron

is created */

28 vxe
new, vy

e
new, vz

e
new ← obtain the velocity in the same way as

‘Elastic collision’ ;

29 vxi
new, vy

i
new, vz

i
new ← initialization using the atom parameters ;

/* A new ion is created */

30 else /* Null collision */

31 return ;

32

33 else if isp = 2 then /* Collisions between ions and atoms */

34 if R2 <= ω1/ωm then /* Elastic collision */

35 v′x, v′y, v′z ← the velocity is obtained in the same way as above ;

36 else if ω1/ωm < R2 <= (ω1 + ω2)/ωm then /* Charge Exchange

collision */

37 vxi
new, vy

i
new, vz

i
new ← initialization using the atom parameters ;

/* A new ion is created */

38 else /* Null collision */

39 return ;

40

41

42 end for

43 end for
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and a plasma sheath is formed near each boundary. The distributions of ion and
electron density are basically the same in the center of the reactor, indicating that
the plasma has good quasi-neutrality. However, at the sheath regions, the electron
density is significantly lower than the ion density. The number of electrons in the
sheath region is scarce. But it has a considerable distribution only near the upper
surface of the pedestal because the secondary electron is emitted in here. This
example shows the computational ability in the axisymmetric coordinate system
of the CFIRM code for dealing with multiple objects, complex interfaces, and gas
discharge problems.

5. Conclusions

In this paper, we presented a most recently developed two-dimensional fully
kinetic low-temperature plasma simulation code package, namely CFIRM, which
has strong integration and versatility. The CFIRM code is designed based on the
continuous Galerkin IFE-PIC-PPR-MCC framework, which can be used to handle
complex interface problems on the Cartesian meshes in both Cartesian and axisym-
metric coordinate systems, while tracking the motion trajectory of charged particles
by the explicit or implicit PIC schemes and simulating the collisions between the
plasma and neutral gas. In addition, the PPR technology is used to ensure the
accuracy of the electric field in the interface elements. The variable weights and
adaptive particle management algorithms are added to reduce the memory utiliza-
tion rate. Two validation experiments were carried out and the results showed good
consistency with the benchmark cases. These tests effectively validated the CFIRM
package based on the existing works.

Two typical low-temperature plasma problems were simulated by the CFIRM
code, including the azimuthal oscillation of a hall thruster and the capacitively
coupled plasma reactor. The results demonstrated the applicability and computa-
tional capability of the CFIRM package for handling complex interfaces, multiple
objects, and gas discharge problems in both Cartesian and axisymmetric coordinate
systems. Based on the performance of the current package, it is an interesting and
important future work to update it for parallel computation.

Appendix A. Input files

In this appendix, we introduce the input files that are used to perform the
interaction between the user and the CFIRM package, as shown in the following
tables. The simulation domain and the mesh size are defined in ‘mesh.inp’, where
the domain is determined by the coordinates of the vertices in the lower and upper
corners of a rectangular area. Other physical structures (objects) in the domain are
defined in ‘object.inp’. We can define multiple simple objects that combine into a
complex object by Boolean operations in the code. One general data structure is
to use up to 8 parameters to describe the properties of an object. Users can apply
this data structure to define various geometries such as circles, triangles, rectangles,
arches, etc. The important information about the IFE method can be defined in
‘ife.inp’, including the selection of the coordinate type and linear system solver.

The PIC control options and plasma parameters are specified in ‘pic.inp’. It is
first decided whether to restart and use the implicit PIC scheme, and the restart
point needs to be specified if restarting is performed. Then the reference value of
plasma density and temperature are defined for the nondimensionalization. The
total number of iteration steps and the temporal step size are provided, and the
output intervals of the result and the interrupt files are also defined. Finally, the
total number of particle species in the simulated plasma and the charge and mass of
each species are also provided. For each type of particle, it is defined by the index,
density, temperature, and drift velocities. The parameter information of the MCC
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method is defined in ‘mcc.inp’. The density and temperature of the gas are provided
first. Then, the types of collisions between electrons or ions and neutral atoms are
determined separately. For each collision type, we can provide a string of numerical
code that can be used to read the corresponding cross-section information from the
database.

Through the above five input files, users can easily achieve human-machine in-
teraction with the CFIRM package. Different low-temperature plasma problems
can be conveniently modeled in the CFIRM package by modifying the parameter
values in these input files.
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