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CONVERGENCE OF THE FINITE VOLUME METHOD FOR
STOCHASTIC HYPERBOLIC SCALAR CONSERVATION LAWS:
A PROOF BY TRUNCATION ON THE SAMPLE-TIME SPACE

SYLVAIN DOTTI

Abstract. We prove the almost sure convergence of the explicit-in-time Finite Volume Method
with monotone fluxes towards the unique solution of the scalar hyperbolic balance law with locally
Lipschitz continuous flux and additive noise driven by a cylindrical Wiener process. We use the
standard CFL condition and a martingale exponential inequality on sets whose probabilities are
converging towards one. Then, with the help of stopping times on those sets, we apply theorems
of convergence for approximate kinetic solutions of balance laws with stochastic forcing.
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1. Introduction

Stochastic hyperbolic scalar balance law. Let T > 0 be a finite time and
(Q, F, P, (F), (Br(t)))tecjo,r) be a stochastic basis. Consider the hyperbolic scalar
balance law with stochastic forcing

(1) du(z, t) + divy(A(u(z, t)))dt = ®dW (), = €TVt e (0,T).

Equation (1) is periodic in the space variable 2 € TV, where TV is the N-
dimensional torus.

Assumption 1.1. The flux function A in (1) is supposed to be of class C?: A €
C?(R;RY). We assume that A and its derivatives have at most polynomial growth.

We denote its first derivative A* =: a. Without loss of generality, we assume that
A(0) = 0.

Assumption 1.2. The right-hand side of (1) is a stochastic increment in infinite
dimension. It is defined as follows (see [8] for the general theory): ¢ € [0,T] — W (t)
is a cylindrical Wiener process, that is V¢ € [0,T], W (t) = Y.~ Br(t)er, where
the coefficients ) are independent standard Brownian motions and (er)r>1 is an
orthonormal basis of the separable Hilbert space H. Denoting La(H,R) the set of
Hilbert-Schmidt operators from H to the space of real numbers R, we assume that

(2) ® € Ly(H,R).

The Cauchy Problems. Let us quote the main results: In [14], E, Khanin, Mazin,
Sinai proved uniqueness and existence of the solution of the stochastic Burgers E-
quation with additive noise carried by a cylindrical Wiener process. They used a
periodic solution in space dimension one z € T in order to prove the existence of an
invariant measure. In [22], Kim proved uniqueness and existence of the solution for
a more general non-linear flux, with the space variable z € R and a real Brownian
motion. In [16], Feng and Nualart proved uniqueness of a solution in space dimen-
sion N € N*| while existence was proved only in space dimension one. They used
for the first time a multiplicative noise. The existence of a solution in space dimen-
sion N € N* was proved later by Chen, Ding, Karlsen in [7]. In [5], Bauzet, Vallet
and Wittbold proved uniqueness and existence of the solution for a non-linear flux,
with the space variable z € RY and a multiplicative noise driven by a real Brownian
motion. In [9], Debussche and Vovelle proved uniqueness and existence of the solu-
tion for a non-linear flux and a multiplicative noise driven by a cylindrical Wiener
process. Their solution is periodic in space: z € T™V. All the previous solutions are
entropic solutions defined by Kruzkov in [25]. While similar, slight differences on as-
sumptions or formulations always exist. For exemple [5] is following the formulation
of Di Perna [10] with the measure-valued solution, while [9] is following the kinet-
ic formulation of Lions, Perthame, Tadmor [27]. They all first proved uniqueness,
then existence via the approximation given by the stochastic parabolic equation.
In [12], we followed the works of [9] by using a kinetic formulation, a multiplica-
tive noise driven by a cylindrical Wiener process, and defining a periodic solution
for the space variable z € TV. We proved uniqueness of a solution, and a gener-
al framework for convergence of approximate solutions towards the unique solution.
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Approximations by the Finite Volume Method. Let us quote the book
of Eymard, Gallouét, Herbin [15] for the general theory, the courses of Vovelle [40]
for a quick entrance in the theory, both for the deterministic case, and the recent
work of [6] where the Finite Volume Method is used to approximate the invariant
measure of a viscous balance law with stochastic forcing.

For the approximation of hyperbolic scalar conservation laws with stochastic source
term by the Finite Volume Method, fews results exists:

e In space dimension 1, with strongly monotone fluxes, [24] proved the con-
vergence of a semi-discrete Finite Volume Method towards the solution
defined in [16]

e In space dimension N > 1, [3] proved the convergence of a fully discrete

flux-splitting Finite Volume Method towards the solution defined in [5]. [18]

proved it for stochastic source term in infinite dimensions.

In space dimension N > 1, with monotone fluxes, [4] proved the convergence

of a fully discrete Finite Volume Method towards the solution defined in

[5]. The convergence was proved in [2] with a more general flux function.

e In space dimension N > 1, with monotone fluxes, [13] proved the conver-
gence of a fully discrete Finite Volume Method towards the solution defined
in [12] in the case of compactly supported multiplicative noise.

Some other numerical approximations of stochastic hyperbolic scalar
conservation laws. In [31], Mishra and Schwab proved the convergence of ap-
proximations given by a multi-level Monte-Carlo Finite Volume Method for scalar
hyperbolic conservation laws with random initial datum. In [32], with Risebro and
Tokareva, they generalized the result of convergence for conservation laws with
random flux functions. In [19], Hofmanova proved the convergence of a Bhatnagar-
Gross-Krook approximation towards the solution defined in [9]. She generalized the
result of convergence in [20] for conservation laws with rough flux and space de-
pendent multiplicative noise. In [26], Li, Shu and Tang studied the approximation
given by a discontinuous Galerkin method in space dimension 1, for conservation
laws with semi-linear and non-linear flux functions, driven by multiplicative noise.
The stochastic homogeneous case was studied in space dimension 1 with a linear
flux function by Jin and Ma in [21]. In [30], Meyer, Rohde and Giesselmann studied
the error estimate of an approximation given by stochastic Galerkin methods for
scalar hyperbolic balance laws with a random source term, in space dimension 1. In
[23], Koley, Majee and Vallet proved the convergence of approximations generated
by a finite difference scheme for conservation laws driven by Lévy noise. In [17],
Fjordholm, Karlsen and Pang proved the convergence of approximations given by
finite difference schemes for stochastic transport equations with gradient noise.

Some comments about the assumptions. In [13], we used a stronger con-
straint on ®, that is ® compactly supported. The aim was to do as if A was
globally Lipschitz continuous, in order to have a CFL condition for the Finite Vol-
ume Method. In [3] and [4], Bauzet, Charrier, Gallouét used a Lipshitz continuous
flux with the same aim. Here, we still take an assumption stronger than in the con-
tinuous case (see [12]): we take an additive noise with the coefficient ® € Lo(H,R)
and we keep the flux locally Lipschitz continuous. It is important to understand
that, it is the first proof of convergence of the Finite Volume Method for such a
stochastic balance law with locally Lipschitz continues flux and a source which is
not compactly supported. The proof is also interesting in itself: To have the CFL
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condition of the Finite Volume Method, we will work on a subset of {2 where the ap-
proximate solutions remain in a compact of R. The probability of the complement
of that subset can be made as small as wished. In this way, we can work as if the
flux A was globally Lipschitz continuous, at least on a subset of €. It is a type of
truncation on the sample-time space because, to keep the random variable in that
subset of 2, the time variable has to remain smaller than the value of a particular
stopping time, defined with an exponential martingale inequality. We hope that
this result and this method (truncation on the sample-time space Q x [0, T]) is the
first step to prove the convergence of the Finite Volume Method in the case of mul-
tiplicative noise with bounded multiplier using comparisons of diffusion processes.

Kinetic formulation. To prove the convergence of the Finite Volume Method
with monotone fluxes, we will use the companion paper [12] and a kinetic formu-
lation of the Finite Volume Method. The subject of [12] is the convergence of
approximations of (1) in the context of the kinetic formulation of scalar balance
laws. Such kinetic formulations have been developed in [27, 28, 29, 34, 35] for
deterministic conservation laws. In [29], a kinetic formulation of Finite Volume E-
schemes is given (and applied in particular to obtain sharp CFL criteria). Here we
modify the sequence of generalized approximate kinetic solutions in this way: we
keep the sequence of [13] on a subspace of 2 whose probability tends towards one
when a parameter A tends towards infinity, by multiplying by the indicator function
of a time interval ended by a stopping time. In that way, verifying the assumptions
of convergence given by theorem 2.3 which is a generalization of theorem 4.15 from
[12], we get the convergence in probability of the approximate solution given by the
Finite Volume Method, then its almost sure convergence.

Plan of the paper. The plan of the paper is the following one. In the preliminary
section 2, following [12], we give the definition of a solution of (1), we give a more
general definition of the so-called generalized solution, we generalize both to have
the definitions of a solution or a generalized solution of (1) up to a stopping time.
We give the result of uniqueness of a solution and reduction of a generalized solution
to a solution from [12] that we generalized for solution and generalized solution up
to a stopping time. We give the corresponding result of convergence of approximate
solutions towards the solution of (1) up to a stopping time. In Section 3, we de-
scribe the approximations of (1) given by the Finite Volume Method. In Section 4
we establish the kinetic formulation of the scheme. We find a subspace of (2 on
which the numerical values given by the scheme are bounded, in order to define the
proper CFL condition of the scheme. This subspace is found by the use of an ex-
ponential martingale inequality. In section 5, we define the sequence of generalized
approximate solutions up to a stopping time (fs) and the associated sequence of
Young measures (¢°) and sequence of kinetic measures (m°). We prove the tight-
ness of (1°) and (m?). In section 6, by the use of a numerical kinetic equation, we
prove that (fs) verify an approximate kinetic time-continuous equation. In section
7, we conclude by the convergence in probability of the approximate solution given
by the Finite Volume Method towards the unique solution of (1). Then, we prove
the almost sure convergence of the Finite Volume Method, as a consequence of the
convergence in probability and the uniqueness of the solution of (1). It is the main
result of the paper. In section 8, we discuss possible ways to improve our main
result, by a more general initial data, a more general noise or by a stronger mode
of convergence.
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2. Generalized solutions, approximate solutions

The object of this section is to re-write several results concerning the solutions of
the Cauchy Problem associated with (1) and their approximations proved in [12]
with slight modifications in order to be used with stopping times.

2.1. Solutions.

Definition 2.1 (Random measure). Let M (TY x [0,T] x R) be the set of bound-
ed Borel non-negative measures. If m is a map from Q to M} (TV x [0,7] x R)
such that, for each continuous and bounded function ¢ on TV x [0, 7] x R, (m, ¢)
is a random variable, then we say that m is a random measure on TV x [0, 7] x R.

Definition 2.2 (Solution). Assume that assumptions 1.1, 1.2 are satisfied. Let
ug € L>®(TN). A L'(T¥)-valued stochastic process (u(t));ejo,r] is said to be a
solution of (1) with initial datum wg if v and 1,¢ have the following properties:

(1) uwe LL(TN x [0,T] x ),

(2) for all ¢ € C°(TY x R), almost surely, ¢ — 0(x,8) Ly(z,4)>e drd€ is

TN xR
cadlag,
(3) for all p € [1,+00), there exists C,, > 0 such that

(3) E( sup ||u(t)||1£p(qrzv)> < Gy,
t€[0,T]
(4) there exists a random measure m defined in 2.1, verifying
(4) Em(TY x [0,7T] x R) < +o0,

such that for all ¢ € C2°(TV x R), almost surely, for all ¢ € [0, T]
) [ €y dode
TN xR
¢
— [ @Ot dndgt [ [ a©) Vol € luse dudds

TN xR 0 JTN xR
¢

+/ / o(x,u(x, s))dr ® dW(s)
o JTv

" % / / Oe(, u(@, 9)) | @117, (111 drds — m(e)([0,4]),
where a(€) := A'(§).

Remark 2.1. In item 1, the index P in u € LhL(TN x [0,7] x ) means that u is
predictable (see [12, Section 2.1.1]).

Definition 2.3 (solution up to a stopping time). If we fix a predictable stopping
time 7 : Q — [0,7T], and if we replace in items 1, 2, 3, 4 of definition 2.2 u(x,t)
by u(z,t A7), then the process (u(t A T)),e(o,7) is called solution of (1) with initial
datum ug up to the stopping time 7.

Remark 2.2. A solution of (1) with initial datum wg is a solution of (1) with initial
datum ug up to any predictable stopping time 7 : Q — [0, 7.
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2.2. Generalized solutions.

Definition 2.4 (Young measure). Let (X,.A,\) be a finite measure space. Let
P1(R) denote the set of probability measures on R endowed with the Borel o-
algebra. We say that a map v: X — P;(R) is a Young measure on X if, for all
¢ € Cp(R), the map z — v,(¢) from X to R is measurable. We say that a Young
measure v vanishes at infinity if, for every p > 1,

(6) /X / €[Pdv-(€)dA(z) < +oo.

Definition 2.5 (Kinetic function). Let (X,.4,A) be a finite measure space. A
measurable function f: X xR — [0, 1] is said to be a kinetic function if there exists

a Young measure v on X that vanishes at infinity such that, for A-a.e. z € X, for
all £ € R,

f(z,8) = v:(&, +00).
Moreover, if there exists a measurable function u: X — R such that f(z,§) =
1y(z)>¢ a.e., or, equivalently, v.(d§) = 0yu:)(d§) for a.e. z € X, f is called an
equilibrium.

Definition 2.6 (Generalized solution). Assume that assumptions 1.1, 1.2 are sat-
isfied. Let fo: TV x R — [0,1] be a kinetic function, an L>(TY x R;[0, 1])-valued
process (f(t))¢cjo,r] is said to be a generalized solution of (1) with initial datum fo
if f(t) and v, := —0¢ f(t) have the following properties:

(1) Almost surely, for all ¢ € [0,T], f(.,t,.,w) is a kinetic function, and,
for all R >0, f € LL(TN x (0,T) x (=R, R) x ),
(2) Vo € C=(TN xR), a.s., t — / o(z, &) f(x,t,&)dxdE is cadlag on [0, T],

TN xR

(3) for all p € [1,400), there exists C,, € R such that

P
0 el )

(4) there exists a random measure m verifying
(8) Em(TY x [0,7T] x R) < +o0,
such that for all ¢ € C°(TY x R), almost surely, for all ¢ € [0, T]

© [, e

- / (i, €) o, €)dude + / / al€) - V(e €) (. 5, ) dudéds
TN xR 0 JTN xR

+/0 /TN/R@(JJ,@de,S(ﬁ)dx o dW (s)
" %/ / /R‘(’W@ 1PN, ) W, (§)deds — m(ep) ([0, ).

Definition 2.7 (generalized solution up to a stopping time). If we fix a predictable
stopping time 7 : @ — [0,T], and if we replace in items 1 , 2, 3 , 4 of definition
2.6 f(x,t,€) by f(xz,t AT,€), then the process (f(t A T))te[O’T] is called generalized
solution of (1) with initial datum fy up to the stopping time 7.
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Remark 2.3. A generalized solution of (1) with initial datum fy is a generalized
solution of (1) with initial datum fy up to any predictable stopping time 7 : Q —
[0,T7.

The following statement is Theorem 3.2 in [12].

Theorem 2.1 (Uniqueness, Reduction). Let ug € L=(TY). Assume assumption-
s 1.1, 1.2, then we have the following results:

(1) there is at most one solution u with initial datum ug of (1).

(2) If f is a generalized solution of (1) with initial datum fo = ly,>¢, then
there exists a solution u of (1) with initial datum wug such that f(x,t,&) =
ly(ay>¢ a-5., for a.e. (z,t,§).

(3) If u1, up are two solutions of (1) associated with the initial data ui g,
uz0 € L®(TN) respectively, then for all t € [0,T):

(10) E||(ur () — u2(t) | 1oy < Ell(ur,0 — u2,0) Tl L1 omy.-
This implies the L'-contraction property, and comparison principle for so-
lutions.

Remark 2.4. We have also uniqueness of a solution of (1) up to a stopping time
and we can reduce a generalized solution up to a stopping time to a solution up to
the same stopping time, using a L'-contraction property.

Theorem 2.2. Let ug € L=(TN) and 7 : Q — [0,T] a predictable stopping time.
Assume assumptions 1.1, 1.2, then we have the following results:

(1) there is at most one solution u of (1) with initial datum ug up to the
stopping time T.

(2) If f is a generalized solution of (1) up to the stopping time T with initial
datum fo = ly,>¢, then there exists a solution u of (1) up to the stopping
time T, with initial datum ug such that f(x,t AT,§) = Lyziar)se a.5., for
a.e. (x,t,€).

(3) Ifuy, ug are two solutions of (1) up to the stopping time T, associated with
the initial data uy g, us € L°°(TN) respectively, then for all t € [0,T):

(11) Ell(ur(t A7) —ug(t A7) F | parny < Elf(ur,0 = ug,0) ¥ | pr oy

This implies the L'-contraction property, and comparison principle for so-
lutions.

Proof. Tt is the same proof as the one of theorem 2.3 in [12], replacing ¢ by ¢ A 7.
It works because propositions 2.8, 2.10, 2.11 and proposition 3.1 in [12] can also be
written replacing ¢ by ¢ A 7. (]

2.3. Approximate solutions. In [12], we gave a general framework and sufficient
conditions for the convergence of sequences of approximations of (1). For the
convergence of our Finite Volume Method, we need a definition of approximate
generalized solutions which is weaker, that is more general than the one given in
[12], that is for which the time evolution of approximate generalized solutions is
stopped by a stopping time. Technically, the aim is to use a localisation procedure to
have locally bounded sequences of approximations of (1) given by the Finite Volume
Method. The following definition is in fact the definition 4.1 of [12] generalized for
the solution of (1) up to a predictable stopping time.
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Definition 2.8 (Approximate generalized solutions up to a stopping time). Assume
assumptions 1.1 and 1.2. For each n € N, let fJ': TV x R — [0,1] be a kinetic
function. Let 7 : Q — [0, 7] be a predictable stopping time. Let ((f" (t))te[OvT]>neN

be a sequence of L>=(TN x R; [0, 1])-valued processes. Assume that the functions
f™(t), and the associated Young measures v;* = —0¢ f"(t) are satisfying items 1,
2, 3 in definition 2.7. Assume that there exist adapted processes " (t A 7, ) such
that for all ¢ € C°(TY x R), t + e"(t A T,¢) are almost surely continuous, and
the sequences (™ (t A T,¢)), oy satisfy

(12) lim sup |e"(t A T,¢)| =0 in probability.
n—+ 4c[0,7)

Assume that there exist random measures m™ verifying (8), such that, for all n, for
all ¢ € C°(TV x R), almost surely, for all ¢ € [0, T]:

Lo @0 @ennodnds = [ o5 duds + 0

TN xR

+/ /TNXRa(f) -Vo(z, &) f"(x,s,&)drdéds

/ /TN/ (€)dz & dW (s)
[ / O ,) |91 1 2 ()

(13) —m"(9ep)([0, £ A T]).

Then we say that (f™) is a sequence of approximate generalized solutions of (1)
with initial datum f' up to the stopping time 7.

For such a sequence (f™) of approximate solutions of (1) up to the stopping time
7, the following bounds

(1) Vp € [1,+00),3C, € RY independent of n such that v := —0¢ f™ satisfies

sup / /|£| dl/:r: t/\T d.’E‘| < va
tel0,T] JTN

(2) the measures Em™ satisfy the bound

(15) sup Em™ (T x [0,7T] x R) < +o0,

(14)

and the following tightness condition: if B}, = {{ € R, |{| > R}, then
(16) lim supEm™(TY x [0,T] x B) = 0.

R—400 p
are necessary to apply the martingale method developed in section 4 of [12] in order
to have the following convergence result, which is the convergence theorem 4.15 of
[12] generalized for the solution of (1) up to a predictable stopping time.

Theorem 2.3. Let 7 : Q — [0,T] be a predictable stopping time, Let (f™) be a
sequence of approximate generalized solutions of (1) with initial datum f§ up to
the stopping time . If (f™) is satisfying (14), (15), (16) and (f{') converges to the
equilibrium function 1,,s¢ in L®(TYN x R)-weak-*, where ug € L°°(TV), we have
the following results:
e There exists a unique solution u(z,t A7) € LL(TN x [0,T] x Q) of (1) with
initial datum ug up to the stopping time T as defined in 2.3.
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e The sequence of the terms

u(z, tANT) = /D§§dyg7t/\7(§) :/R(f"(:r,t/\ﬂf) —1os¢) d§

is converging towards u(xz,t A T) in the following sense: for all p € [1,00),

T
(17) IE/ / ™ (@t A7) — ulz, t A TP dadt — 0.
0 e n

——+o00

Proof. We have to verify some points to assert that the demonstration of section 4
in [12] is still working. First, the process

oo [ [ 0 oo

in equation (13) is a (Ft)e(o,rj-martingale because for (ex)ren+ an orthonormal
basis of the separable Hilbert space H,

(18) :i ['|[. [ et ateo|

thus we can apply the corollary 3.6 of [36]. Second, the bound (14) allows to have the
proposition 4.3 of [12], then the bounds (15) and (16) allow to have the proposition
4.4 of [12]. Third, we can write proposition 4.5 of [12] replacing ¢ by ¢t A 7 using
the same proof. Then theorem 4.6 of [12] is also true replacing ¢ by ¢ A 7 using the
same proof . The proof of theorem 4.15 remains the same and proves our theorem
2.3. ([l

ds < T @ll3 N ®N1Z, () < +00

Remark 2.5. Using a classical localization formula, that is
w(z, t AT) = u(z, t)licr + ulz, 7)<y,

which is also true for u™ instead of u, we can decompose the convergence (17) into
two convergences, that is Vp € [1, 00):

T
(19) ]E/ / Licr [u"(z,t) — u(z, t)|P dedt — 0
0 ™

n—-+oo

and

/ / 1< |u"(z,7) —u(z,7)|" dedt — 0.
’]I‘N

n—-+oo

The convergence (19) will be used to obtain in the last section the convergence in
probability of the Finite Volume Method.

Remark 2.6. Existence (and uniqueness) of the solution of (1) (that is up to the
constant stopping time 7 = T') is proved by [9]. Another way to prove it is also
given in section 5 of [12].

In the next section, we define the numerical approximation of (1) given by the
Finite Volume Method. To prove the convergence in probability of the numerical
approximation towards the unique solution of (1) defined by 2.2, we have to prove
that the assumptions of Theorem 2.3 are satisfied. This will be done in sections 5
and 6. Then the result of Theorem 2.3 will be used in section 7 for the convergence
of the Finite Volume Method.
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3. The Finite Volume Method

Mesh. A mesh of TV is a family 7 of disjoint connected open subsets K € (0,1)¥
which form a partition of (0,1)" up to a negligible set. We denote by 7 the mesh

{K+1:1€ZV, K e Ty}

deduced on R¥. For all distinct K, L € T, we assume that K N L is contained in
an hyperplane; the interface between K and L is denoted K|L := K N L. The set
of neighbours of K is

NEK)={LeT;L+K, K|L#0}.
‘We use also the notation
oK = |J KIL
LeN(K)

K|L

We also denote by |K| the N-dimensional Lebesgue Measure of K and by |0K]|
(respectively |K|L|) the (N —1)-dimensional Haussdorff measure of K (respectively
of K|L). The (N — 1)-dimensional Haussdorff measure is normalized to coincide
with the (N — 1)-dimensional Lebesgue measure on hyperplanes, and is written
HN~! when we integrate with respect to it.

Scheme.

Assumption 3.1. Let (Ax .1)keT,Len (k) be a family of monotone, locally Lip-

schitz continuous numerical fluxes, consistent with the flux A in (1). That is, we
assume that each function Ax_ 1 : R? — R satisfies the following properties:

e Monotonicity: Ax_r(v,w) < Ag_ (v, w) for all v, v/, w € R such that

v < v and Ag_p(v,w) > Ag_p(v,w’) for all v, w, w' € R such that

w < w'.
e Local Lipschitz regularity: VM € RT, there exists LY € R% such that
(200 JAxon(v,w) = Axor (0 w)] < [KILILY (o = o'| 4+ o — '),

for all v, v/, w, w' € [-M,M] C R. Without loss of generality, we will
assume that
VM € Ry, Lip(4,[-M,M]) < LY.
e Consistency:
(21) A (v,v) = / A(v) -ng p dHN N (2) = |K|L|A(v) - ng 1,
K|L

for all v € R, where ng 1, is the outward unit normal vector to K on K|L.
e Conservative symmetry : for all K, L € T, v,w € R

(22) AKHL(U,M) = 7AL_>K(’LU,’U).



130 S. DOTTI

Let 0 =19 < ... <tp < tpy1 < ... <tn, =T be a partition of the time interval
[0,T], with Ny € N*. Given two discrete times t,, and t,,1, we define At,, =
tnt1 — by, for each n € {0, ..., Ny — 1}. Assuming assumption 1.2, and knowing v},
an approximation of the value of the solution u of (1) in the cell K € T at time ¢,
we compute v}?‘l, the approximation of the value of v in K at the next time step
tn+1, by the formula

tni1
(28)  KI0E — o)+ AL S Axo(ofel) = |K|/ B AW (s).
LeN(K) tn

Assuming that ug € L>(TY), the initialization is given by the formula
1
(24) VY = —/ uo(z)dx, VK eT.
K| Jx

In (23), At Ax— (v, v}) is the numerical flux at the interface K|L on the range
of time [t,,t,+1]. For practical computations, we have to define

Br(tn+1) — Br(tn)
(At,,)1/2

and rewrite the equation (23) in the following way:

K|t — o) + Aty Y Agop (Vi o) = |K|(A,)E D Xt dey,.
LeN(K) k>1

n+1
(25) Xt =

The (X]?-H)kZl,neN are independent random variables, normally distributed with

mean 0 and variance 1. Besides, for each n > 1, the sequence (X ,?H)

pendent of F,,, the sigma-algebra generated by {X;"*';k > 1,m < n}.

k>1 is inde-

4. The kinetic formulation of the Finite Volume Method

4.1. Discussion on the kinetic formulation of the Finite Volume Method.
The kinetic formulation of the Finite Volume Method has been introduced by Makri-
dakis and Perthame in [29] for deterministic scalar conservation laws. The principle
is to replace the entropic inequality by an equality, adding a kinetic entropy de-
fect measure, which is a non-negative measure. An artificial variable £ € R called
kinetic variable is also added, it comes from the constant £ € R in the Kruzkov’s
entropies u € R — |u — &|. We don’t create a probabilistic kinetic formulation, we
simply share the evolution in time of the Finite Volume Method in two artificial
steps as it was already done in [13]: one deterministic step in order to use the ki-
netic formulation (and the results) of [29], and one probabilistic step. The state
v}?l at time ¢, of the discrete evolution equation (23) is then reached via the
two following steps: from the states v}, the state U?:_l/ ? is reached solving the
deterministic evolution equation

(26) K| —vp) + Aty Y Agop(Wfof) =0, VK € Ty VneN,
LeN(K)

then, from the state U?(H/ 2, the state v}?l is reached solving the stochastic equation

tni1
(27) it 2 / O AW (s).
t

n
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The first step (26) corresponds the kinetic formulation

(28) K] (1,002 = Lupog )+ Bbw Y ascn (€ i, v7) = [ K| AL, O (€),
LeN(K)

with discrete kinetic defect measures m' (§)d¢ verifying

(29) mi(§) 20, V€ R,
and discrete kinetic fluxes ax_, 1, (£, v, w) verifying the consistency conditions
(30) / |:GJK~>L(§; v,w) — [K|L| a(€)~nK,L10>§] d§ = Ak (v, w),
R
(31) aK_>L(§7'U,U) = |K|L‘a(€)'nK,L]—v>£a

for all v, w € R and almost all £ € R. Note that those conditions generalize the
consistency conditions of Makridakis and Perthame in dimension N = 1 (see [29])
because they use the following equation:

K] (1,025 = Lose + Lose = Lupse)

+ At, Z (aK%L(f,v?(,vZ)+a(€)10>5) = ‘K|Atn aﬁm?(@-)
LeN(K)

We can deduce from (27) and (28) the kinetic formulation of the whole scheme (23),
that is the equation
(32) |K|(1U;+1>g - 1v}>€) + Aty Z aKHL(& U%Uﬁ)
LeN(K)
= | K| Aty em (€) + | K] [1U§+1>5 - 11)?1,%5]
4.2. The CFL condition and a good truncation of ) to make the discrete
kinetic entropy defect measure non-negative. In the next proposition, we

define the discrete kinetic fluxes and the discrete kinetic defect measures to prove
the existence of the kinetic formulation (28)-(29)-(30)-(31).

Proposition 4.1 (Kinetic formulation of the Finite Volume Method). Set
(33) aK—>L(§7U7w) = |K|L|a(£)-nK,L1£<vAw
+ |:82AK~>L(,07£)1U<§<’LU + 01 AR L& w)ly<e<o |,

then the consistency conditions (30)-(31) are satisfied. Defining
n 1 n n
(34) mi(&) == — 5 [0k~ OF - vk —&)7]

A,
+oo
§j‘/ a1 (G v, V)G,

1
K] LeN(K)7¢

the equation (28) is satisfied. Let X € R, adding the following CFL condition:

0K

35 At,

L[LUOI|OO+>\ S 17 VK€T7VTLE {O’ ’NT_I}’
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then the equation (29) is satisfied for all w € QI;\ the measurable subset of Q) defined
as

36) 0% = {w € 25 15w) € [~luollmm) = A uollzmies, + 4.

Vn € {0,..,Np — 1},VK € 7'}.

Remark 4.1 (Support of m7,). For all w € Q, £ — mT(€) is compactly supported

in the convex envelope of v}, {v}; L € N(K)}, UZH/Q.

Proof of Remark 4.1 If

€ > sup {ufy, {0} L eN ()}, )

then

1 nti +

i (€)=~ ((vK“ -6) -k -9*)
+oo
Z / ax—L(¢ Vi, vr)dC
LEN(K
=0-0=0.

If

¢ <inf{vg, {o} :LeN(K)) ,v;?_%}

then m7 (§) =

(=) k-9 - X /m arc (G Ve v )

LeN(K)
1 n+l n too
:—rtn(UK 2 - ) Le%: / AK L <7UK7UL) C
+oo
|K‘ Z AK_>L (UK,UL Z / OK L C?UK7’UL) C
LeN(K) LeN(K)
1 1
:ﬁ Z Agr (U?ovﬁ) - m Z (AK%L (U?{,U?,) - |K|L|A (f) 'nK,L)
LeN(K) LeN(K)
1 1 _
2 IKILA© s = g S [ A s @)
LEN(K) LeN (k) " KIE

:/ div (A () dz = 0. O
K
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Proof of Proposition 4.1. Let us fix w € 2 and verify the consistency conditions
(30) and (31):

/ (axcr (€ v,w) — | K|L| a(€) i 1 Tose)d
R
:/ (IKILI a(&)ni,Lle<onw — |K|L|a(§) nk L lo>e
R
+ P Ar 1 (V,8) Ly<e<w + 01 AR (6 W) 1w§£§v> dg

0 +o0o
- / KL a(€)mi.p Lesonudeé + / K|L] a()ni.o Leconwde
0

+ / (AR (1,8) Ly<e<w + O1ARS L (§w) Ly<e<o) dE
R
= (—|K|L|A (0) Nk, L+ |K|L|A (w A ’U) .nK7L)
+ L1ycw (Ax—r (v,w) — Ag 1 (V,0)) + Ly>w (Ax o1 (v, w) — Ag S (W, w))
= — |K|L|A (0) ng L+ A .1, (U,U/) =Ax_1 (v, w)

and

arx—r (§v,0)
=02AK 1 (v,§) 1y (&) + 1A (€ v) 1y &)+ |K|L|a(£)-nK,L1§<v
=|K|L|a(§) nk,r1e<y a.e. in &.

Equation (28) is the direct weak derivative of (34).
To finish the proof of this proposition 4.1, let us write

n+l n At n n n n
Vg T =V — ﬁ Z Ag o (Vg,vE) = H (UKv{UL}LEN(K)> :

LEN(K)

H is a nondecreasing function in each variable v} because Ax_, 1, (v}, v}) is non-
increasing for its second variable. If w € Q4 then each H (.7 {UEL}LGN(K)) is also
nondecreasing by the CFL condition (35) . Indeed, let b > a

H (b, {UZ}LEN(K)> -H (a’ {”z}LeN(K)>
At

:bfaJFWT Z (A1 (a,0}) — A1 (b,07))
LEN(K)
Atn u

>(b—a) |1 T2Lhel=" 3™ KL | >0

|K| LEN(K)

To prove (29), let us write the inequality m7 (£) > 0 as

1

(37) L |:’I’] (Un+1/2) —n (vn )i| + Z /""OQ ax L(C o Un)d< <0
Atn E\VK E\VK |K| — s VK VL >

LeN(K) 7€

with the entropies n¢(v) := (v — §)*. The family of entropic fluxes

+o00
{(uw) cR? / ar (¢ v,w)dC : € € R}
3
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associated with the entropies 7¢ is then defined. Note that

+oo
/ﬁ s (C 0, 0 )dC = /R 0 (ko (€, v}, 0} )dC
= Ak, (Vi,0}) — A (Vg ANE 0T AE).

Using the fact that n¢(v) = v —v A ¢, we can see that (37) is equivalent to

At,, )
— E AKHL('U?(/\&U[E/\f)SQ
|K]

LeN(K)

The fact that H is nondecreasing for each of its variables implies that

(38)

1
VI AU AE—

n+%

O = H (ke 008} e ) 2 H (v A 0E A€ ey

and
At,,
. > Akrp (€8 =H (& Orenv) = H (U?{ NEA{vE /\f}LeN(K))
|K‘ LeN(K)
thus .
v P AE = H (vie AEAVEAE ewi))
that is (37). O

Remark 4.2. We need the following exponential martingale inequality to define a
subspace of Qf’\ whose probability tends towards 1 when A tends towards +oo in
order to prove the convergence in probability of the Finite Volume Method.

Theorem 4.2. Assume assumption 1.2, T € R% , then VA € R :

/\2
>N <2expl ——5———
20212, ar T

/Ot AW (s) ZA}

is a predictable stopping time (with the convention inf(()) =T)

(39) ]P’< sup /0 AW (s)

t€[0,T]

and for all A € R7.:

(40) Th: WEQ— inf{tG[O,T]:

Proof. The first part of the Theorem is in fact the Bernstein inequality given By
Revuz and Yor (cf [36] page 153, Exercise 3.16). To obtain the second part of the
theorem, it suffices to notice that

t—

/0 " aw(s)

is a progressively measurable process (continuous and adapted to the filtration
(Ft)te[o T]) and to apply the Debut theorem which is for example found in [1]. Such
a hitting time is also predictable. ([

Definition 4.1. Let us define VA € R7,
. A} |

<af.

(41) Oy = {w €Q: sup /Ot AW (s)

te[0,T)

and Vn € {0, ..., Ny}, VA € R%,

(42) N = {w € Q: max

0<j<n

/0 v AW (s)
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Then by (39), we have for n,m € {0, ..., Ny} such that n < m:

)\2
P() 2 P(OF) 2 P(2) 2 1 2exp <_2”q"<>T> |
L2 (H,R

Proposition 4.3. Let Qy be defined by (41), QY be defined by (42), Q4 be defined
by (36) for a fired X € RY.. We have the following inclusions:

QY 0.
Proof. Let us prove that VA € R7,

N b
Q)" C Q3.

nol et
Let us fix w € max Z/ OdW (s)| < A, then
1<n<he | i,

VK € Ty, vi(w) € [— lluollso: lluolloo]-
It implies that
1/2
VE € Ty, vi*(w) € [~ lluolloo, [luolloc)
and then that

t1 t1
VK € Ty, Vi (w) € {—Huoﬂoo —|—/ QAW (s), ||uolloo —|—/ @dW(s)} )
0 0

If we suppose that for a fixed n € {1, ..., Ny — 1}, we have Vj € {0,...,n—1},VK €
T,

: tjt+1 tit1
)€ [lualt [ 0w ol [ 0w
0 0
we obtain that
tn tn
VK € Ty, 0" 2 (w) € [—||u0|oo+/ @dW(s),HuoHoo—i-/ @dW(s)}
0 0
and then
tni1 tny1
VK € Ty, vk (w) € [—|uo||Oo +/ DAW (s), ||uolloo —|—/ @dW(s)} )
0 0
The induction is established. It means that
Vn € {0,..., Nr}, VK € Ty, vk (w) € [—||uolloc — A [|uo|loo + A,
that isw € Qf\. O

Remark 4.3 (CFL condition in practice). Once the A € RY is fixed, then the

constant LELUOH‘”H‘ is fixed for the whole Finite Volume Method, that is for all
w € €, even if we prove the convergence in probability only on the subset 2y of
Q.
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5. Definition and properties of the approximate solution and the ap-
proximate generalized solution up to a stopping time

The Finite Volume Method will give an approximate solution to the solution of
(1) which is piecewise constant for each w € Q. The choice of the sequence of
approximate generalized solutions of (1) up to a suitable stopping time is very
crucial. It has to follow the assumptions of definition 2.8, in order to use the
convergence theorem 2.3. It is the link approaching the solution of (1) and the
approximate solution given by the Finite Volume Method. After having detailed
the properties of the mesh, we define both in the next section, the approximate
solutions of (1) given by the Finite Volume Method and the approximate generalized
solutions of (1) up to a stopping time. The associated Young measures and random
measures are also explicitly formulated.

5.1. Notations and definitions.

5.1.1. The mesh details. For a fixed final time 7" > 0, let us denote d7 the set
of admissible space-step and time-step, defined as follows: if h > 0 and (At) =
(Ato, ..., Atn,—1), Ny € N*, then we say that § := (h, (At)) € op if

Nr—1
1
(43) = €N{0i1}, t, = > At,=T, h+ sup At, <1
—o 0<n<Nr
We say that § — 0 if
(44) |0 :=h+ sup At, —0.
0<n<Nr

For a given mesh parameter § = (h, (At)) € 07, we assume that a mesh T is given
with the following properties:

(45) diam(K) < h,

(46) anh™ <|K|,
1

(47) 0K| < —hN 1,
an

for all K € T, where

diam(K) = nax |z — y|

is the diameter of K and « is a given positive absolute constant depending on the
dimension N only. Note the following consequence of (46)-(47): for all K € T,

1

(48) h|OK| < —-|K]|.
a?
N

5.1.2. Definitions related to the approximate solution. We assume assump-
tions 3.1 on the numerical fluxes, the Finite Volume Method (23)-(24) allows to
define the approximate solution vs of (1) for almost every z € TV, for all t € [0, 7]
by

(49)  Va € KVt € [ty tnii], vs(x,t) := v}, and Vo € K, vs(z, T) := vr™*.
We will also need the intermediate discrete functions defined Va € TN by

(50) vg(x,tn_ﬂ) = v?{ﬂ/z, Ve e K,VK € T,Yn € {0,--- , Ny — 1}.
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Let us now introduce another approximation of the solution: the function v§ defined
Ve e K,VK € T,¥t € [0,T) by

(51) ) =vit) = Y 1) (ﬁjz + /t @dW(s))

ne{0,..Np—1}

and Vo € K,VK € T,t =T by

N T
U§($,T) = vﬁ((T) =g 2 +/ O dW (s).

tNp—1

The aim is to use the theorem 2.3, and to define a sequence (fs) of approximate
generalized solutions up to a stopping time, associated with the scheme (23), (24).
The facts that the v} are bounded on the subset Q) defined by (41), that the
probability of € tends to one with A towards +oco, and that the approximations
are considered in probability allow to define the function f?(m,t,@,Vﬁ € Rz e
TV, vn € {0, .. — 1}, Vt € [tn,tnt1), as

t—1t, 11—t
(52) [ (@, 1,€) i= 1o 1, (¢ )( At “ Lo yse T nzt 1v5<m)>5>
for the predictable stopping time 7 defined by (40), and
322, T,8) = Lo, (Enr 1)1 (0 1y s

which makes almost surely
Fy:te0,T]— F3 (@ t, &), €) dds
TN xR

cadlag for all ¢ € C(TY x R). In fact, at fixed w € €, it has only one point of
discontuity, that is at the first ¢, for which 1y - j(t,) = 0. It is very important
for two reasons: the t — F3(t A 7)) are almost surely continuous for all ¢ € [0,7]]
and it is necessary to obtain (13) from the discrete kinetic equation (62) in section 6.
We can associate f3 with the opposite of its weak derivative Vﬁ:;\(df) = =0 f (2,1, €)
which is equal Vn € {0, ..., Ny — 1}, Vt € [tn,tni1), Vo € TV to

t—1tp tn t
(53) vi:?<df>=1[o,n]“n><m5v e () + 20— 5v5(x,t>(d€)>

and Ve € TV, t =T to
s,
Ve (d€) = Ljo ) (ng—1)8, () (dS)-
We denote mj the discrete random measures defined V(z, ¢, &) € TV x [0, 7] x R by

Nt—2

(54)  dmj(2,6,8) == Y D Liuftntnsn) (@ 0100 (bn) M () dadtds

n=0 K€eTy

+ Z 1Kx[tNT_1,T](337t)l[o,m](fNTﬂ)m];\;T H(€) dadtds.
KeTu

Remark 5.1. The CFL condition (35) implies that the inequality

1[0,7'A](tn)m?((§) >0
holds almost surely Vn € {0, ..., Ny — 1} ,VK € T,V € R.
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From the next section up to the end of section 6, we will prove that the assumptions
of theorem 2.3 are satisfied, that is ( fg\)g is a sequence of approximate generalized
solutions of (1) up to the stopping time 7y, the sequence (v>*)s is verifying the
bound (14), and the sequence (m3})s is verifying the bounds (15) and (16).

5.2. First properties of the sequence (fg\)(;. Let us prove now that the se-
quence ( f?) s satisfies the first item of definition 2.7 and the initial condition of
Theorem 2.3.

5.2.1. The first item of definition 2.7 is satisfied by the sequence (f3)s.
At fixed t € [0,T], w € Q,

o f3(z,t,6) €[0,1],

e x— v5(x,t) and z — vg (x,t) are constant on each K € T. The K are open

sets of (0,1)V thus v(s(.,t),vg(.,t) € L>®(TV) hence f{(.,t,.) € L°(TN x
R; [01 1])

At fixed w € Q, and fixed ¢t € [0,7)], ngi‘(df) = —0cfd(m,t, &) are Y-
oung measures which vanish at infinity by the next proposition 5.2 i.e.
by the proposition which gives the tightness of associated Young mea-
sures. Thus, almost surely, Vt € [0,7,], f(.,t,.) are kinetic functions, thus
vt € [0, T, f2(-t ATy, .) are kinetic functions.

To clarify the measurability, let us write the parameter w € (Q, F) often
omitted: for all R > 0,

Lo, f5 1 (,w) €10,T] X Q= Lo 1, ) (O 2 ( ., w) € L ([0, )N x (—R, R);R) .

Due to the separability of L' ([0,1)" x (=R, R);R), to show that 1jg -} /3
is a predictable process, it is sufficient to prove that Vg € L>([0,1) x
(=R, R);R), the process

(taw) € [OaT] X 1[0,7’)(&1)] (t)fé)\(xatvfaw)g(xaﬁ)dxdg €R

Ly

[0,1)N x(—R,R)

is predictable. By sum of measurable functions, it is sufficient for such g,
to prove that, VK € T the process

: (tvw) € [OaT} X Q 1[0,7')\((4)] (t)f?(ac,t,f,w)g(x,f)dacdf eR

Kx(—R,R)
is predictable. The process is in fact left-continuous and adapted to the
filtration (]-})te[O,T], therefore this process is predictable. Then, the process

(t,w) = Lg(t A Ty(w),w)

is continuous and adapted to the filtration (F3) o, therefore it is pre-

te
dictable. By periodic extension, the process 1 5, fg‘ is also predictable,
then the process f{(.,t A Ty, .) is predictable. The fact that

(t,w) = [t ATa(w, ., w) € L]0, T] x Q; LY(TY x (=R, R);R))

is a consequence of the fact that fg‘ is bounded by 1.
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5.2.2. The initial condition is satisfied by the sequence (fg‘)é.

Proposition 5.1. Let ug € L™(TY). Assume assumptions 1.1, 1.2. Let f{ be
defined by (52). Let T € R}, 0 € 0p, A € RY., then we have Vo € L' (TV x R),

Lo (5 0.0.6) = Lusoyoe) 2.6 dode =150 0.

Proof. (see also [11] page 328) By assumption (46), we have h¥ ay < |K|. Denoting
To,n the mesh of (0,1) associated with the value h = L for n € N*,

U U«
Tanig €EN* K€Ty n
can be called (in the sense of Rudin p146, [37]) substantial family because Vz € K,

|B (z,1

K C B(x,h) and |B (x,h)| = h"|B (z,1)| < )|\K|.

an

Therefore we can apply the Lebesgue differentiation theorem for almost all z € K:

.1
%E)W/KUO(y)dyUO(x)O'

More precisely (see W. Rudin p151 [37]),

Ve >0, 36 >0 :{VK : diam (K) < § and for almost all z € K,

|K|/ luo (y )|d?/<€}

Thus, by assumption (45),VK € T4, diam (K) < h. We have for h small enough

/\m o () dy — o (x)

and thus, Vo € C° (’]I‘N X R), and h small enough,

dr <e

KeTy,

[ (30,9 = Luyrne) o o €) dode
TN xR

[ e = Luaioyo) ¢ (06 dod < il | 05 (2.0) = o 2) do
TN xR

el 3 [ |t [y -

KeTyn

dz < ||¢|leo X €.

By density of C° (TV x R) in L' (T x R), we also prove that Vo € L' (T x R),

Lo (500, = L) 0 0. dade 150 0. 0
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5.3. Tightness of the sequence of Young measures (z/f,’\);k)(;.

Proposition 5.2 (Tightness of (12*)). Let ug € L®(TV). Assume assumptions
1.1, 1.2 and (35). Let 5 be defined by (40). Let (vs(t)) be the numerical unknown
defined by (23)-(24)-(49) and let v°>* be defined by (53). Let p € [1,+00),T € R%,
then we have V6 € 7, and for A € R} big enough:

(55) ( sup /TN/ €1P)dvy oy (€) x) < 2 [[luoll o oy + A|” + 2277 LA,

t€(0,T)

Proof. Let us find a bound to

(Sup / / |€|p zt/\n\ ) $>
tel0, 7] JTN
(Sup / / (Iflp)v§1?<d5)dx>
tel0,T] JTN JR
E max sup / /gpyg)\ de) da
(”E{O""’NT_l}te[tn,tnﬂ) TN R| | ,t( )

t—tn, 4
max su 1 t vi(x, t)|P
ne{o,...,NT—1}te[tm}iﬂ) [O,n]( n)/wrN ( At, | 5( 1)

tpy1 —t
+ *Altn |vg(x,t)|p>d:v>

S]E< max sup / <2p1 [llwol| oo oy + A"
TN

E

ne{0,...,Np—1} tE[tn tnt1)

+ | lluoll oo (ravy + /\’p)d33>

+E max sup 1., tn/ gp—1
<n€{0 ..... Nr—=1} te[tn tnsr) [0, x]( ) .

<2||luol| poe (1) +>\|p

/t " pd W (s)

n

p
dx)
t p
/@dW(s) dac)
tn
b1 p/2
([ 1918, 0105 ])
tn

<2 |Jug|| oo (rvy + A|” + max <22p AP 2PLC, |‘I’||L2HR)>

+ max (22p—1/\p; max E sup 1[0’“](%)/ op—1
nG{O ..... NTfl} te[tn,,tn+1) TN

<2Juo|| poo (rvy + A|” + max <22P1>\P; 2P71C,E

where (), is a universal constant of the Burkholder Davis Gundy inequality and
because Vn € {0, ..., Ny — 1} VK € Ty:

n n 1/2
10,7y (tn) [0 < [lutol| oo (rv) + A5 Lo,y (t) [0 ] < Nluoll oo covy + A,
and for n such that t <t,41 < 7a:
t t tn
Ljo,ry) (tn) / ® dW(s)| < 1j0.7,)(tn) / ® dW (s)|+1[o,r,(tn) /  dW(s)| <2A. [
tn 0 0
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Remark 5.2. It means that the condition (14) is satisfied by the sequence (fg\)é.

5.4. Tightness of the sequence of kinetic measures (m3)s.

Lemma 5.3. Let ug € L°°(TY). Assume assumptions 1.1, 1.2 and (35). Let Ty be
defined by (40). The kinetic measures m} defined on TV x [0,T] x R by (54) using
(24), (26), (27), (33), (34), are random measures.

Remark 5.3. Usually the parameter w is omitted, but to talk about random mea-
sures, we have to write it.

Proof. At fixed w € Q, the bounded measures m}(dx,dt,d¢)(w) are absolutely
continuous with respect to the Lebesgue measure dzdtdé because the m'(.) are

continuous and compactly supported. Their non-negativity is due to the remark
5.1. Let ¢ € Cp(TYN x [0,T] x R),

Np—1 tnt1
0 2 = 1 2 )mi (€, w)dadtde.
W€ QM) (w) K;# > / /K / B, 1, €) L0 ) (b (6, )t

To show that it is a random variable, it suffices to show that

tott
weE N /R/K /tn w(x,t,f)l[om(w)] (tn)mi (&, w)dadtde

. . - +3 .
is a random variable for each n and each K. The F-measurability of v}, vy ° is

proved by induction on n, that implies the B(R) ® F-measurability of m} (£). The
F-measurability of 1(g 7, ()] (tn) is due to the fact that 7 is a stopping time. As the
§ = m’ (§) are bounded and compactly supported, the ¥ (z,t, &) 1o 7, ()] (tn) Mm% (§)
are integrable on TV x [0, 7] x R x €, the Fubini’s theorem allows to conclude. [J

Lemma 5.4. Assume assumptions 1.1, 1.2 and (35). Let ug € L>®(TY), (vs(t))
and (v}(t)) be the numerical unknowns defined by (23)-(24)-(49), (50). Let T € R*,
then we have V6 € d7,VA € R :
(56)

Nr—1

Z E (1[o,n](tn) <|\U6(tn+1)|\2L2(1rN) - ||Ug(tn+1)||iz(1r1v))> <T H‘I’HQLQ(H,R) ;

n=0
Nr—1

(57) Z E (1[0,‘rx](tn) (”U&(thrl)”i‘l(TN) - va(tn+1)Hi4(TN)>)
n=0

2 2 2
<127 1913, 1.3 ((lolloe + 2 + 1917, 11m))

Proof. The numerical scheme gives the equality

n+i fnt1
ot =02 +/ ® dW (s)
¢

n

for all n € {0,--- , Ny — 1}. Thus, applying It6’s formula to the function s € R —
52 and to the stochastic process

t
ts ol () = o2 +/ ® dW (s)

tn
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defined on [t,, t,+1), we obtain (passing to the limit when ¢ tends to ¢,11)

tn41 1 t
)= () w2 [ (o [ awio)eaw
t7L

tn

tn+t1 )
+ / 10112, g

n

Multiplying by 1o ,j(t») and taking the expectation, we obtain

2
E (1[0,7',\](tn) <(U?(+1)2 _ (U’;(ﬂm) )) = Ath@HZLz(ER).

Multiplying by |K|, summing over the K € T, and summing over the n €
{0,--- ,Np — 1}, we obtain (56). If now, we apply It6’s formula to the function
s € R+ s* and to the stochastic process

1 t
tes b (t) = v ? +/ > dW(s)

tn

defined on [t,,t,+1), we obtain (passing to the limit when ¢ tends to ¢,,41):
4 tnt1 1 t 3

(o) = (v}“”) +4/ <v§§+2 +/ d dW(s)) ® dW (¢)

tn tn

2

tni1 'n,Jrl t )
+6/ (vK : +/ o dW(s)) 1012, 4
tn tn

n

Multiplying by 119 ;,(t,) and taking the expectation, we obtain
4 nt1/2\%
E (100 (05" = (5577)))
tn+1 n+l t 2
=6 [ 78 (1omit) (574 [ @ aw(s)) ) 1913, g0

n n

tn41 1\ 2
n+s
<12 [ (B (1o (51) ") + Bt10IR, 010 ) 1912,
2 2 2
<128 |1 a1y ((lolloe + X7 + At 191, 1)) -

Multiplying by |K|, summing over the K € 7Tk, and summing over the n €
{0,---, Ny — 1}, we obtain (57). O

Remark 5.4. The following proposition gives a stronger result than the expected
assumptions (15) and (16) needed to use theorem 2.3. Indeed,

s | (14 |eP)dm (2. 1.€) < Cste
TN x[0,T]xR
implies
E/ Ldm}(x,t,€) + RQE/ Ldm}(z,t,€) < Cste.
TN x[0,T]xR TN x[0,T]x B

The first left-hand term of the previous inequality gives (15), the second gives (16).
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Proposition 5.5 (Tightness of (m3})s). Assume assumption 1.1, 1.2 and (35). Let

ug € L®(TN), T € R%,6 € 0p and X\ € RY.. Let my be defined by (54) using (24),
(26), (27), (33), (34), then we have

(58) ]E/ (1 + €1 dm3 (2,1,€) < JuolF o rvy + T IR NT, (11,1
TN x[0,T] xR

2 2 2
ol rory + 12T 111, .y ((ltolloe + X + 103, 1z ) -

Proof. Let p =2 or p = 4. We start from (28), we multiply it by (fp), = ptP~1 we
integrate over R to obtain

/R(fp)/(lyyé>§ _lv}>6)d£+/ (51) W Z ax—L(§ Vi, vE)dS

LeN(K)

AL, / (€9) D’ (€)de.

that is

n+% p
Vg

/An n n
— R+ / (€)' 2 S (v, op)de

|K‘ LeN(K)

_ A /R p(p — 1)EP 2l (€)de

1
because & — m; (§) is compactly supported and its support is included in conv{v;;r 2,
v, v} Le N(K)}. Thus

"""% P n

> (1Kl k] = 1K1l

KeTy
- /At

+ Y |K] @) > akn(& i, vE)ds

KeTy LEN(K)

= 30 AR [ ol gt (€
KeTy

which can be written

S IKIEH + X AnIK] [ s - e tmi@ds = Y 1K1kl

KeTy KeTy KeTy

n+%
K

because Ak 1 being locally Lipschitz-continuous, for almost all £ € R

A g (Wf,s) — Apk (V] §)
s—=§
iy ARGV F ARL G VE) _ g g e,
s—=& S —5
L] 81AL_>K(€,U?<) = _82AK—>L(U}L{7§)5

[ 32AL—>K('UZ;§) = lim
s—E
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and
| | Z GKHL(g,U%,’UE)
KGT# LG./\/(K)
Z |K | S (ak—p(E v v)) + arsk (€, 0], vR))
KGT# LeN(K)
At,, .
:5 > |K|W > (|K|La(§)~nK,L15<(v;mg)+32AK—>L(UK,€)1v;ggggug
KeTy LeN(K)

+ 01 Ak~ 0(&v]) Loy <e<op + |K[L|a(€)-nL,k Le<(up nur)

+ ALk (VT §)Lup <e<op + alAL*}K(gav;l()l’U?(<E<’Uz> = 0.

Finally,

(59) 1ot ooy 3 AtalK] [ plp = D mie(€)d6 = los(ta) o g

KeTy

Multiplying by 1o r,](tn), summing over n € {0,..., Ny — 1}, we obtain

(60) p(p—1) / 92 (de, dt, d€, w)
TN x[0,T]xR
Npr—1

Z Lo.ra1 (tn) (105 () 1 ry = 03t ) ooy ) -
Taking the expectation, and using Lemma (5.4), we obtain for p = 2

(61) 2 / 1m3 (dz, dt, d€)
TN x[0,T] xR
NT—l
<E Y T (ta) (o5 (ta) I2acom) = 105 (tns1)|32om) )

Nr—1

=) ( ||U6(n)||2L2(1rN)—1[O,n}(tn+1)||Ué(tn+1)||%2(w)>

Nr—1

+E Z < 0,71 (E) 105 (b)) l[o,m](tn)lvibs(tnﬂ)lizorw))

2 2
SEHU&( )HLZ(TN) + T2l 7, R < ||UOH%00(TN) + T2 7, (#rr) -
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For p = 4, we also take the expectation in (60), and using Lemma (5.4), we obtain

12E / £2m) (da, dt, d)
TN x[0,T] xR
NT 1

<E X T ) (05 (ta) 3oy = 03 (tns1) [Eegom) )

NTl

=35 (1[0U st lfscen) = Lo s os(tns) o, )
Np—1
v (St )t ) = B () 05 )
<E s (O) 1oy + 127 1812 51y (olle + 27+ 1212, 05,

2 2 2
<ol ey + 12T @11 1) ((lolloe +2)7 + 121, 1z ) - O

Remark 5.5. It means that conditions (15) and (16) are also satisfied by the se-
quence of random measures (mé) defined by

dm (z,t,€) == dm)(z,t A1y, €), V(z,t,&) € TV x [0,T] x R,

where m3 is given by (54) using (24), (26), (27), (33), (34). Indeed, we have almost
surely dm}(z,t,€) = dm)(z,t,§).

6. Approximate kinetic equation

In this section, we prove that (f§)5 defined by (52) and (mg‘)é defined by (54)
verify the approximate kinetic equation (13) up to the stopping time 7, defined in
(40). For that, we need the following discrete kinetic equation true on each interval

[tn: tn-‘rl):

Proposition 6.1 (Discrete kinetic equation). Assume assumptions 1.1 1.2 and
(35). Letug € L°(TVN), T € RY,0 € 07 and A € R Let 7, (), v (1), ax—z, m}
be deﬁned by (40), (52), (51), (33), (34), respectively. Then we haveVt € [t,,tp+1),n €
{0,.. Npr —1},z e K, K € T, € C>(R):

(62
/ 12 (@1, €) 0(€)dede — / S (@210, €) 0(€)dEda
R R

1
— o) [ [ X e ko v € de

" LeN(K)

/3§¢ x (&) 5)

—t, t 1 t
L) 5 ([ 0 (o 9) @ @ ()4 101y [ 00 (v 0)) s ).

n



» -
Proof. We have for all t € [tn,tns1),n € {0, Np — 1}z € K, K € T
[ 5 @t u©deds = [ 12 @t €) viededo
= [ o) 1 s (O = [ B (1) 5 g (€)
= /R 1[0,n](tn)tA_tin (1vf(z,t)>g - 1u"+5>5> ¥ (§) dg

K

[ Mot 5 (1,00s, ~ Looe) v O
_ Vs (‘T7t) UZJr%
=107 (tn) ( JRRICE T G dé)
1 n n n
[ Yo ) % (0= 1) <—|K| S arcor, (6 v, 07) + ey (5)) v
L
_ t 1 s
=1[o,m1(tn>7tmi (/t W (v?? +/t AW (7‘)) BAW (s)
1 ¢ / n+i s
+§H‘I>||%2(H,R)/t (0 (”K+2 +/t CIJdW(r)) ds)
— 1o, (t </tn/ |K\ ZCLK%L (& vi,vL) ¥ (§) d&ds

o[ [ dgds)

applying It6’s formula to the process vg( (t) and the function r € R +— / Y (&) dE.
0
O

3

6.1. Calculations leading to the approximate kinetic equation (13) up to
the stopping time 7. Let us apply the discrete kinetic equation (62) to any
fixedx € K, £ — ¢ (2,§) € CP(R) and n € {0,..., Np — 1},¢ € [tn, tn+1) such that
t < Ty:

/f5 £.6) (. ) dé — /fgztn,o (2,€) de

N /( / S ks (€0 vE) ¢ (@,6) de

LEN(K)
+ [ O (.6 mic (6 dg) ds
R
o (1) 7 ( /t o (.0 (5)) @ W (s)

1 5 ¢ 4
+ 5100z | Oew o0k (o)) ds ).
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We integrate over K € T, then we sum over the K € Ty:

/ / 2 (@01, €) o (2, €) dedi — / / 2 (@1, €) o (2, €) déda
™~ TN JR

1 t
= OTA] /K|// Z ak—r (& V5, vr) ¢ (2, €) dédsdx
KeT tn TR Len(x)
Lo (ta) D / / / Dep (w, ) mi (€) ddsda
KeTy
Ljo,r(t At Z// z, 0% (s <I>dW( )dx
KeTy
lt—t
oty 5 3 [ [ e (5 9) 1917 s
KeTy

We can invert |, 5 and f: in the first, second, and forth term of the right-hand side
of the previous equality by Fubini’s theorem, and by stochastic Fubini’s theorem in
the third term using the fact that

fi2 [ Io(ahco)el

dsdx
Lo (H,R)
2 t 2
SHSDHOO/KE/t (@7, (5 ry dsdz < +00.

We obtain

/TN/fa t,&) v x&)dgdx—/ /fé (2,0, &) @ (2, €) dedir

=1 (ta) > // /R > aKHL (& v, v}) @ (2,€) déduds

KeTy LeN(K

-/ t [, [ oce @eym} tas.as.ae)

+3 [] [ewout @i are

KET#

+7 Z / / /6590 7,¢) ”(I)HLQ(HR)“mst(dE)d(EdS

KeT

where 118 , , is the Borel measure on R defined Vo € TVt € [0,T],s € [0,t) by
(63)

Nr—1
toit At — b At
/’[’w s,t dg Z 1 [0 7')\] tmtn\/(t/\tn+1)) (8) %61&%(%3) (df) .

We then sum over the n from 0 to the integer [ such that t € [t;,¢;41) or ¢ €
[tny—1,T] to obtain (using the previous formula at the limit when ¢ 2 tnt1, for
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n<lattelt,tr1)orté€tn.—1,T)):

/ / (@4, 6) o (a, ) déda — / / 12 (2,0,6) (2, €) déda
TN JR N
Nr—1

tAtn 1
=- Z Lo,y (t Z/ / Z aK—>L (&, vk, L) |Il(|/l<@($7§)d$d§d5

KeTy LeN (K

/ /qu/af‘P x,&) mj (da, ds, df)
+/0 /TN /RW@ 1S o0 (dE) dz ® dWV(s)

1 t
- 2 / / / De (@,€) ”(I)Hiz(H,]R) Ni,s,t (d§) dzds.
0 ™ JR

This equation is true for all ¢ € [0, 7]. It remains to compare the first, the third and
the forth terms of the righthand side of this equality to the three corresponding
terms of the approximate kinetic equation (13) up to the stopping time 7, for
t € [0,75] and to show that their differences have the property (12). The term

/Ot /TN/Raééﬁ(Lf) m? (dz, ds, d)

is already equal for all ¢ € [0, 73] to m3 (9e) ([0, A T2]).
6.2. Comparison of the fluxes. For the readability of the sequel of the paper,
we will denote L% the constant LL“”H‘”H‘ used in (20) and (35).

Proposition 6.2 (space consistency). Assume assumptions 1.1, 1.2 and (35). Let
up € L¥(TN), T ¢ R%,0 € 07 and A € R}, Let 7, (fg\)g,aK_)L be defined by
(40), (52), (33), respectively. For all ¢ € C(TN x R) supported in TN x A with
A compact of R, we have

/ //fé\(xa&@Xa(f)-ngo(x,g)dxdsdg
™ Jo Jr

Nr—1

tAtn1 1
- Z 1[07')\ Z / /]R Z arx (& v, VL) |K|/I(§0(I,f)dl’d§ds

KeTy LeN(K)

+ 6space 0( 90) + 6space 1 (t 90)’

almost surely, for allt € [0, 7], with the estimates

(65) E( sup |€gpace,0(t7@)|>

t€[0,7]

SSUp|a(£)|X||V<P|||OO<T||<I)|L2(H,]R) | sup Aty
£eA 0<n<Nrt

+ sup At T Lﬁ—&— sup |A(§)|) ,
€[~ luolloo =, lluo [l oo +A]

ne{0,...,Np—1}

N

and

(66) E( sup 6§pace,1(t,<p)l> <h sup |Vop (2,8 ALAT (Jluolloc + A) -
te[0,7x] z€TN £€R
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Proof. The aim is to show that for ¢ € [0, 7],

Nr—1 tn+1 A 1

- Z 07')\] / / Z OK L §7UK7UL |K‘ / @(w,f)dmdfds
i KGT# R LeN(K) K

is close to

t
/ / / I (25,€) % a(€) Vo (2,€) deduds.
0 ™ JR

Let us start by showing that

NT 1t ant
/N / 1[0 7] vg(a: s)>¢ X a(g) VIQD (:L'vg) dfdxds
T

tn At

is close to
Nr—1

tn41 AL 1
- Z 1[07’,\] Z / /R Z AGK—L f?vK7vL |K|/K90(xa§)d$d§ds

KeTy LeN(K)

For that, we use the following equalities:

tn+1 AL
/ L [ tomit) Lo x a(9) Vo (2.6) dedads

NTl

NT 1 tnr1 At
= 3 Tl V[ [ 3 tpeexal©). [ V(e dudgds
oy tn At R KT, K
NT 1 tnt1 At
=3 1 (e / [ X tisexa©- | ol nedn™ @) deds
n=0 R KkeTy 8K
Nr—1 [ZERYN
= Z 1j0,7, / Z Lonse
n=0 RKET#
KL N—-1
X Z |K|L|a (& \K|L|/ (z,&) ng, LdH (x) déds
LeN(K)
Nr—1 [AERVN
= > Lyt / / D Lugsex Y K|L|a(€)-wxn(nk, déds,
n=0 KeTy LeN(K)
where g1, (§) stands for
1
_ o (z, &) dHN "1 (x).
KL i #OH

Then we notice that

NT 1 Y
1[OTA] / Z/R Z ax—1 (§ vk, VL) oKz (§) déds

KeTy LeN(K)

/RLEN

apo (607, 0) pr (s>)dsds o

Nr—1

1 tni1 At
25 Z 1[0,7}](2%71)/

n=0

(aK—>L (&U?(’UZ) orL (&)

KeTu
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and that
Nr—1 tn+1 AL
> Towatn) [ [ 3 s 3 IKILIa(€)pn (€ nicsdsds
n=0 tn/\t R keTy LeN(K)
NT 1 tn+1 AL
B SETIAY S B SR P
tn RKET#
X Z / a(€) mg pdHN 7! (y) deds
LeN (k)Y KIL
_NT 1 tnr1 At N1
= 1[0U D Lpse o (§) x | a(§) nxdHN ! (y) déds
R KeTy 0K
Nr—1 tnt1 At
=3 1t / | X tseon(©x [ div, (a(©) dydgas o
n=0 RKET#

where g (€) stands for

% /K o (2,6) dHY " (x),

to compare

Np—-1 tnt1 At
1[0 T,\] n 11; I3
Z / RK;—# -
X Z |K|L|a(€). (ex|r (€) — oK (€)) nk,rdéds
LeEN(K)

and
Nr—1 tni i AL
> tonit) X [ [ 8 s (o) (o () o (©)
n=0 KeTy LeN (K

Now, let us compare ax 1, (§,vy,v}) and 1,n~¢|K|Lla(§).nk r for n such that
tn < Ta. @ € C° (TY x R) implies that £ — ¢gr, (§) and £ — @ (§) are also
Ce° (R). So let us continue with v € C2° (R) in place of g1, or ¢k

If o < o7,

/R 7 (€) (Lup el K| L|a(€)nc — axer (6,03, v})) dé
= /R v (€) (—02 Ak L (Vi, &) Lun <e<ur ) dE
< / 7 (€))% KL ALy <ecup dE
R
because

ag—r (§ v, vr) = [K|L|a(§)nk Ll v >e

+ 02 Ak 1 (Vi §) Lon <e<on + O1AK 1 (§,0F) Lyn<e<on -
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If v >0}
/ 7 (€) (1K Lla(€) e 1 Lug e — axes (€, 03, v])) dE
R
:/RV () (IK|L|a(é)-nxr (Lopse — Lopse) — O1Ar L (&,0F) Lop<e<op. ) dE

'I)L

< / Iy (€)% Lugcecuy. |K|L| 2L dE.
R

Moreover, V¢ € R, we have

1
forn © —x O = gy [ p@ OB @)~ g [ oy

'|K| |K|L| K\L @ (@, &) AU (@) dy

1
KL ke IKI

R - , _ , dHN_l d
<|K|/KK|L| K\LW(CE §) =¢8] (x)dy

< sup  [Vaee(z,8)]h

¢ (y,&) dydHN ! (z)

z€TN £€R
Thus we find
tnp1 At
B[ sup / [ tomi(tn) [ Lume < a(€).- Vo (0.€) dedads
t€[0,7a] tn ™ R

Nr—1 ,L+1/\t
Y / Lomg(t) [ areo (€ vRof) oxc(€)dcds
n=0 KTy R Len(k)

z€TN £€R

Then, to show that

/ / / 2 (@,5.6) % a(€) Vap (2.€) dedrds
0 ™ JR

is close to

tn+1/\t
/N/ 07-)\] 1}5 (z,8)>¢€ X a’(&) VIC,O (l’,f) dgdxdsv
T

tn At

let us compute for ¢ € [0, 75] the two terms of this difference:

60 [ [ [R50 xa(©) Va6 dcanas
Nr—1

- Z /WHM /TN/ 0,73] (tn) Log (,5)>¢ X a (&) Vap (,€) dédzds

NT 1 tn+1 At s—t
= 1,7y (¢ / / / —_~ (1vn(x s)>e ]-'U,s(a:,s)>5)
tn ™ Jr Aty s\

X a (5) N (x,8) dédxds
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which gives

tnt1 At s—t
E T —-— (1 - 11) T,s )
tES[IOlEA] Lo X] /t /JI‘N/R At, v (@:9)>€ slme)>L

X a.(€) Vap (2,€) déduds

Nr—1

tnt1 At 4 ,
<suplo(©l x Vel » E( > Yot [ [ ([ o) = b ot
sen n=0 t TN
+ ‘vg(x, tnt1) — 5 (, s)‘ )dmds)

Np—1 9 1/2
<suplo <>|x|||wnoo< Z/t ( ) ds
Npr—1
+< sup > Z Z |K|E (1[0n( o) o2 v%))

ne{0,...,Np—1} n=0 KeTy

S

it remains to give a bound to

"W (r)

With
NT 1

o\ 1/2
q)dW() > dng||<1>|L2(H?R)\/ o At,,,
ne

sy Np—1}%

(68)
Nr—1
> Y IKIE (L (k) |0k — vk ))
n=0 KET#
Np—1 A
<X X KBt | X Awcslofnd)
n=0 KTy LeN(K)
~ Arosn ol ) + K1 A s )
Nr—1
<Y YK X (KK s (A@)))
n=0 KETy LeN (K) g€~ luolloo =N lluolloo +A]
<7 (L) + sup 4(©)|) O
]

g€[=lluolloo =Aslluolloo+A
6.3. Comparison of stochastic integrals.

Proposition 6.3. Assume assumptions 1.1, 1.2, (35). Let ug € L=®(TN), T €
R%,6 € 07 and A € RY. Let 7y, (fg\)ls,aK_)L,vg,ui? be defined by (40), (52),
(33), (51), (53) respectively. Let u’ be the Borel measure defined by (63). Then
Vi € C2 (TN x R)

//TN/ €) 3 o1 (d€) dz @ dW (s)

(69) /1[0U ) [ [ e@euid @ de o W () + yat.)
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almost surely, for all t € [0,7)], with the following estimation:

4 2
E( sup |efy s (t, 90)|2> 8NPy, (mp) 100l T sup A,
t€[0,7x] nef0,...,Np—1}

1

2 2 _

+ 8[| @7, (rr) 102l T sup At,—hN !
ne{0,...,.Ny—1} aN

(70) < ((£3)"+ sup A@©)).
E€[—lluolloo =X lluolloc+A]

Proof. Let t € [0, 7] and
5W2t80 //TN/ xfdﬂzst(ﬁ)dx‘ﬁdw()

_/ om(s // (2,€) dvB (€) da @ dW (s).

We notice that n € {0, ..., Np—1} — €W2 (tn, ) is a Fy, -martingale. If ¢ € [t;, t141)
or t € [t;,T] when I = Ny — 1, we can do the following decomposition:

o (t, @) =€l (1,0 //TN/ (2,8) dpl ., (§) dz @ dW (s)

//TN/ (2,6) dvd? (€) dz ® dW (s).

Then with a maximal inequality (see [36] page 53), we obtain

IE( sup [efy (b, ) |2> < 4E (|efy (tnr—1.9) )
1e{0..Npr—1}

IR /0 e /T N /R (@) 1y ()

- [ @O, @)z o

ds
L (H,R)

Nr—2

n+1
=4E Z 1jo,7](tn / /]I‘N ‘/ (z,€) H(“tNT H(dg)
- / o (2, ) V52 () | o [,z ds

= b1 lng1—s #
=4E 10~ = ( ) ) )
[ [ e
7tn+178

AL, o (v,vs(x,s)) | dv ||(I)HL2(H,]R)dS

5 5 Nr—2 tn+1
TR C:-D DETSRICSY Ak
n=0 n

Nr—2

n+1 s 2
<4 @117, (1,8 19212, Z/ > |K|<1E‘/t AW ()

tn KeTu

Uf (x,8) —vs(x, s)| dads
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2
ds

by an independence argument. Then, using (68) and Itd’s Lemma, we obatin

FEL[g 1 (tn) |02 — v

4 2
E ( sup efy (t, ) 2) <A[Ql7, g |0l T sup Aty
1€{0..Np—1} ne{0,...,Np—1}

NT2 2

tn 1
2 n+1/2 n
40, (19 / S K [EL g (00)] 02 — o[
tn KGT#

4 2
<A@z, mp 102l T efo " 1} A
n gy NT

1

2 2 _

+4(|12[7, mr) 00l T sup At,—hN !
n€{0,....Nyp—1} an

x (L) + sup A©)1).

E€[—lluolloo=A:lluolloo+A]

Let [ € {0, .. — 1}, with almost the same computations, we give a bound to

E < [sup |5“$,V72 (t, ) — 5(15/1/,2 (tr, ) |2>
te
=E sup

i)
teltitizn) / /TN/ z,€) p“a:st(dg)
/TN/ (z,8)v dE)dx)fde()

<4E’/ (L. / &4l (d€) da
/TN/ (x, ) vy (d€)d )@dW(s)
<4E1(g,.,(t) /tjl“ /TN ‘ /R o (2,6) i, (dE)

2
- [ e @i @] do 11, ey ds

A 2
<41, (g 190l T €{o su]pi] 1} Bl
n g INT

2

1

2 2 _

+ 41PN, rmy 10l T sup At —hNT!
ne{0,...,Np—1} an

x (L) + sup A€

£€[—lluolloo=Asl[uolloo+A]

6.4. Comparison of It6 terms.

Proposition 6.4. Assume assumptions 1.1, 1.2 and (35). Let ug € L*>®(TVN),
TeRY,6 €0 and X € RY. Let TA,vg,vg,uii‘ be defined by (40), (49), (51), (53)
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respectively. Let p® be the Borel measure defined by (63). Then Yo € C°(TN xR),

t
() | [ [ oeote. @) 1017,y di (o

t
- / / / Dep, €) DI 1) 3N (€)dads + By 4 (¢, ),
0 TN JR

almost surely, for all t € [0, 5], with the following estimation:

(72) E| sup lelys(t.0)l| < 2@,z 020, T s VAL
t€[0,7a] ne{0,...,Np—1}
2

201, 1020] T swp At (LA sup A©)1)-

ne{0,...,Np—1} €€[—lluolloo =Aslluolloo+A]

Proof. Let us define for ¢ € [0, 7y]:

t
s () = / / / 0 (2,€) 112 gy sy 2. 1 (dE) s
0 ™ JR

t
[ [ oo 1012, 02 ) s
0 JTN JR

t
—elys (1) + / / / 0 (2, €) 1912 g1y 2. 1 (dE) s
t; JTN JR

t
[ [ [ e 0 11, 002 () s
t; JTN JR

with [ € {0, ..., Ny — 1} such that ¢ € [t;,t;41) or t € [tnp.—1,T] if | = Ny — 1.
With almost the same computation as in the proof of Proposition 6.3, we obtain:

E< sup ey (1, ) |>
1€{0,...,Np—1}

Np—2

tnt1 s
<E Z 1[0,m](tn)/t /TN ‘/}Ragga(x,f)u(m?tNT_l)(dg)
n=0 n

— [ B (@022 06) [d 191, 55
Nr—2

tnt1
2
< ey 1B B Y Lo (te) [ [ [ (@) = vt )] docs
n=0 n

Nt —2

tnt1 s
<@L, e 1020l D2 /t 3 |K|<Eu oW (r)
n=0 n

" KeTy

>ds.

1/2
v”+/_n

+E1[07U](tn) K Vg
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Then, using (68) and It6’s Lemma

E( sup ety s (t1, ) )

lef{0,...,Np—1}

< ||(I>Hi2(H,]R) Hi??s@Hoo Tne{o .S}I%T—l} Ain

191 1020l T sup At (L) + sup A©)]).
’ %" ne{0,....No—1} g€l Iluolloo =, l[uo I +A]

Let [ € {0, ..., Ny — 1}, with almost the same computations, we give a bound to

E (t [sup \5?,[/73 (t, ) — 5?/1/,3 (t, ) |>
€

ti,ti4

)
tig1
<Bloo®) [ [ ][ deoteul e
ty TN R

— [ O (@022 ) fdo 191, 55

< ||(13H22(H,]R) Hi??s@Hoo Tne{o .S}I%T—l} An

1O 1020l T swp At (L) + sup 4(¢)]). 0
2 ' nef0,.,Np—1} g€[—lluolleo =Aslluo |0 +A]

7. Convergences of the approximation given by the Finite Volume Method
towards the unique solution of the time-continuous equation

Theorem 7.1. Assume assumptions 1.1, 1.2. Let ug € L=¥(TN), T € R%, A €
R ,0 € 07 for a mesh verifying (35), (45), (46), (47). Let u be the solution of (1)
defined in 2.2, with initial datum ug and let vs be the solution of the Finite Volume
Method (23)-(24)-(49). Then,

T
Vp € [1,+00), / lus(.,t) — u(.,t)||’£p(TN)dt —5-0 0 in probability.
0

Proof. Let the stopping time 7, be defined by (40), we can now apply Theorem 2.3
to (f3'), defined by (52) to obtain that (z3), defined for t € [tn,tni1),Yn €
{0,..., Ny — 2} and for ¢ € [tn,_2,T] by

t—t t —1
2z, t :z/fdu‘ws &) =Ljgr(tn ( ok x,t 4oty x,t),
2 )= [ 62 = Lo ) ( Fpteblen) + 2R (o)

converges towards the unique solution u(x,t A 7y) of (1) up to the stopping time
Tx, when § — 0 in the following sense (see remark 2.5 and formula (19)):
at fixed A > 0, for all p € [1,+00)

T
(73) E / Lo (1) / [ t) e )] drdt 550 0.
0 T

It is straightforward to see that

T
(74) E / / Lioursy (8) X (e, £) — u(a, )| dadt —5 3400 0.
0 TN
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Then,

T
(75) IE/ 10,7, (1) / |z5 x,t) —vs(x,t) | dxdt

Nt o yltn . p
—E . ‘ 1) — ,t) dadt
Z/t Hom 50 [ [t = vstant)|”da
Nr—1 ..,
t—t D
<or-lR Z / Ljo,7(2) Atnn /TN ‘vg(a:,t)—vg(x,tnﬂ)‘ dzdt
NT 1 tn+1 t_t D
+ 9P~ IR Z /t 1[0#”(15)?%/@ ‘vg(x,thrl)—vg(x,t)’ dxdt
Npr—1 1 t p
<?P7IE Z/ Lo,y (t / /@dW(s) dadt
TN tn
Nr—1 n41 P
r2ts / Loy 3 1K o2 — g | at
KeTu
Np—1
<27 YT ALl (At,)"?
n=0
+ sup At, x 2p’1T<Lﬁ + sup |A()] ),

n€{0,...,Np—1} £€[—lluolloo=Asl[uolloo+Al

having used (68) and the Burkholder Davis Gundy inequality (C) is an universal
constant of it). Now, let us use the metric (X,Y) € (L%(Q, F, IF’))2 — Emin (1, [X —Y])
equivalent to the convergence in probability (see Touzy p41, [39]):

T
(76) E min <1/0 /TN [1j0,my) (t) X v5(2, 1) — vs(z, t)|" dmdt)

T
=FE min <1,/0 1[,,.MT] (t) HU&(.,t)HZip(TN) dt)
T
<E min <1,/ 1, <1 HUé(wt)“ip(TN) dt)
0

T
<Emin <17 1523/0 ||U6(wt)||ip('[rN) dt) :

Using the exponential inequality (39) and the dominated convergence theorem,
T

we can say that L7y (t) los (L t)|17, (Twv) dt converges in probability towards 0

0
independently of §. Using (73), (74), (75), and (76), we conclude that

T
/ ||’U§(.,t) _u('vt)HIl),P(’I[‘N) dt
0

converges in probability towards 0. (Il

Theorem 7.2. Assume assumptions 1.1, 1.2. Let ug € L>®(TV), T € R}, X €
R%,6 € 0p for a mesh verifying (35), (45), (46), (47). Let u be the solution of (1)
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defined in 2.2, with initial datum uy and let vs be the solution of the Finite Volume
Method (23)-(24)-(49). Then,

T
Vp € [1, 4+00), / llus(.,t) — u(.,t)||ip(TN)dt —s—0 0 almost surely.
0

Proof. For a fixed p € [1,400), another way to write the result of theorem 7.1 is:
for any sequence (0;);en+ C 0 such that lim; 4 d; = 0, the sequence

( | s 0 - u<.,t>||1;p(mdt)

is converging towards 0 in probability. Let us chose a sequence (;);en+ C 07, there

1EN*

exists a subsequence (d;, )yen+ C 07 such that (fOT l[vs;, (-, t) —u(.,t) Hip(quv)dt)keN*
is converging towards 0 almost surely. If there exists an other subsequence (d;,, ) men-
of (6;)ien+ C 07 such that

( | s - u<.,t>|’;pmdt>

is not converging towards 0 almost surely, then there exists a subset A C 2, such
that P(A4) > 0, and € > 0 such that for all N € N*, there exists my > N which
verifies

meN*

T
(77) / s,y (@5 8) = s Dl > &, Vo € A,
0

T
(/o H”&tm,\, (,t)— u(.,t)||’£p(TN)dt>

is converging towards 0 in probability, thus we can find a subsequence of it which
is not verifying (77). It is a contradiction.
We can thus conclude that, for all subsequence (4, )xen+ of (6;)iens C O,

But the sequence

NeEeN*

T . .
(fo [vs,, (1) — (., t)”[L)p(TN)dt)keN* is converging towards 0 almost surely. [

8. Discussions on the mode of convergence and the assumptions of the-
orem 7.1

8.1. The initial datum. The initial datum ug is assumed to belong to L>(T™).
It is natural because the Finite Volume Method has to converge towards the unique
solution of the Cauchy problem of a particular balance law. Our solution is defined
in [12], that we have rewritten in definition 2.2, which follows and slightly improves
the solution of [9], which also follows and generalizes the solution of the Burger’s
stochastic equation in [14]. All those Cauchy problems are solved with an initial
datum which is essentially bounded. It was also the case for the deterministic bal-
ance law solved by Kruzkov in [25].

The Cauchy problem is solved with an initial datum in LP(TY) for a fixed p €
[1,400) if the non-linear flux is globally Lipschitz continuous. It is proved in [5]
with p = 2. The Finite volume Method is converging towards this solution with
the same initial datum, and with numerical fluxes which are also globally Lipschitz
continuous.

The solution of the Cauchy problem in [9] and in [12] is in LP(Q2 x [0,T] x TV) for
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all p € [1,+0o0) with an initial datum in L°(T%). Even not proved, we can think
that it is possible to prove uniqueness and existence of a kinetic solution with an
initial datum in LP(TY) for all p € [1,+0c0). Especially, because combining the
results of uniqueness in [16] and existence in [7] of a strong entropy solution, their
Cauchy problem is solved with an initial datum in LP(Q x TV) for all p € [1, +0c0).
The spirit of the convergence of the Finite Volume Method for hyperbolic conser-
vation laws in deterministic cases is to work with sequences (U;L()KET,HE{O7.--,NT—1}
(defined by (24) and (23)) which are essentially bounded. It is taught in [40] and in
[15]. It is the same spirit in stochastic cases: we try to find assumptions, conditions,
ways to work with sequences which are essentially bounded. Thus, take an initial
datum in LP(TY) for all p € [1,+00) would give an additional difficulty. Indeed,
due to the Lebesgue differentiation theorem, the v, = ﬁ Sy uo(z)dx are behaving
like ug restricted to K when | K| tends towards 0, thus are not essentially bounded
when |K| tends towards 0. Also, Hlder’s inequality applied to v% does not give
suitable bounds.

A way which would be interesting to explore is to approach uy by a sequence
(m)men= C C(TY) whose elements are bounded on T, to use our result of
convergence of the Finite Volume Method for each ¢, as initial datum, and to
prove that the sequence of solutions (vj*)men+ of the Finite Volume Method with
®m as initial datum, tends towards the solution vg of the Finite Volume Method
with ug € LP(TV),¥p € [1,+00), as initial datum, when m tends towards -+oo,
independently of the mesh parameter .

8.2. The additive noise. We chose an additive noise instead of a multiplicative
noise in the equation (1) for the convergence of the Finite Volume Method essen-
tially because we did not succeed to find a suitable subset ) of Qg defined by
(36), whose probability tends towards one when A tends towards +o0o, on which the
solution of the Finite Volume Method could remain bounded. Indeed, if & were
depending on the solution u(x,t), the equation (1) would be written

(78)  du(x,t) + dive(A(u(z,t)))dt = ®(u(x,t))dW(t), =TV te (0,T),
with @ : R — Ly(H,R) verifying for a constant Dy € R :
(79) @7,z < Do, VueR.

This assumption would generalize (2) in assumption 1.2 or (1.4) in [13].
The Finite Volume Method would be defined Vn € {0,..., Nr — 1}, K € T by the

formula

trnt1
(80) |K[(p™ —vi) + Aty > Agp(vi,vf) = |K]| P (vi) dW(s),
LEN(K) tn

and the initialization
1

(81) = —/ uo(x)dz, VK €T,
K| Jk

for ug € L°°(T¥). But we did not succeed to find conditions to keep all the v% in
Ql/’\. For a fixed K € T we can define the discrete process My by MY% = 0 and

(82) My : ne{l,,Np} o z_:/m“ ()W (s).
m=0"tm
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It is a J, -martingale. My verifying the assumptions of theorem 1.2 in [33], we
have for all K € T

A
P sup  |Mpg|>A| <expq — ,
ne{l,...,Np} SUPpe{o0,..,Np—1} At,,

thus

P sup MR > A
ne{l,..,Np},KeT

<exp {— A +1n (card{K € T#})} :

Suan{O,A.,NT—l} Atn

Even if we can take meshes which verify for any A > 1:

A
lim — + In (card{K € T4}) = —o0,
|6|*>0 Supne{o’“’NTil} Atn ( { #})

we can not reproduce the proof of proposition 4.3. More precisely, we can prove
that

VK €Ty, vl €l = [—nuom - " B (5), oo + / ' @(&)dms)} ,
but we do not have the next step, which would be
VK € Ty, v/2e [—uouw + /Otl B0 )W (5), o oo + /Otl @(v%)dW(s)] .
Indeed, the intervals
ol [ 2R ol + [ 01w ()

may be different for each L € N'(K), and different from I.

One of the main key of the convergence of the Finite Volume Method for determin-
istic hyperbolic conservation laws is to find a lower bound and an upper bound to
the solution of the numerical scheme. Those lower and upper bounds are constant
solutions of the Finite Volume Method.

That is why, it would be interesting to explore the same philosophy for the bal-
ance law (78) driven by a multiplicative noise with a bounded multiplying factor
® satisfying (79). We could start by a standard real Brownian motion instead of
a cylindrical Wiener process and a ® : R — R verifying —oo < —®; < &(u) <
P < +00,Vu € R. We know that the Finite Volume Method is converging for
such ®; € Ry and —®; € R_ as it is proved in our article. Then, we could try
to compare the solution of the Finite Volume Method for a balance law driven by
®(u)dW and the solutions of the Finite Volume Method for balance laws driven
by —®1dW and ®;dW, using a stochastic order developed in [38]. It may give the
convergence of the Finite Volume Method as it is done in the deterministic case.

8.3. The convergence in LP(Q2 x TV x [0,7])? If we look in detail the proof
of theorem 7.1, from the convergence in probability, to get the convergence in
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LP(Q2 x TN x [0,T]), we have to improve the estimation (76) without min(1,.),

which is
T
/ / 110,70 () X vs(, 1) — vs(x,1)|” dwdt
o Jrv
[

J

E

(
“
(

!

17,1 () [lvs (., t)”ip(qyzv) dt)

T
<E

S—

1oy <t [os( Ol o) dt)

T
<E <1Q§\ /0 ||U6(-at)||iP(TN) dt)

Npr—1

- Z Z Aty | K|E(1ag [vg[?).

n=0 KeT

We tried two different ways, but we did not succeed due to the CFL condition.
We first tried to use the disjoint union

400
§=QanQ)JQaxns) [ J@aans) = J@ixn Q1)

i=2
and the exponential inequality (39) to have
—+oo
E(Log|vg|’) = ZE(lningi,m vk I?)
i=2
+oo . 2
—1)A
< Z [lluol|oo + iA|” 2 exp 2(1)(27)
i 1P, by T
0.5)2 = —(i — 1.5)\2
<expq 5=t luolloo + AP 2exp § sie—— 0,
{2|<I>||L2 H]R)T} 2 I pap—

which would converges towards 0 independently of §. But, we can have only one
CFL condition

0K

(83) At

Bl plwllet> <1 vK e T,vn e {0,---, Ny — 1},
we can not have

aK U, 1 .
(84) At, ||K||L| oletiX <9 VK e T,¥ne {0, ,Np—1},Vie {2,3,4,..}.

Then we tried to use the inequality

T
E </0 ||U6(-’t)H1£p(1rN) dt)
T T
g </ Jos(. ) —u<.,t>||’zp@w>dt> e </ ”“("“”ipmdt) |
0 0

with u(.,t) the unique solution of (1). The second term of the right-hand side of
T

the inequality is finite. The term / [los(., t) — u(., t)||1£p(TN) dt could be bounded
0
by a random variable which is in L1(€2), if we work at fixed w € . But the CFL
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condition would depend on w. That is not acceptable.

The fact is, we do not know how to control the terms v} when they do not belong
to Qg defined by (36). And finally, we do not know how they behave, even if we
can think that the property 3 in definition 2.2 which is: for all p € [1,+00), there
exists Cp, > 0 such that

E ( sup ||u<.,t>||§p(w)> -c,
t€[0,T]

should be transferred from the solution w(.,t) of (1) to the solution of the approx-

imation given by the Finite Volume Method.
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