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#### Abstract

In this work we derive a posteriori error estimates for the convection-diffusion-reaction equation coupled with the Darcy-Forchheimer problem by a nonlinear external source depending on the concentration of the fluid. We introduce the variational formulation associated to the problem, and discretize it by using the finite element method. We prove optimal a posteriori errors with two types of calculable error indicators. The first one is linked to the linearization and the second one to the discretization. Then we find upper and lower error bounds under additional regularity assumptions on the exact solutions. Finally, numerical computations are performed to show the effectiveness of the obtained error indicators.
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## 1. Introduction.

This work deals with the a posteriori error estimate of the Darcy-Forccheimer system coupled with the convection-diffusion-reaction equation. We consider following system of equations:

$$
(P)\left\{\begin{array}{clll}
\frac{\mu}{\rho} K^{-1} \mathbf{u}+\frac{\beta}{\rho}|\mathbf{u}| \mathbf{u}+\nabla p & =\mathbf{f}(\cdot, C) & & \text { in } \Omega, \\
\operatorname{div} \mathbf{u} & =0 & & \text { in } \Omega, \\
-\alpha \Delta C+\mathbf{u} \cdot \nabla C+r_{0} C & =g & & \text { in } \Omega, \\
\mathbf{u} \cdot \mathbf{n} & =0 & & \text { on } \Gamma, \\
C & & 0 & \\
\text { on } \Gamma,
\end{array}\right.
$$

where $\Omega \subset \mathbb{R}^{d}, d=2,3$, is a bounded simply-connected open domain, having a Lipschitz-continuous boundary $\Gamma$ with an outer unit normal $\mathbf{n}$. The unknowns are the velocity $\mathbf{u}$, the pressure $p$ and the concentration $C$ of the fluid. |.| denotes the Euclidean norm, $|\mathbf{u}|^{2}=\mathbf{u} \cdot \mathbf{u}$. The parameters $\rho, \mu$ and $\beta$ represent the density of the fluid, its viscosity and its dynamic viscosity, respectively. $\beta$ is also referred as Forchheimer number when it is a scalar positive constant. The diffusion coefficient $\alpha$ and the parameter $r_{0}$ are strictly positive constants. The function $\mathbf{f}$ represents an external force that depends on the concentration $C$ and the function $g$ represents an external concentration source. $K$ is the permeability tensor, assumed to be uniformly positive definite (i.e $x^{T} K x>0$ for all $x \in R^{d} \backslash\{\mathbf{0}\}$ ) and bounded such that there exist two positive real numbers $K_{m}$ and $K_{M}$ such that

$$
\begin{equation*}
0<K_{m} \leq\left\|K^{-1}\right\|_{L^{\infty}(\Omega)^{d \times d}} \leq K_{M} . \tag{1}
\end{equation*}
$$

It is important to note that $K_{m}$ should be smaller than the smallest eigenvalue of $K^{-1}$ over $\Omega$ and $K_{M}$ could be very large.

[^0]System $(P)$ represents the coupling of the Darcy-Forchheimer problem with the convection-diffusion-reaction equation satisfied by the concentration of the fluid. The same system can represent the coupling of the Darcy-Forchheimer system with the heat equation by replacing the concentration $C$ by the temperature $T$ and setting $r_{0}=0$.

Darcy's law (see [31] and [42] for the theoretical derivation) is an equation that describes the flow of a fluid through a porous medium. This law was formulated by Darcy based on experimental results. It is simply the first equation of the system $(P)$ where the dynamic viscosity $\beta=0$. In the case where the velocity of the fluid is higher and the porosity is non uniform, Forchheimer proposed the Darcy-Forchheimer equation (see [22]) which is the first equation of system ( $P$ ) by adding the non-linear term). Several numerical and theoretical studies of the Darcy-Forchheimer equation were performed, and among others we mention [25, $27,32,28,33]$.

For the coupling of Darcy's equation with the heat equation, we refer to [9] where the system is treated using a spectral method. The authors in [7] and [16] considered the same stationary system but coupled with a nonlinear viscosity that depends on the temperature. In [17], the authors derived an optimal a posteriori error estimate for each of the numerical schemes proposed in [7]. We can also refer to [3] where the authors used a vertex-centred finite volume method to discretize the coupled system. For physical applications of system $(P)$, we refer to [39]. In [36], we introduced the variational formulation associated to system $(P)$, and we showed uniqueness under additional constraints on the concentration. Then, we discretized the system by using the finite element method and we showed the existence and uniqueness of corresponding solutions. Moreover, we established the a priori error estimate between the exact and numerical solutions and introduced a numerical scheme where we studied the corresponding convergence.
I. Babuška was the first who introduced a posteriori analysis (see [4]), then it was developed by R. Verfürth [41], and has been the object of a large number of publications. Many works have established the a posteriori error estimates for the Darcy flow, see for instance $[2,10,11,29]$. In [17], the authors established a posteriori error estimates for Darcy's problem coupled with the heat equation. Sayah T. (see [34]) established the a posteriori error estimates for the Brinkman-DarcyForchheimer problem. Moreover, in [35], we established the a posteriori estimates for the Darcy-Forchheimer problem without the convection-diffusion-reaction equation. Furthermore, several works established the a priori and a posteriori errors for the time-dependent convection-diffusion-reaction equation coupled with Darcy's equation(see $[12,13])$.

The main goal of this work is to derive the a posteriori error estimates associated to the coupling system $(P)$ for the numerical scheme introduced in [36]. We start by recalling some auxiliary results from [36] concerning the discretization of system $(P)$, and the numerical scheme with the corresponding convergence. In a second step, we establish the a posteriori error estimates where the error between the exact and iterative numerical solutions are bounded by two types of local indicators: the indicators of discretization and the indicators of linearization. Then, we show the corresponding efficiency by bounding each indicator by the local error. Finally, we present some numerical computations in order to show the effectiveness of the proposed method.

The outline of the paper is as follows:

- Section 2 is devoted to the continuous problem.
- In section 3, we introduce the discrete and iterative problems and recall their main properties.
- In section 4 , we provide the error indicators and prove the upper and lower error bounds.
- Numerical results validating the theory are presented in section 5.

We further assume that the volumic and boundary sources satisfy the following conditions:

Assumption 1.1. The functions $\mathbf{f}$ and $g$ satisfy:
(1) $\mathbf{f}$ can be written as follows:

$$
\begin{equation*}
\forall \mathbf{x} \in \Omega, \forall C \in \mathbb{R}, \quad \mathbf{f}(\mathbf{x}, C)=\mathbf{f}_{0}(\mathbf{x})+\mathbf{f}_{1}(C) \tag{2}
\end{equation*}
$$

where $\mathbf{f}_{0} \in L^{\frac{3}{2}}(\Omega)^{d}$ and $\mathbf{f}_{1}$ is Lipschitz-continuous with constant $c_{\mathbf{f}_{1}}>0$, and verifies $\mathbf{f}_{1}(0)=0$. In particular we have

$$
\forall \xi \in \mathbb{R},\left|\mathbf{f}_{1}(\xi)\right| \leq c_{\mathbf{f}_{1}}|\xi|,
$$

(2) $g \in L^{2}(\Omega)$.

Remark 1.2. The decomposition of the source term $\mathbf{f}(x, C)=\mathbf{f}_{0}(\mathbf{x})+\mathbf{f}_{1}(C)$ in the coupling of the Darcy-Forchheimer model with the concentration equation (or heat equation with $r_{0}=0$ ) has physical explanations that can be related to real situations involving fluid flow and concentration transfer (or heat transfer). Indeed the term $\mathbf{f}_{0}(\mathbf{x})$ represents the source contribution related to fluid flow through porous media (modeled by the Darcy-Forchheimer equation), and the term $\mathbf{f}_{1}(C)$ represents the impact of the concentration on the source term. Therefore, the separation of the source term simplifies the treatment and the study of the considered coupling system.

## 2. Variational Formulation

In order to introduce the variational formulation, we recall some classical Sobolev spaces and their properties. Let $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, and let $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots\right.$, $\alpha_{d}$ ) be a vector of non negative integers, set $|\alpha|=\sum_{i=1}^{d} \alpha_{i}$, and define the partial derivative $\partial^{\alpha}$ by

$$
\partial^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \ldots \partial x_{d}^{\alpha_{d}}}
$$

Then, for any positive integer $m$ and number $p \geq 1$, we recall the classical Sobolev space $[1,30]$

$$
\begin{equation*}
W^{m, p}(\Omega)=\left\{v \in L^{p}(\Omega) ; \forall|\alpha| \leq m, \partial^{\alpha} v \in L^{p}(\Omega)\right\} \tag{3}
\end{equation*}
$$

equipped with the seminorm

$$
\begin{equation*}
|v|_{W^{m, p}(\Omega)}=\left(\sum_{|\alpha|=m} \int_{\Omega}\left|\partial^{\alpha} v\right|^{p} d \mathbf{x}\right)^{\frac{1}{p}} \tag{4}
\end{equation*}
$$

and the norm

$$
\begin{equation*}
\|v\|_{W^{m, p}(\Omega)}=\left(\sum_{0 \leq k \leq m}|v|_{W^{k, p}(\Omega)}^{p}\right)^{\frac{1}{p}} \tag{5}
\end{equation*}
$$

When $p=2$, this space is the Hilbert space $H^{m}(\Omega)$. The definitions of these spaces are extended straightforwardly to vectors, with the same notation, but with the following modification for the norms in the non-Hilbert case. Let $\mathbf{v}$ be a vector valued function; we set

$$
\begin{equation*}
\|\mathbf{v}\|_{L^{p}(\Omega)^{d}}=\left(\int_{\Omega}|\mathbf{v}|^{p} d \mathbf{x}\right)^{\frac{1}{p}} \tag{6}
\end{equation*}
$$

where |.| denotes the Euclidean vector norm.
For vanishing boundary values, we define

$$
\begin{align*}
H_{0}^{1}(\Omega) & =\left\{v \in H^{1}(\Omega) ; v_{\mid \Gamma}=0\right\}, \\
W_{0}^{1, q}(\Omega) & =\left\{v \in W^{1, q}(\Omega) ; v_{\left.\right|_{\Gamma}}=0\right\} . \tag{7}
\end{align*}
$$

We shall often use the following Sobolev embeddings: for any real number $p \geq 1$ when $d=2$, or $1 \leq p \leq \frac{2 d}{d-2}$ when $d \geq 3$, there exist constants $S_{p}$ and $S_{p}^{0}$ such that

$$
\begin{equation*}
\forall v \in H^{1}(\Omega),\|v\|_{L^{p}(\Omega)} \leq S_{p}\|v\|_{H^{1}(\Omega)} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall v \in H_{0}^{1}(\Omega),\|v\|_{L^{p}(\Omega)} \leq S_{p}^{0}|v|_{H^{1}(\Omega)} \tag{9}
\end{equation*}
$$

When $p=2$, (9) reduces to Poincaré's inequality.
To deal with the Darcy-Forchheimer, we recall the space

$$
\begin{equation*}
L_{0}^{2}(\Omega)=\left\{v \in L^{2}(\Omega) ; \int_{\Omega} v d \mathbf{x}=0\right\} . \tag{10}
\end{equation*}
$$

It follows from the nonlinear term in the system $(P)$ that the velocity $\mathbf{u}$ and the test function $\mathbf{v}$ must belong to $L^{3}(\Omega)^{d}$; then, the gradient of the pressure must belong to $L^{\frac{3}{2}}(\Omega)^{d}$. Furthermore, the concentration $C$ must be in $H_{0}^{1}(\Omega)$. Thus, we introduce the spaces (see [25])

$$
X=L^{3}(\Omega)^{d}, \quad M=W^{1, \frac{3}{2}}(\Omega) \cap L_{0}^{2}(\Omega), \quad Y=H_{0}^{1}(\Omega)
$$

Furthermore, we recall the following inf-sup condition between $X$ and $M$ (see [25]),

$$
\begin{equation*}
\inf _{q \in M} \sup _{\mathbf{v} \in X} \frac{\int_{\Omega} \mathbf{v}(\mathbf{x}) \cdot \nabla q(\mathbf{x}) d \mathbf{x}}{\|\mathbf{v}\|_{L^{3}(\Omega)^{d}}\|\nabla q\|_{L^{\frac{3}{2}}(\Omega)}}=1 \tag{11}
\end{equation*}
$$

We introduce the following variational formulation associated to problem $(P)$ :

$$
\left(V_{a}\right)\left\{\begin{array}{l}
\text { Find }(\mathbf{u}, p, C) \in X \times M \times Y \text { such that: } \\
\forall \mathbf{v} \in X, \frac{\mu}{\rho} \int_{\Omega}\left(K^{-1} \mathbf{u}(\mathbf{x})\right) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}|\mathbf{u}(\mathbf{x})| \mathbf{u}(\mathbf{x}) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x} \\
\quad+\int_{\Omega} \nabla p(\mathbf{x}) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x}=\int_{\Omega} \mathbf{f}(\mathbf{x}, C(\mathbf{x})) \cdot \mathbf{v}(\mathbf{x}) d \mathbf{x} \\
\forall q \in M, \int_{\Omega} \nabla q(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x}) d \mathbf{x}=0 \\
\forall S \in Y, \alpha \int_{\Omega} \nabla C(\mathbf{x}) \cdot \nabla S(\mathbf{x}) d \mathbf{x}+\int_{\Omega}(\mathbf{u} \cdot \nabla C)(\mathbf{x}) S(\mathbf{x}) d \mathbf{x} \\
\quad+r_{0} \int_{\Omega} C(\mathbf{x}) S(\mathbf{x}) d \mathbf{x}=\int_{\Omega} g(\mathbf{x}) S(\mathbf{x}) d \mathbf{x}
\end{array}\right.
$$

The existence and uniqueness of the solutions to the problem $\left(V_{a}\right)$ can be found in [36]. To study the discretization of the variational problem $\left(V_{a}\right)$, it is convenient to introduce the nonlinear mapping:

$$
\begin{aligned}
\mathcal{A}: \quad L^{3}(\Omega)^{d} & \mapsto L^{\frac{3}{2}}(\Omega)^{d} \\
\mathbf{v} & \mapsto \mathcal{A}(\mathbf{v})=\frac{\mu}{\rho} K^{-1} \mathbf{v}+\frac{\beta}{\rho}|\mathbf{v}| \mathbf{v}
\end{aligned}
$$

We refer to $[25,21]$ for the following useful results.
Property 2.1. $\mathcal{A}$ satisfies the following properties:
(1) $\mathcal{A}$ maps $L^{3}(\Omega)^{d}$ into $L^{\frac{3}{2}}(\Omega)^{d}$ and we have for all $\mathbf{v} \in L^{3}(\Omega)^{d}$ :

$$
\|\mathcal{A}(\mathbf{v})\|_{L^{\frac{3}{2}}(\Omega)^{d}} \leq \frac{\mu}{\rho}\left\|K^{-1}\right\|_{\infty}\|\mathbf{v}\|_{L^{\frac{3}{2}}(\Omega)^{d}}+\frac{\beta}{\rho}\|\mathbf{v}\|_{L^{3}(\Omega)^{d}}^{2}
$$

(2) For all $(\mathbf{v}, \mathbf{w}) \in \mathbb{R}^{d} \times \mathbb{R}^{d}$, we have,

$$
\begin{equation*}
|\mathcal{A}(\mathbf{v})-\mathcal{A}(\mathbf{w})| \leq\left(\frac{\mu}{\rho}\left\|K^{-1}\right\|_{\infty}+\frac{\beta}{\rho}(|\mathbf{v}|+|\mathbf{w}|)\right)|\mathbf{v}-\mathbf{w}| . \tag{12}
\end{equation*}
$$

(3) $\mathcal{A}$ is monotone from $L^{3}(\Omega)^{d}$ into $L^{\frac{3}{2}}(\Omega)^{d}$, and we have for all $\mathbf{v}, \mathbf{w} \in$ $L^{3}(\Omega)^{d}$,

$$
\begin{align*}
& \int_{\Omega}(\mathcal{A}(\mathbf{v}(\mathbf{x}))-\mathcal{A}(\mathbf{w}(\mathbf{x}))) \cdot(\mathbf{v}(\mathbf{x})-\mathbf{w}(\mathbf{x})) d \mathbf{x}  \tag{13}\\
\geq & \max \left(c_{m}\|\mathbf{v}-\mathbf{w}\|_{L^{3}(\Omega)^{d}}^{3}, \frac{\mu}{\rho} K_{m}\|\mathbf{v}-\mathbf{w}\|_{L^{2}(\Omega)^{d}}^{2}\right),
\end{align*}
$$

where $c_{m}$ is a strictly positive constant.
(4) $\mathcal{A}$ is coercive in $L^{3}(\Omega)^{d}$ :

$$
\lim _{\|\mathbf{u}\|_{L^{3}(\Omega)^{d} \rightarrow \infty}} \frac{\int_{\Omega} \mathcal{A}(\mathbf{u}) \cdot \mathbf{u} d \mathbf{x}}{\|\mathbf{u}\|_{L^{3}(\Omega)^{d}}}=+\infty .
$$

(5) $\mathcal{A}$ is hemi-continuous in $L^{3}(\Omega)^{d}$ : for fixed $\mathbf{u}, \mathbf{v} \in L^{3}(\Omega)^{d}$, the mapping

$$
t \longrightarrow \int_{\Omega} \mathcal{A}(\mathbf{u}+t \mathbf{v}) \cdot \mathbf{v} d \mathbf{x}
$$

is continuous from $\mathbb{R}$ into $\mathbb{R}$.

## 3. Discretization

In this section, we recall the discretization of problem $(P)$ introduced in [36], and restrict the analysis to dimensions $d=2,3$. We begin by introducing a nonlinear discrete problem associated to $(P)$ and then we recall the corresponding properties (bounds of the discrete solution, a priori error estimate, ...). Next, we introduce an iterative problem in order to approximate the solution of the nonlinear discrete problem and to establish the corresponding bound and convergence under some assumptions.

We assume that $\Omega$ is a polygon when $d=2$ or polyhedron when $d=3$, so it can be completely meshed. Next, we describe the space discretization. A regular family of triangulations (see Ciarlet [14]) $\left(\mathcal{T}_{h}\right)_{h}$ of $\Omega$, is a set of closed non degenerate triangles for $d=2$ or tetrahedra for $d=3$, called elements, satisfying

- for each $h, \bar{\Omega}$ is the union of all elements of $\mathcal{T}_{h}$;
- the intersection of two distinct elements of $\mathcal{T}_{h}$ is either empty, a common vertex, or an entire common edge (or face when $d=3$ );
- the ratio of the diameter $h_{\kappa}$ of an element $\kappa \in \mathcal{T}_{h}$ to the diameter $\rho_{\kappa}$ of its inscribed circle when $d=2$ or ball when $d=3$ is bounded by a constant independent of $h$, that is, there exists a strictly positive constant $\sigma$ independent of $h$ such that,

$$
\begin{equation*}
\max _{\kappa \in \mathcal{T}_{h}} \frac{h_{\kappa}}{\rho_{\kappa}} \leq \sigma \tag{14}
\end{equation*}
$$

As usual, $h$ denotes the maximal diameter of all elements of $\mathcal{T}_{h}$. To define the finite element functions, let $r$ be a non negative integer. For each $\kappa$ in $\mathcal{T}_{h}$, we denote by $\mathbb{P}_{r}(\kappa)$ the space of restrictions to $\kappa$ of polynomials in $d$ variables and total degree at most $r$, with a similar notation on the faces or edges of $\kappa$. For every edge (when $d=2$ ) or face (when $d=3$ ) $e$ of the mesh $\mathcal{T}_{h}$, we denote by $h_{e}$ the diameter of $e$.

In order to use inverse inequalities, we assume that the family or triangulations is uniformly regular in the following sense: there exists $\beta_{0}>0$ such that, for every element $\kappa \in \mathcal{T}_{h}$, we have

$$
\begin{equation*}
h_{\kappa} \geq \beta_{0} h . \tag{15}
\end{equation*}
$$

We shall use the following inverse inequality: for any numbers $p, q \geq 2$, for any dimension $d$, and for any non negative integer $r$, there exist constants $c_{I}(p)>0$, $c_{J}(q)>0$, and $c_{L}>0$ such that for any polynomial function $v_{h}$ of degree $r$ on an element $\kappa$ or an edge (when $d=2$ ) or face (when $d=3$ ) e of the mesh $\mathcal{T}_{h}$,

$$
\begin{align*}
& \left\|v_{h}\right\|_{L^{p}(\kappa)} \leq c_{I}(p) h_{\kappa}^{\frac{d}{p}-\frac{d}{2}}\left\|v_{h}\right\|_{L^{2}(\kappa)}, \\
& \left\|v_{h}\right\|_{L^{q}(e)} \leq c_{J}(q) h_{e^{\frac{d-1}{q}}-\frac{d-1}{2}}^{\|}\left\|v_{h}\right\|_{L^{2}(e)},  \tag{16}\\
& \left|v_{h}\right|_{H^{1}(\kappa)} \leq c_{L} h_{\kappa}^{\frac{d}{2}-\frac{d}{p}-1}\left\|v_{h}\right\|_{L^{p}(\kappa)},
\end{align*}
$$

where $c_{I}, c_{J}$ and $c_{L}$ depend on the regularity parameter $\sigma$ of (14).
Let $X_{h} \subset X, M_{h} \subset M$ and $Y_{h} \subset Y$ be the discrete spaces corresponding to the velocity, the pressure and the concentration. In the following section we will give the explicit form of these spaces and introduce a nonlinear discrete problem.
3.1. Discrete Scheme. We recall the discrete problem introduced in [36]: Find $\left(\mathbf{u}_{h}, p_{h}, C_{h}\right) \in X_{h} \times M_{h} \times Y_{h}$ such that

$$
\left(V_{a h}\right)\left\{\begin{array}{l}
\forall \mathbf{v}_{h} \in X_{h}, \quad \int_{\Omega} \mathcal{A}\left(\mathbf{u}_{h}\right) \cdot \mathbf{v}_{h} d \mathbf{x}+\int_{\Omega} \nabla p_{h} \cdot \mathbf{v}_{h} d \mathbf{x}=\int_{\Omega} \mathbf{f}\left(C_{h}\right) \cdot \mathbf{v}_{h} d \mathbf{x}  \tag{17}\\
\forall q_{h} \in M_{h}, \quad \int_{\Omega} \nabla q_{h} \cdot \mathbf{u}_{h} d \mathbf{x}=0 \\
\forall S_{h} \in Y_{h}, \alpha \int_{\Omega} \nabla C_{h} \cdot \nabla S_{h} d \mathbf{x}+\int_{\Omega}\left(\mathbf{u}_{h} \cdot \nabla C_{h}\right) S_{h} d \mathbf{x} \\
\\
\quad+\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}\right) C_{h} S_{h} d \mathbf{x}+r_{0} \int_{\Omega} C_{h} S_{h} d \mathbf{x}=\int_{\Omega} g S_{h} d \mathbf{x}
\end{array}\right.
$$

In the following, we will introduce the finite dimension spaces $X_{h}, M_{h}$ and $Y_{h}$. Let $\kappa$ be an element of $\mathcal{T}_{h}$ with vertices $a_{i}, 1 \leq i \leq d+1$, and corresponding barycentric coordinates $\lambda_{i}$. We denote by $b_{\kappa} \in \mathbb{P}_{d+1}(\kappa)$ the basic bubble function :

$$
\begin{equation*}
b_{\kappa}(\mathbf{x})=\lambda_{1}(\mathbf{x}) \ldots \lambda_{d+1}(\mathbf{x}) . \tag{18}
\end{equation*}
$$

We observe that $b_{\kappa}(\mathbf{x})=0$ on $\partial \kappa$ and that $b_{\kappa}(\mathbf{x})>0$ in the interior of $\kappa$.
We introduce the following discrete spaces:

$$
\begin{align*}
X_{h} & =\left\{\mathbf{v}_{h} \in\left(\mathcal{C}^{0}(\bar{\Omega})\right)^{d} ; \forall \kappa \in \mathcal{T}_{h},\left.\mathbf{v}_{h}\right|_{\kappa} \in \mathcal{P}(\kappa)^{d}\right\}, \\
M_{h} & =\left\{q_{h} \in C^{0}(\bar{\Omega}) ; \forall \kappa \in \mathcal{T}_{h},\left.q_{h}\right|_{\kappa} \in \mathbb{P}_{1}(\kappa)\right\} \cap L_{0}^{2}(\Omega), \\
Y_{h} & =\left\{q_{h} \in C^{0}(\bar{\Omega}) ; \forall \kappa \in \mathcal{T}_{h},\left.q_{h}\right|_{\kappa} \in \mathbb{P}_{1}(\kappa)\right\} \cap H_{0}^{1}(\Omega),  \tag{19}\\
V_{h} & =\left\{\mathbf{v}_{h} \in X_{h} ; \forall q_{h} \in M_{h}, \int_{\Omega} \nabla q_{h} \cdot \mathbf{v}_{h} d \mathbf{x}=0\right\},
\end{align*}
$$

where

$$
\mathcal{P}(\kappa)=\mathbb{P}_{1}(\kappa) \oplus \operatorname{Vect}\left\{b_{\kappa}\right\} .
$$

In this case, the following inf-sup condition holds [24]:

$$
\begin{equation*}
\forall q_{h} \in M_{h}, \sup _{\mathbf{v}_{h} \in X_{h}} \frac{\int_{\Omega} \nabla q_{h} \cdot \mathbf{v}_{h} d \mathbf{x}}{\left\|\mathbf{v}_{h}\right\|_{X_{h}}} \geq \beta_{2}\left\|q_{h}\right\|_{M_{h}} \tag{20}
\end{equation*}
$$

where $\beta_{2}$ is a strictly positive constant independent of $h$.
The existence and uniqueness of solutions of problem ( $V_{a h}$ ) can be deduced from inf-sup condition (20) (see for instance [36]).

In order to recall the a priori error estimates and establish later the a posteriori error bounds, we will introduce some projection operators. We shall use the following results (see [36] and [35]):
(1) For the concentration: there exists an approximation operator (when $d=2$, see Bernardi and Girault [8] or Clément [15]; when $d=2$ or $d=3$, see Scott and Zhang [38]), $R_{h}$ in the space of linear continous operators from $W^{1, p}(\Omega)$ to $Y_{h}, \mathcal{L}\left(W^{1, p}(\Omega) ; Y_{h}\right)$, such that for all $\kappa$ in $\mathcal{T}_{h}, m=0,1, l=0,1$, and all $p \geq 1$,

$$
\begin{equation*}
\forall S \in W^{l+1, p}(\Omega),\left|S-R_{h}(S)\right|_{W^{m, p}(\kappa)} \leq c(p, m, l) h^{l+1-m}|S|_{W^{l+1, p}\left(\Delta_{\kappa}\right)} \tag{21}
\end{equation*}
$$

where $\Delta_{\kappa}$ is the macro element containing the values of $S$ used in defining $R_{h}(S)$. Furthermore for all $\kappa$ in $\mathcal{T}_{h}$, for all $e$ in $\partial \kappa$ and for all $S \in H^{1}(\Omega)$,

$$
\left\|S-R_{h} S\right\|_{L^{2}(e)} \leq c_{e} h_{e}^{1 / 2}|S|_{H^{1}\left(w_{e}\right)}
$$

where $c_{e}>0$ is a positive constant independent of $h$ and $w_{e}$ is the union of elements of $\mathcal{T}_{h}$ that intersect $e$.
(2) For the velocity: We introduce a variant of $R_{h}$ denoted by $\mathcal{F}_{h}$ that is stable over $L^{p}(\Omega)^{d}$ :

$$
\left\|\mathcal{F}_{h} \mathbf{u}\right\|_{L^{p}(\Omega)^{d}} \leq C_{p}\|\mathbf{u}\|_{L^{p}(\Omega)^{d}}, \quad \text { for all } p \geq 1
$$

(see Appendix in [23])
(3) For the pressure: Let $r_{h}$ be a Clément-type interpolation operator [15]. We have the following error estimate: for all $\kappa$ in $\mathcal{T}_{h}$, for all $e$ in $\partial \kappa$ and for all $q \in W^{1,3 / 2}(\Omega)$,

$$
\left\|q-r_{h} q\right\|_{L^{3 / 2}(\kappa)} \leq c_{\kappa} h_{\kappa}|q|_{W^{1,3 / 2}\left(w_{\kappa}\right)}
$$

and

$$
\begin{equation*}
\left\|q-r_{h} q\right\|_{L^{3 / 2}(e)} \leq c_{e} h_{e}^{1 / 3}|q|_{W^{1,3 / 2}\left(w_{e}\right)} \tag{25}
\end{equation*}
$$

where $c_{e}>0$ and $c_{\kappa}>0$ are constants independent of $h$, and $\omega_{\kappa}$ is the union of elements of $\mathcal{T}_{h}$ that intersect $\kappa$, including $\kappa$ itself.
We recall the following theorem of a priori error estimates betwen the exact solution ( $\mathbf{u}, p, C$ ) of Problem ( $V_{a}$ ) and discrete solution ( $\mathbf{u}_{h}, p_{h}, C_{h}$ ) of Problem $\left(V_{a h}\right)$ [36]:

Theorem 3.1. Under Assumption 1.1, let $\left(\mathbf{u}_{h}, p_{h}, C_{h}\right)$ be a solution of problem $\left(V_{a h}\right)$, and $(\mathbf{u}, p, C)$ be a solution of problem $\left(V_{a}\right)$. If $(\mathbf{u}, p, C)$ are such that $C \in$ $H^{2}(\Omega), \mathbf{u} \in W^{1,3}(\Omega)^{d}$ and $p \in H^{2}(\Omega)$, and satisfies the following condition:

$$
\begin{equation*}
S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)} \leq \frac{\alpha \mu K_{m}}{2 \sqrt{2} \rho c_{\mathbf{f}_{1}} S_{2}^{0}}, \tag{26}
\end{equation*}
$$

then, we have the following a priori error estimates:

$$
\begin{equation*}
\left|C-C_{h}\right|_{H^{1}(\Omega)}+\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}+\left\|\nabla\left(p-p_{h}\right)\right\|_{L^{\frac{3}{2}}(\Omega)^{d}} \leq c_{1} h \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{u}-\mathbf{u}_{h}\right\|_{L^{3}(\Omega)^{d}} \leq c_{2} h^{2 / 3} \tag{28}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are strictly positive constants independent of $h$.
The following proposition gives a bound for the discrete velocity in $L^{6}(\Omega)^{d}$ which will be used in Section 4.

Proposition 3.2. Under the assumptions of Theorem 3.1, we have the following bound:

$$
\begin{equation*}
\left\|\mathbf{u}_{h}\right\|_{L^{6}(\Omega)^{d}} \leq \hat{c}(\mathbf{u}, p, C) \tag{29}
\end{equation*}
$$

where $\hat{c}(\mathbf{u}, p, C)$ is a positive constant independent of $h$.
Proof. As $\mathbf{u} \in W^{1,3}(\Omega)^{d} \subset L^{6}(\Omega)^{d}$, and using a triangle inequality, we start from the following bound

$$
\left\|\mathbf{u}_{h}\right\|_{L^{6}(\Omega)^{d}} \leq\left\|\mathbf{u}_{h}-\mathcal{F}_{h} u\right\|_{L^{6}(\Omega)^{d}}+\left\|\mathcal{F}_{h} u\right\|_{L^{6}(\Omega)^{d}}
$$

Using the fact that the operator $\mathcal{F}_{h}$ is stable over $L^{6}(\Omega)^{d} \quad$ (relation (23) for $p=6$ ), and that the mesh is uniformly regular, we get the bound

$$
\begin{align*}
\left\|\mathbf{u}_{h}\right\|_{L^{6}(\Omega)^{d}} & \leq c h^{-d / 3}\left\|\mathbf{u}_{h}-\mathcal{F}_{h} u\right\|_{L^{2}(\Omega)^{d}}+c\|\mathbf{u}\|_{L^{6}(\Omega)^{d}}  \tag{30}\\
& \leq c h^{-d / 3}\left(\left\|\mathbf{u}_{h}-\mathbf{u}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{u}-\mathcal{F}_{h} u\right\|_{L^{2}(\Omega)^{d}}\right)+c\|\mathbf{u}\|_{L^{6}(\Omega)^{d}}
\end{align*}
$$

Finally, using the a priori error estimates, the properties of the operator $\mathcal{F}_{h}$, we get the desired result.
3.2. Successive approximations. As the problem is nonlinear, we introduce a straightforward successive approximation algorithm (see [36]) which converges to the discrete solution $\left(\mathbf{u}_{h}, p_{h}, C_{h}\right)$ of Problem ( $V_{a h}$ ) under suitable conditions. The algorithm proceeds as follows: let $\mathbf{u}_{0}^{h} \in X_{h}$ and $C_{h}^{0} \in Y_{0}$ the initial guesses. Having $\left(\mathbf{u}_{h}^{i}, C_{h}^{i}\right) \in X_{h} \times Y_{h}$ at each iteration $i$, we compute $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right) \in$ $X_{h} \times M_{h} \times Y_{h}$, such that

$$
\left(V_{a h i}\right)\left\{\begin{array}{l}
\forall \mathbf{v}_{h} \in X_{h}, \gamma \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v}_{h} d \mathbf{x}+\frac{\mu}{\rho} \int_{\Omega}\left(K^{-1} \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v}_{h} d \mathbf{x} \\
\quad+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1} \cdot \mathbf{v}_{h} d \mathbf{x}+\int_{\Omega} \nabla p_{h}^{i+1} \cdot \mathbf{v}_{h} d \mathbf{x}=\int_{\Omega} \mathbf{f}\left(C_{h}^{i}\right) \cdot \mathbf{v}_{h} d \mathbf{x}, \\
\forall q_{h} \in M_{h}, \int_{\Omega} \nabla q_{h} \cdot \mathbf{u}_{h}^{i+1} d \mathbf{x}=0, \\
\forall S_{h} \in Y_{h}, \alpha \int_{\Omega} \nabla C_{h}^{i+1} \cdot \nabla S_{h} d \mathbf{x}+\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}\right) S_{h} d \mathbf{x} \\
\quad+\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}\right) C_{h}^{i+1} S_{h} d \mathbf{x}+r_{0} \int_{\Omega} C_{h}^{i+1} S_{h} d \mathbf{x}=\int_{\Omega} g S_{h} d \mathbf{x},
\end{array}\right.
$$

where $\gamma$ is a real strictly positive parameter. Later on, the parameter $\gamma$ will be chosen to ensure the convergence of algorithm $\left(V_{a h i}\right)$. At each iteration $i$, having $\mathbf{u}_{h}^{i}$ and $C_{h}^{i}$, the first two lines of ( $V_{a h i}$ ) computes $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}\right)$. Next, we substitute $\mathbf{u}_{h}^{i+1}$ by its value in the third equation of $\left(V_{a h i}\right)$ to compute $C_{h}^{i+1}$.

The additional term $\gamma \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v}_{h} d \mathbf{x}$ was added to ensure the convergence of the algorithm by calibrating the parameter $\gamma$. In fact, without this additional term, the convergence becomes more complex and requires additional assumptions on the exact solution.

For the existence and uniqueness of the solution of problem $\left(V_{a h i}\right)$, we recall the following theorems (see [36]) with few modifications that give the parameter $\gamma$ explicitly. The main ideas in the proof are exactly the same but for the reader convenience, we detailed some steps.
Theorem 3.3. In addition to assumption 1.1, we suppose that $\mathbf{f}_{0} \in L^{2}(\Omega)^{d}$. For each $\left(\mathbf{u}_{h}^{i}, C_{h}^{i}\right) \in X_{h} \times Y_{h}$, problem ( $V_{\text {ahi }}$ ) admits a unique solution $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ $\in X_{h} \times M_{h} \times Y_{h}$. Moreover, we have the following bound

$$
\begin{equation*}
\left|C_{h}^{i+1}\right|_{1, \Omega} \leq \frac{S_{2}^{0}}{\alpha}\|g\|_{L^{2}(\Omega)} \tag{31}
\end{equation*}
$$

Furthermore, if the initial value $\mathbf{u}_{h}^{0}$ satisfies the condition

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{0}\right\|_{L^{2}(\Omega)^{d}} \leq L_{1}(\mathbf{f}, g) \tag{32}
\end{equation*}
$$

where

$$
L_{1}(\mathbf{f}, g)=\frac{\rho}{\mu K_{m}}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)
$$

and if $\gamma \geq \gamma_{*}$ with

$$
\begin{gather*}
\gamma_{*}=\frac{32 \beta}{27 \rho} c_{I}^{3} h^{-d / 2}\left(\frac{\rho}{\mu K_{m}}+\frac{\rho K_{M}}{\mu K_{m}^{2}}\right)\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right) \\
+\frac{32 \beta^{2}}{27 \rho \mu^{3} K_{m}^{3}} c_{I}^{6} h^{-d}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)^{2} \tag{33}
\end{gather*}
$$

then, the following inequalities hold

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \leq L_{1}(\mathbf{f}, g) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \leq\left(\frac{\mu K_{m}}{\beta}+\frac{\gamma \rho}{\beta}\right) L_{1}^{2}(\mathbf{f}, g) \tag{35}
\end{equation*}
$$

Proof. To prove the existence and uniqueness of the solution of Problem ( $V_{a h i}$ ) which is a square finite dimension linear system, it suffices to show the uniqueness which is readily checked for each $\left(\mathbf{u}_{h}^{i}, C_{h}^{i}\right) \in X_{h} \times Y_{h}$. In fact, let $\left(\mathbf{u}_{h, 1}^{i+1}, p_{h, 1}^{i+1}, C_{h, 1}^{i+1}\right)$ and $\left(\mathbf{u}_{h, 2}^{i+1}, p_{h, 2}^{i+1}, C_{h, 2}^{i+1}\right)$ be two solutions of problem $\left(V_{a h i}\right)$. Denote $\mathbf{w}_{h}=\mathbf{u}_{h, 1}^{i+1}-\mathbf{u}_{h, 2}^{i+1}$ and $\xi_{h}=p_{h, 1}^{i+1}-p_{h, 2}^{i+1}$. We deduce from the problem $\left(V_{a h i}\right)$ that $\left(\mathbf{w}_{h}, \xi_{h}\right)$ is the solution of the following problem

$$
\begin{cases}\forall v_{h} \in X_{h}, & \gamma \int_{\Omega} \mathbf{w}_{h} \cdot \mathbf{v}_{h} d \mathbf{x}+\frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{w}_{h} \cdot \mathbf{v}_{h} d \mathbf{x} \\ & +\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i}\right| \mathbf{w}_{h} \cdot \mathbf{v}_{h} d \mathbf{x}+\int_{\Omega} \nabla \xi_{h} \cdot \mathbf{v}_{h} d \mathbf{x}=0 \\ \forall q_{h} \in M_{h}, & \int_{\Omega} \nabla q_{h} \cdot \mathbf{w}_{h} d \mathbf{x}=0\end{cases}
$$

Taking $\left(\mathbf{v}_{h}, q_{h}\right)=\left(\mathbf{w}_{h}, \xi_{h}\right)$ and remarking that $\int_{\Omega}\left|\mathbf{u}_{h}^{i} \| \mathbf{w}_{h}\right|^{2} d \mathbf{x}$ is non negative, we obtain by using the properties of $K^{-1}$, the following bound

$$
\left(\gamma+\frac{\mu K_{m}}{\rho}\right)\left\|\mathbf{w}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \leq 0
$$

Thus, we deduce that $\mathbf{w}_{h}=0\left(\mathbf{u}_{h, 1}^{i+1}=\mathbf{u}_{h, 2}^{i+1}\right)$. The discrete inf-sup condition (20) implies that $\xi_{h}=0\left(p_{h, 1}^{i+1}=p_{h, 2}^{i+1}\right)$. This gives the uniqueness of the velocity and the pressure for each iteration $i$.
Let us now prove the uniqueness of the concentration. We denote by $C_{h}^{i+1}=$
$C_{h, 1}^{i+1}-C_{h, 2}^{i+1}$. Then, the third equation of problem $\left(V_{a h i}\right)$ gives: Find $C_{h}^{i+1} \in Y_{h}$ such that for all $S_{h} \in Y_{h}$

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla C_{h}^{i+1} \cdot \nabla S_{h} d \mathbf{x}+\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}\right) S_{h} d \mathbf{x}  \tag{36}\\
& \quad+\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}\right) C_{h}^{i+1} S_{h} d \mathbf{x}+r_{0} \int_{\Omega} C_{h}^{i+1} S_{h} d \mathbf{x}=0
\end{align*}
$$

where $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}\right)$ is the unique solution of the first two equations of problem $\left(V_{a h i}\right)$. By taking $S_{h}=C_{h}^{i+1}$ and using the antisymmetric property we get the uniqueness of the concentration.

The bound (31) can be deduced immediately by taking $S_{h}=C_{h}^{i+1}$ in the third equation of problem $\left(V_{a h i}\right)$, and by using the Cauchy-Schwartz inequality.
To prove the bound (34), we need first to estimate the error $\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}$ in terms of the previous value $\mathbf{u}_{h}^{i}$. Taking the first equation of problem ( $V_{a h i}$ ) with $\mathbf{v}_{h}=\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i} \in V_{h}$ yields

$$
\begin{aligned}
& \gamma\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{u}_{h}^{i+1} \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x} \\
& \quad+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1} \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x}=\int_{\Omega} \mathbf{f}\left(C_{h}^{i}\right) \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x} .
\end{aligned}
$$

By inserting $\mathbf{u}_{h}^{i}$ in the second and third terms of the last equation, we get,

$$
\begin{align*}
\gamma \| & \mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i} \|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu}{\rho} \int_{\Omega} K^{-1}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x} \\
& +\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i}\right| \| \mathbf{u}_{h}^{i+1}-\left.\mathbf{u}_{h}^{i}\right|^{2} d \mathbf{x}  \tag{37}\\
& =\int_{\Omega} \mathbf{f}\left(C_{h}^{i}\right) \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x}-\frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{u}_{h}^{i} \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x} \\
& -\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i} \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) d \mathbf{x} .
\end{align*}
$$

Using the properties of $K^{-1}$, the Cauchy-Schwartz inequality and relation (16) give the following

$$
\begin{align*}
& \gamma\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}  \tag{38}\\
& \quad \leq\left\|\mathbf{f}\left(C_{h}^{i}\right)\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}+\frac{\mu K_{M}}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+\frac{\beta}{\rho} C_{I}^{3} h^{-d / 2}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}
\end{align*}
$$

We simplify by $\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}$ to obtain:

$$
\begin{aligned}
(\gamma & \left.+\frac{\mu K_{m}}{\rho}\right)\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \\
& \leq\left\|\mathbf{f}\left(C_{h}^{i}\right)\right\|_{L^{2}(\Omega)^{d}}+\frac{\mu K_{M}}{\rho}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}+\frac{\beta}{\rho} c_{I}^{3} h^{-\frac{d}{2}}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2} .
\end{aligned}
$$

Using the properties of $\mathbf{f}$ and the bound of the concentration (31), we get the following estimate:

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \leq L_{2}\left(\mathbf{f}, g,\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right), \tag{39}
\end{equation*}
$$

where
$L_{2}(\mathbf{f}, g, \eta)=\frac{\rho}{\mu K_{m}}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}+\frac{\mu K_{M}}{\rho} \eta+\frac{\beta}{\rho} c_{I}^{3} h^{-\frac{d}{2}} \eta^{2}\right), \quad \eta \in \mathbb{R}_{+}$.
Then, we are now in position to show relation (34). We consider the first equation of problem $\left(V_{a h i}\right)$ with $\mathbf{v}_{h}=\mathbf{u}_{h}^{i+1}$, and obtain

$$
\begin{align*}
& \gamma \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{u}_{h}^{i+1} d \mathbf{x}+\frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{u}_{h}^{i+1} \cdot \mathbf{u}_{h}^{i+1} d \mathbf{x}+\frac{\beta}{\rho}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \\
& \quad=\int_{\Omega} \mathbf{f}\left(C_{h}^{i}\right) \cdot \mathbf{u}_{h}^{i+1} d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left(\left|\mathbf{u}_{h}^{i+1}\right|-\left|\mathbf{u}_{h}^{i}\right|\right)\left|\mathbf{u}_{h}^{i+1}\right|^{2} d \mathbf{x} . \tag{40}
\end{align*}
$$

Using the properties of $K^{-1}$, the Cauchy-Schwarz inequality and the relations $a b \leq$ $\frac{1}{2 \varepsilon} a^{2}+\frac{\varepsilon}{2} b^{2}$ and $a^{2} b \leq \frac{1}{3}\left(\frac{1}{\delta^{3}} b^{3}+2 \delta^{\frac{3}{2}} a^{3}\right)$ with $\varepsilon=\frac{\mu K_{m}}{\rho}$ and $\delta=\left(\frac{3 \beta}{4 \rho}\right)^{2 / 3}$, we get

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\beta}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3}  \tag{41}\\
& \quad \leq \frac{\rho}{2 \mu K_{m}}\left\|\mathbf{f}\left(C_{h}^{i}\right)\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{3}
\end{align*}
$$

We denote by

$$
c_{1}\left(\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right)=\frac{\gamma}{2}-\frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2} L_{2}\left(\mathbf{f}, g,\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right)
$$

which is not necessarily positive at this level. Therefore, by using the bound (39), we obtain the following bound:

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+c_{1}\left(\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right)\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\beta}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \leq \frac{\mu K_{m}}{2 \rho} L_{1}^{2}(\mathbf{f}, g) \tag{42}
\end{align*}
$$

We now prove estimate (34) by induction on $i \geq 1$ under some condition on $\gamma$ that we will determine. Starting with relation (32), we suppose that we have

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \leq L_{1}(\mathbf{f}, g) . \tag{43}
\end{equation*}
$$

We have two situations:

- $\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \leq\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}$, which immediately leads to

$$
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \leq L_{1}(\mathbf{f}, g)
$$

- $\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \geq\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}$. By using the induction condition (43) and the fact that the function $L_{2}$ is increasing with respect to $\eta$, we chose

$$
\begin{align*}
\frac{\gamma}{2} & \geq \frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2} L_{2}\left(\mathbf{f}, g, L_{1}(\mathbf{f}, g)\right)  \tag{44}\\
& \geq \frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2} L_{2}\left(\mathbf{f}, g,\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right),
\end{align*}
$$

to get $c_{1}\left(\left\|\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\right) \geq 0$, and deduce from relation (42) that

$$
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \leq L_{1}(\mathbf{f}, g)
$$

Then relation (34) holds. The bound (35) is a simple consequence of (42) and (34). Now we focus on the inequality (44). It is easy to show that $\forall \eta \in \mathbb{R}_{+}$,

$$
\begin{equation*}
L_{2}(\mathbf{f}, g, \eta) \leq \frac{\rho}{\mu K_{m}}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+\frac{c_{\mathbf{f}_{1}}\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)+\frac{K_{M}}{K_{m}} \eta+\frac{\beta}{\rho} c_{I}^{3} h^{-\frac{d}{2}} \frac{\rho}{\mu K_{m}} \eta^{2} \tag{45}
\end{equation*}
$$ and then to get by using the definition of $L_{1}$ :

$$
\begin{align*}
L_{2}\left(\mathbf{f}, g, L_{1}(\mathbf{f}, g)\right) & \leq\left(\frac{\rho}{\mu K_{m}}+\frac{\rho K_{M}}{\mu K_{m}^{2}}\right)\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right) \\
& +\frac{\beta \rho^{2}}{\mu^{3} K_{m}^{3}} c_{I}^{3} h^{-d / 2}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)^{2} . \tag{46}
\end{align*}
$$

Relation (44) and the last inequality allow us to obtain

$$
\frac{\gamma}{2}-\frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2} L_{2}\left(\mathbf{f}, g, L_{1}(\mathbf{f}, g)\right) \geq \phi(\gamma)
$$

with

$$
\begin{align*}
\phi(\gamma)=\frac{\gamma}{2} & -\frac{16 \beta}{27 \rho} c_{I}^{3} h^{-d / 2}\left(\frac{\rho}{\mu K_{m}}+\frac{\rho K_{M}}{\mu K_{m}^{2}}\right)\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)  \tag{47}\\
& -\frac{16 \beta^{2}}{27 \rho \mu^{3} K_{m}^{3}} c_{I}^{6} h^{-d}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)^{2}
\end{align*}
$$

We remark that $\phi(\gamma)$ is a polynomial of first degree with respect to $\gamma$ with only root $\gamma_{*}>0$. Finally, we get $\phi(\gamma) \geq 0$ for all $\gamma \geq \gamma_{*}$.

We mention that the bounds of the iterative velocity ((34) and (35)) are obtained under the condition $\gamma \geq \gamma_{*}$. It is important to note that $\gamma_{*}$ is not easy to compute and depends on the mesh step $h$.

The next theorem shows the convergence of the solution $\left(\mathbf{u}_{h}^{i}, p_{h}^{i}, C_{h}^{i}\right)$ of problem $\left(V_{a h i}\right)$ to the discrete solution $\left(\mathbf{u}_{h}, p_{h}, C_{h}\right)$ of problem $\left(V_{a h}\right)$.

Theorem 3.4. Under the assumption of Theorem 3.3, we assume that the concentration solution of the problem $\left(V_{a}\right)$ satisfies

$$
\begin{equation*}
S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)} \leq \frac{\mu K_{m} \alpha}{2 \rho c_{\mathbf{f}_{1}} S_{2}^{0}} \tag{48}
\end{equation*}
$$

Moreover, if $\gamma$ satisfies the condition

$$
\begin{equation*}
\gamma>\max \left\{\gamma_{*}, \gamma_{* *}\right\} \tag{49}
\end{equation*}
$$

where

$$
\gamma_{* *}=\frac{2 \rho \beta^{2} c_{I}^{6} h^{-d}}{\mu^{3} K_{m}^{3}}\left(\left\|\mathbf{f}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{\mathbf{f}_{1}} \frac{\left(S_{2}^{0}\right)^{2}}{\alpha}\|g\|_{L^{2}(\Omega)}\right)^{2}
$$

and if

$$
\begin{equation*}
h \leq\left(\frac{1}{2 c_{I} c_{1}}\left(|C|_{W^{1,3}(\Omega)}+\frac{\|C\|_{L^{\infty}(\Omega)}}{S_{6}^{0}}\right)\right)^{6 /(6-d)} \tag{50}
\end{equation*}
$$

where $c_{1}$ is the constant in (27), then the solution $\left(\mathbf{u}_{h}^{i}, p_{h}^{i}, C_{h}^{i}\right)$ of problem ( $V_{\text {ahi }}$ ) converges in $L^{2}(\Omega)^{d} \times L^{2}(\Omega) \times H^{1}(\Omega)$ to the solution of problem $\left(V_{a h}\right)$.

Proof. We start by substracting the third equation of problem ( $V_{a h i}$ ) from the one of problem $\left(V_{a h}\right)$ to get

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla\left(C_{h}-C_{h}^{i+1}\right) \cdot \nabla S_{h} d \mathbf{x}+\int_{\Omega} \mathbf{u}_{h} \cdot \nabla C_{h} S_{h} d \mathbf{x} \\
& \quad-\int_{\Omega} \mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1} S_{h} d \mathbf{x}+r_{0} \int_{\Omega}\left(C_{h}-C_{h}^{i+1}\right) S_{h} d \mathbf{x}  \tag{51}\\
& \quad=\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S_{h} d \mathbf{x}-\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h} C_{h} S_{h} d \mathbf{x} .
\end{align*}
$$

Inserting $\nabla C_{h}$ in the last term of the left-hand side and $C_{h}$ in the first term of the right-hand side of the previous relation lead to

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla\left(C_{h}-C_{h}^{i+1}\right) \cdot \nabla S_{h} d \mathbf{x}+r_{0} \int_{\Omega}\left(C_{h}-C_{h}^{i+1}\right) S_{h} d \mathbf{x} \\
& \quad-\int_{\Omega} \mathbf{u}_{h}^{i+1} \cdot \nabla\left(C_{h}^{i+1}-C_{h}\right) S_{h} d \mathbf{x}  \tag{52}\\
& \quad=\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1}\left(C_{h}^{i+1}-C_{h}\right) S_{h} d \mathbf{x}+\int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) \cdot \nabla C_{h} S_{h} d \mathbf{x} \\
& \quad+\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) C_{h} S_{h} d \mathbf{x} .
\end{align*}
$$

Finally, by inserting $\nabla C$ in the second term of right-hand side and using the Green's formula and the antisymmetric property, we get

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla\left(C_{h}-C_{h}^{i+1}\right) \cdot \nabla S_{h} d \mathbf{x}+r_{0} \int_{\Omega}\left(C_{h}-C_{h}^{i+1}\right) S_{h} d \mathbf{x} \\
& \quad=\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) \cdot \nabla\left(C_{h}-C\right) S_{h} d \mathbf{x}+\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) \cdot \nabla C S_{h} d \mathbf{x}  \tag{53}\\
& \quad-\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) \cdot \nabla S_{h}\left(C_{h}-C\right) d \mathbf{x}-\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) \cdot \nabla S_{h} C d \mathbf{x} .
\end{align*}
$$

By taking $S_{h}=C_{h}-C_{h}^{i+1}$, we obtain

$$
\begin{align*}
& \alpha\left|C_{h}-C_{h}^{i+1}\right|_{1, \Omega} \leq S_{6}^{0}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{3}(\Omega)^{d}}\left|C_{h}-C\right|_{1, \Omega} \\
& \quad+\frac{S_{6}^{0}}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}|C|_{W^{1,3}(\Omega)}  \tag{54}\\
& \quad+\frac{1}{2}\|C\|_{L^{\infty}(\Omega)}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}
\end{align*}
$$

Finally, we get by using relation (16):

$$
\begin{align*}
\left|C_{h}-C_{h}^{i+1}\right|_{1, \Omega} \leq & \frac{S_{6}^{0}}{2 \alpha}\left[2 c_{I} h^{-d / 6}\left|C-C_{h}\right|_{1, \Omega}+|C|_{W^{1,3}(\Omega)}+\frac{\|C\|_{L^{\infty}(\Omega)}}{S_{6}^{0}}\right]  \tag{55}\\
& \cdot\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}
\end{align*}
$$

Furthermore, by taking the difference between the first equations of problems ( $V_{a h}$ ) and ( $V_{a h i}$ ) with $\mathbf{v}_{h}=\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h} \in V_{h}$, we get

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+\frac{\mu}{\rho} \int_{\Omega} K^{-1}\left|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right|^{2} d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left(\left|\mathbf{u}_{h}^{i}\right|-\left|\mathbf{u}_{h}^{i+1}\right|\right) \mathbf{u}_{h}^{i+1} \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) d \mathbf{x} \\
& \quad+\frac{\beta}{\rho} \int_{\Omega}\left(\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}-\left|\mathbf{u}_{h}\right| \mathbf{u}_{h}\right) \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) d \mathbf{x}  \tag{56}\\
& \quad=\int_{\Omega}\left(\mathbf{f}\left(C_{h}^{i}\right)-\mathbf{f}\left(C_{h}\right)\right) \cdot\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right) d \mathbf{x} .
\end{align*}
$$

By using the relation (13) and an inverse inequality we obtain,

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad \leq \frac{\beta}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{3}(\Omega)^{d}}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{3}(\Omega)^{d}}  \tag{57}\\
& \quad+c_{\mathbf{f}_{1}} S_{2}^{0}\left|C_{h}^{i}-C_{h}\right|_{1, \Omega}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad \leq \frac{\beta}{\rho} c_{I}^{3} h^{-d / 2} L_{1}(\mathbf{f}, g)\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+c_{\mathbf{f}_{1}} S_{2}^{0}\left|C_{h}^{i}-C_{h}\right|_{1, \Omega}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}} .
\end{align*}
$$

We denote by $c_{2}=\frac{\beta}{\rho} c_{I}^{3} L_{1}(\mathbf{f}, g)$ and we use the relation $a b \leq \frac{1}{2 \varepsilon} a^{2}+\frac{\varepsilon}{2} b^{2}$ with $\varepsilon=\frac{\mu K_{m}}{2 \rho}$, we get

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}  \tag{58}\\
& \quad \leq \frac{\rho c_{2}^{2}}{\mu K_{m}} h^{-d}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\rho\left(c_{\mathbf{f}_{1}} S_{2}^{0}\right)^{2}}{\mu K_{m}}\left|C_{h}^{i}-C_{h}\right|_{1, \Omega}^{2}
\end{align*}
$$

We then choose

$$
\begin{equation*}
\frac{\gamma}{2}>\frac{\rho c_{2}^{2}}{\mu K_{m}} h^{-d} \tag{59}
\end{equation*}
$$

and denote by $c_{3}=\frac{\gamma}{2}-\frac{\rho c_{2}^{2}}{\mu K_{m}} h^{-d}>0$, to conclude that

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+c_{3}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}  \tag{60}\\
& \quad \leq \frac{\rho\left(c_{\mathbf{f}_{1}} S_{2}^{0}\right)^{2}}{\mu K_{m}}\left|C_{h}^{i}-C_{h}\right|_{1, \Omega}^{2}
\end{align*}
$$

Combining (60) with (55) and using the a priori error estimate (27), we get

$$
\begin{align*}
& \frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\frac{\gamma}{2}\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad+c_{3}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \\
& \quad \leq \frac{\rho}{\mu K_{m}}\left(\frac{c_{\mathbf{f}_{1}} S_{2}^{0} S_{6}^{0}}{2 \alpha}\right)^{2}\left[2 c_{I} c_{1} h^{(6-d) / 6}+|C|_{W^{1,3}(\Omega)}+\frac{\|C\|_{L^{\infty}(\Omega)}}{S_{6}^{0}}\right]^{2}  \tag{61}\\
& \quad \cdot\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}
\end{align*}
$$

Thus, Assumptions (48) and (50) allow us to get

$$
\begin{align*}
& \left(\frac{\gamma}{2}+\frac{\mu K_{m}}{4 \rho}\right)\left(\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}-\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2}\right) \\
& \quad+c_{3}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}^{2}+\frac{\mu K_{m}}{4 \rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}^{2} \leq 0 \tag{62}
\end{align*}
$$

Finally, (59) is clearly satisfied if $\gamma>\gamma_{* *}$.
Thus, the last inequality gives (if $\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}} \neq 0$ )

$$
\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}<\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}
$$

so we deduce the convergence of the sequence $\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right)$ in $L^{2}(\Omega)^{d}$ and then the convergence of the sequence $\mathbf{u}_{h}^{i}$ in $L^{2}(\Omega)^{d}$.
Finally, by taking the limit of equation (62), we get that the sequence $\mathbf{u}_{h}^{i+1}$ converges to $\mathbf{u}_{h}$ in $L^{2}(\Omega)^{d}$. The convergence of the concentration can be deduced from relation (55) and concerning the pressure, we refer to Theorem 4.2 in [36].

Remark 3.5. In order to show the convergence of the algorithm, the assumptions of Theorems 3.3 and 3.4 require the smallness of the exact concentration $C$ (see relation(48)) and the condition (49) which requires that $\gamma$ must be bigger than a constant that is difficult to compute and depending on the mesh step $h$. Furthermore, Relation (50) demands that $h$ must be smaller than a constant depending on the exact concentration $C$ where $(\mathbf{u}, p, C)$ is the solution of $(P)$.

## 4. A posteriori error estimation

The a posteriori analysis controls the overall discretization error of a problem by providing error indicators that are easy to compute. Once these error indicators are constructed, their efficiency can be proven by bounding each indicator by the local error.
As usual, for a posteriori error estimates, we introduce the following notations. We denote by

- $\Gamma_{h}^{i}$ the set of edges (when $d=2$ ) or faces (when $d=3$ ) of $\kappa$ that are not contained in $\partial \Omega$.
- $\Gamma_{h}^{b}$ the set of edges (when $d=2$ ) or faces (when $d=3$ ) of $\kappa$ which are contained in $\partial \Omega$.
For every element $\kappa$ in $\mathcal{T}_{h}$, we denote by $w_{\kappa}$ the union of elements $K$ of $\mathcal{T}_{h}$ such that $\kappa \cap K \neq \phi$. Furthermore, for every edge (when $d=2$ ) or face (when $d=3$ ) $e$ of the mesh $\mathcal{T}_{h}$, we denote by
- $\omega_{e}$ the union of elements of $\mathcal{T}_{h}$ adjacent to $e$.
- $[\cdot]_{e}$ the jump through $e \in \Gamma_{h}^{i}$.

In this and the next sections, the a posteriori error estimates are established for slightly smoother solutions.
4.1. Upper error bound. In order to establish upper bounds, we introduce, on every edge $(d=2)$ or face $(d=3) e$ of the mesh, the function

$$
\phi_{h, 1}^{e}=\left\{\begin{array}{c}
\frac{1}{2}\left[\mathbf{u}_{h}^{i+1} \cdot \mathbf{n}\right]_{e} \quad \text { if } e \in \Gamma_{h}^{i}  \tag{63}\\
\mathbf{u}_{h}^{i+1} \cdot \mathbf{n} \quad \text { if } e \in \Gamma_{h}^{b}
\end{array}\right.
$$

A standard calculation shows that the solutions of problems $\left(V_{a}\right)$ and ( $V_{a h i}$ ) satisfy for all $(\mathbf{v}, q, S) \in X \times M \times Y$ and $\left(\mathbf{v}_{h}, q_{h}, S_{h}\right) \in X_{h} \times M_{h} \times Y_{h}$ :

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla\left(C-C_{h}^{i+1}\right) \cdot \nabla S d \mathbf{x}+\int_{\Omega}(\mathbf{u} \cdot \nabla C) S d \mathbf{x}-\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}\right) S d \mathbf{x}  \tag{64}\\
& \quad+r_{0} \int_{\Omega} C S d \mathbf{x}-r_{0} \int_{\Omega} C_{h}^{i+1} S d \mathbf{x}-\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S d \mathbf{x} \\
& \quad=\sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa}\left(g-g_{h}\right)\left(S-S_{h}\right) d \mathbf{x}-\frac{\alpha}{2} \sum_{e \in \partial \kappa \cap \Gamma_{h}^{i}} \int_{e}\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e}\left(S-S_{h}\right) d s\right. \\
& \left.\quad+\int_{\kappa}\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right)\left(S-S_{h}\right) d \mathbf{x}\right]
\end{align*}
$$

(65)
$\frac{\mu}{\rho} \int_{\Omega} K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\Omega} \nabla\left(p-p_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}$
$=\sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa}\left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}\right.\right.$
$\left.-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot\left(\mathbf{v}-\mathbf{v}_{h}\right) d \mathbf{x}$
$+\gamma \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x}$
$\left.+\int_{\kappa}\left(\mathbf{f}_{h}\left(C_{h}^{i}\right)-\mathbf{f}\left(., C_{h}^{i}\right)\right) \cdot \mathbf{v}_{h} d \mathbf{x}\right]$,
and
(66) $\int_{\Omega} \nabla q \cdot\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) d \mathbf{x}=\sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa}\left(q-q_{h}\right) \operatorname{div} \mathbf{u}_{h}^{i+1} d \mathbf{x}-\sum_{e \in \partial \kappa} \int_{e} \phi_{h, 1}^{e}\left(q-q_{h}\right) d s\right]$,
where $g_{h}$ is an approximation of $g$ and $\mathbf{f}_{h}$ is an approximation of $\mathbf{f}$. The approximations $g_{h}$ and $\mathbf{f}_{h}$ are constants on each element $\kappa$ of $\mathcal{T}_{h}$ given by :

$$
\forall C \in Y, \forall \kappa \in \mathcal{T}_{h},\left.\quad \mathbf{f}_{h}(C)\right|_{\kappa}=\frac{1}{|\kappa|} \int_{\kappa} \mathbf{f}(., C)(\mathbf{x}) d \mathbf{x}
$$

Since $\mathbf{f}_{1}$ is $c_{\mathbf{f}_{1}}$ Lipschitz, we clearly have the following property :

$$
\begin{equation*}
\left\|\mathbf{f}_{h}\left(C_{1}\right)-\mathbf{f}_{h}\left(C_{2}\right)\right\|_{L^{2}(\kappa)} \leq c_{\mathbf{f}_{1}}\left\|C_{1}-C_{2}\right\|_{L^{2}(\kappa)} \quad \forall\left(C_{1}, C_{2}\right) \in Y \times Y \tag{67}
\end{equation*}
$$

From the error equations (64)-(66), we deduce the following error indicators for each $\kappa \in \mathcal{T}_{h}$ :

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(L_{1}\right)}=\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\kappa)} \tag{68}
\end{equation*}
$$

$$
\begin{align*}
\eta_{\kappa, i}^{\left(D_{1}\right)}= & h_{\kappa}\left\|\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right\|_{L^{2}(\kappa)} \\
& +\frac{1}{2} \sum_{e \in \partial \kappa \cap \Gamma_{h}^{i}} h_{e}^{\frac{1}{2}}\left\|\alpha\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e}\right\|_{L^{2}(e)}, \tag{70}
\end{align*}
$$

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(D_{2}\right)}=\left\|-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right\|_{L^{2}(\kappa)}, \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(D_{3}\right)}=h_{\kappa}\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\kappa)}+\sum_{e \in \partial \kappa} h_{e}^{\frac{1}{3}}\left\|\phi_{h, 1}^{e}\right\|_{L^{3}(e)} . \tag{72}
\end{equation*}
$$

The above indicators are of two types:
(1) $\eta_{\kappa, i}^{\left(L_{1}\right)}$ and $\eta_{\kappa, i}^{\left(L_{2}\right)}$ : indicators of linearization (or iteration).
(2) $\eta_{\kappa, i}^{\left(D_{1}\right)}, \eta_{\kappa, i}^{\left(D_{2}\right)}$ and $\eta_{\kappa, i}^{\left(D_{3}\right)}$ : indicators of discretization.

The first type expresses the errors between the exact and numerical solutions of two consecutive iterations while the second type gives the error provided from the discretization method (here the finite element method). One of the most important applications of these indicators in the adaptive mesh method (as we will see in the last section of this paper).

In order to establish the upper bound, we need to first bound the numerical solution $\mathbf{u}_{h}^{i+1}$ in $L^{6}(\Omega)^{d}$ in terms of the exact solution which is the subject of the next lemma.

Lemma 4.1. Let the mesh satisfy (14), under the assumptions of Theorem 3.1, Theorem 3.3, Theorem 3.4, there exists an integer $i_{0}$ depending on $h$ such that for all $i \geq i_{0}$, the numerical velocity $\mathbf{u}_{h}^{i+1}$ satisfies the following bound:

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{6}(\Omega)^{d}} \leq \hat{c}_{1}(\mathbf{u}, p, C) \tag{73}
\end{equation*}
$$

where $\hat{c}_{1}$ is a constant depending on the exact solution $(\mathbf{u}, p, C)$ of problem $\left(V_{a}\right)$.
Proof. Let $(\mathbf{u}, p, C)$ be the solution of problem $\left(V_{a}\right),\left(\mathbf{u}_{h}, p_{h}, C_{h}\right)$ be the solution of $\left(V_{a h}\right)$ and $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ the solution of $\left(V_{a h i}\right)$.

By using (16) (for $p=6$ ) and the bound (29), the term $\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{6}(\Omega)}$ can be bounded as following:

$$
\begin{align*}
\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{6}(\Omega)^{d}} & \leq\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{6}(\Omega)^{d}}+\left\|\mathbf{u}_{h}\right\|_{L^{6}(\Omega)^{d}} \\
& \leq c_{I} h^{-d / 3}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}}+\hat{c}(\mathbf{u}, p, C) . \tag{74}
\end{align*}
$$

As $\mathbf{u}_{h}^{i+1}$ converges to $\mathbf{u}_{h}$ in $L^{2}(\Omega)^{d}$, there exists an integer $i_{0}$ depending on $h$ such that for all $i \geq i_{0}$ we have

$$
\begin{equation*}
\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}\right\|_{L^{2}(\Omega)^{d}} \leq h^{d / 3} . \tag{75}
\end{equation*}
$$

Then inequality (74) and (75) give the desired result (73).

Our main goal is to get an upper bound of the error between the exact solution $(\mathbf{u}, p, C)$ of problem $\left(V_{a}\right)$ and the numerical solution $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ of $\left(V_{a h i}\right)$ in $X \times M \times Y$. In the next theorem we will bound the error of the velocity in $L^{2}(\Omega)^{d}$ with the indicators. Unfortunately, we couldn't bound the error $\mathbf{u}-\mathbf{u}_{h}^{i+1}$ in $L^{3}(\Omega)^{d}$ by the indicators but we will bound a part $\mathbf{v}_{r}$ of this error since we have (as we will see later) the decomposition $\mathbf{u}-\mathbf{u}_{h}^{i+1}=\mathbf{z}_{0}+\mathbf{v}_{r}$. Furthermore, we will bound the error $\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}$ but with the indicators to the power $2 / 3$ (instead of the power 1). The bound of the part $\mathbf{v}_{r}$ of $\mathbf{u}-\mathbf{u}_{h}^{i+1}$ is crucial for the efficiency of the method in the sense that the indicator $\eta_{K, i}^{\left(D_{3}\right)}$ will be bounded locally by $\mathbf{v}_{r}$ in $L^{3}$ (that is the reason why we introduce the part $\mathbf{v}_{r}$ of the velocity error).

We begin by introducing in the next lemma the part $\mathbf{v}_{r}$ of $\mathbf{u}-\mathbf{u}_{h}^{i+1}$ :
Lemma 4.2. There exists a velocity $\mathbf{v}_{r}$ in $L^{3}(\Omega)^{d}$ that solves the following variational problem:
$\forall q \in M, \quad \int_{\Omega} \nabla q \cdot \mathbf{v}_{r} d \mathbf{x}=\sum_{\kappa \in \mathcal{T}_{h}}\left(\int_{\kappa}\left(q-r_{h} q\right) \operatorname{div} \mathbf{u}_{h}^{i+1} d \mathbf{x}-\sum_{e \in \partial_{\kappa}} \int_{e} \phi_{h, 1}^{e}\left(q-r_{h} q\right) d s\right)$
which satisfies the following bound:

$$
\begin{equation*}
\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}} \leq c_{2}^{\prime}\left(\sum_{\kappa \in \mathcal{T}_{h}}\left(\eta_{\kappa, i}^{\left(D_{3}\right)}\right)\right) . \tag{77}
\end{equation*}
$$

Proof. Using the equation (66) with $q_{h}=r_{h} q$, considering the inf-sup condition (11), and the fact that the right hand side term is a continuous linear function of $q$, we deduce the existence a velocity $\mathbf{v}_{r}$ in $X$ such that (76) is verified, and satisfying the following bound:

$$
\begin{align*}
& \left.\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}} \leq \sup _{q \in M} \frac{1}{\|\nabla q\|_{L^{3 / 2}(\Omega)^{3}}} \right\rvert\, \sum_{\kappa \in \mathcal{T}_{h}}\left[\left\|q-r_{h} q\right\|_{L^{3 / 2}(\kappa)}\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\kappa)}\right.  \tag{78}\\
& \left.\quad+\sum_{e \in \partial \kappa}\left\|\phi_{h, 1}^{e}\right\|_{L^{3}(e)}\left\|q-r_{h} q\right\|_{L^{3 / 2}(e)}\right] \mid .
\end{align*}
$$

Thus, from the properties of the operator $r_{h}$, the regularity of $\mathcal{T}_{h}$, and the following Hölder inequality, $(p=3 / 2, q=3)$

$$
\sum_{k=1}^{n} a_{k} b_{k} \leq\left(\sum_{k=1}^{n} a_{k}^{p}\right)^{1 / p}\left(\sum_{k=1}^{n} b_{k}^{q}\right)^{1 / q}
$$

we get after cubing the last equation:

$$
\begin{equation*}
\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}^{3} \leq c_{2} \sum_{\kappa \in \mathcal{T}_{h}}\left(\eta_{\kappa, i}^{\left(D_{3}\right)}\right)^{3} \tag{79}
\end{equation*}
$$

with $c_{2}>0$ is a constant independent of $h$. Finally, we obtain the wanted result by taking the cubic root of the previous inequality.

The next theorem states the upper bound of the error between the exact solution $(\mathbf{u}, p, C)$ of Problem $\left(V_{a}\right)$ and the iterative solution of Problem $\left(V_{a h i}\right)$ :

Theorem 4.3. Under the assumptions of Lemma 4.1, we suppose in addition that the exact solution $(\mathbf{u}, C)$ of Problem $\left(V_{a}\right)$ satisfies: $\mathbf{u} \in L^{\infty}(\Omega)^{d}$ and

$$
\begin{equation*}
S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)} \leq \frac{\alpha}{c_{\mathbf{f}_{1}} S_{2}^{0}} \sqrt{\frac{\mu K_{m}}{\rho}} \tag{80}
\end{equation*}
$$

Then, there exists an integer $i_{0}$ depending on $h$ such that $\forall i \geq i_{0}$, the solutions $(\mathbf{u}, p, C)$ and $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ of problems $\left(V_{a}\right)$ and $\left(V_{a h i}\right)$ satisfy the following upper bound of error by the posteriori estimator:

$$
\begin{align*}
& \left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}+\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\Omega)}+\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}} \\
& \quad \leq \tilde{c}_{3}\left(\sum _ { \kappa \in \mathcal { T } _ { h } } \left(\eta_{\kappa, i}^{\left(D_{1}\right)}+\eta_{\kappa, i}^{\left(D_{2}\right)}+\eta_{\kappa, i}^{\left(D_{3}\right)}+\eta_{\kappa, i}^{\left(L_{1}\right)}\right.\right.  \tag{81}\\
& \left.\left.\quad+\eta_{\kappa, i}^{\left(L_{2}\right)}+h_{k}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\right)\right)
\end{align*}
$$

where $\tilde{c}_{3}$ is a positive constant independent of $h$.
Proof. Let us start with the concentration equation (64) tested with $S=C-C_{h}^{i+1}$ and $S_{h}=R_{h}(S)$. It can be written as:

$$
\left.\begin{array}{rl}
\alpha \mid & C \tag{82}
\end{array}\right)\left.C_{h}^{i+1}\right|_{H^{1}(\Omega)} ^{2}+r_{0}\left\|C-C_{h}^{i+1}\right\|_{L^{2}(\Omega)}^{2} .
$$

By insterting $\mathbf{u}_{h}^{i+1}$ in the first term in the right-hand side of equation (82) and recalling that $S=C-C_{h}^{i+1}$, the first three terms of the right-hand side in the previous equation can be written as :

$$
\begin{align*}
& -\int_{\Omega}(\mathbf{u} \cdot \nabla C) S d \mathbf{x}+\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}\right) S d \mathbf{x}+\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S d \mathbf{x}  \tag{83}\\
& \quad=-\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \nabla C\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x} \\
& \quad-\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C-C_{h}^{i+1}\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x}+\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}\left(C-C_{h}^{i+1}\right) d \mathbf{x} .\right.
\end{align*}
$$

By applying Green's formula and using the fact that the fluid is incompressible, the last two terms of (83) can be written as:

$$
\begin{align*}
& -\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C-C_{h}^{i+1}\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x}+\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}\left(C-C_{h}^{i+1}\right) d \mathbf{x}\right. \\
& \quad=\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C\left(C-C_{h}^{i+1}\right) d \mathbf{x} \\
& \quad=-\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) C\left(C-C_{h}^{i+1}\right) d \mathbf{x}  \tag{84}\\
& \quad=\frac{1}{2} \int_{\Omega}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot\left(\nabla C\left(C-C_{h}^{i+1}\right)+C \nabla\left(C-C_{h}^{i+1}\right)\right) d \mathbf{x}
\end{align*}
$$

Thus, the right-hand side of Equation (83) can be written as

$$
\begin{align*}
& -\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \nabla C\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x} \\
& \quad-\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C-C_{h}^{i+1}\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x}\right. \\
& \quad+\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}\left(C-C_{h}^{i+1}\right) d \mathbf{x}  \tag{85}\\
& \quad=-\frac{1}{2} \int_{\Omega}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot\left(\nabla C\left(C-C_{h}^{i+1}\right)-C \nabla\left(C-C_{h}^{i+1}\right)\right) d \mathbf{x} .
\end{align*}
$$

Using Holder inequality, the last term can be bounded by

$$
\begin{align*}
& -\int_{\Omega}\left(\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \nabla C\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x} \\
& \quad-\int_{\Omega}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C-C_{h}^{i+1}\right)\left(C-C_{h}^{i+1}\right) d \mathbf{x}\right. \\
& \quad+\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}\left(C-C_{h}^{i+1}\right) d \mathbf{x}  \tag{86}\\
& \quad \leq \frac{1}{2}\left(S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)}\right)\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}\left|C-C_{h}^{i+1}\right|_{H^{1}(\Omega)}
\end{align*}
$$

Now, the last three terms of the right-hand side of (82) can be straightforwardly bounded by

$$
\begin{align*}
& \sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa}\left(g-g_{h}\right)\left(S-S_{h}\right) d \mathbf{x}-\frac{\alpha}{2} \sum_{e \in \partial \kappa \cap \Gamma_{h}^{i}} \int_{e}\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e}\left(S-S_{h}\right) d s\right.  \tag{87}\\
& \left.+\int_{\kappa}\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right)\left(S-S_{h}\right) d \mathbf{x}\right] \\
& \quad \leq \sum_{\kappa \in \mathcal{T}_{h}}\left[\left(\left\|\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right\|_{L^{2}(\kappa)}\right.\right. \\
& \left.\quad+\left\|g-g_{h}\right\|_{L^{2}(\kappa)}\right)\left\|S-S_{h}\right\|_{L^{2}(\kappa)} \\
& \left.\quad+\frac{1}{2} \sum_{e \in \partial \kappa \cap \Gamma_{h}^{i}}\left\|\alpha\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]\right\|_{L^{2}(e)}\left\|S-S_{h}\right\|_{L^{2}(e)}\right] .
\end{align*}
$$

Then the fact that $S_{h}=R_{h}(S)$, the approximation properties of $R_{h}$, equations (86) and (87), and the regularity of $\mathcal{T}_{h}$ yield (by using the discrete Cauchy-Schwarz inequality for the equation (87))

$$
\begin{align*}
\alpha\left|C-C_{h}^{i+1}\right|_{H^{1}(\Omega)} \leq & c_{1}\left(\sum_{\kappa \in \mathcal{T}_{h}}\left(\left(\eta_{\kappa, i}^{\left(D_{1}\right)}\right)^{2}+h_{\kappa}^{2}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}^{2}\right)\right)^{\frac{1}{2}} \\
& +\frac{1}{2}\left(S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)}\right)\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}  \tag{88}\\
\leq & c_{1}^{\prime}\left(\sum_{\kappa \in \mathcal{T}_{h}}\left(\eta_{\kappa, i}^{\left(D_{1}\right)}+h_{\kappa}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}\right)\right) \\
& +\frac{1}{2}\left(S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)}\right)\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} .
\end{align*}
$$

Next, we focus on the velocity equation. The velocity error equation (65) can be written as

$$
\begin{align*}
& \frac{\mu}{\rho} \int_{\Omega} K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& \quad+\int_{\Omega} \nabla\left(p-p_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& \quad=-\frac{\beta}{\rho} \int_{\Omega}\left(\left(\left|\mathbf{u}_{h}^{i+1}\right|-\left|\mathbf{u}_{h}^{i}\right|\right) \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}+\gamma \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v} d \mathbf{x} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}}\left[\int _ { \kappa } \left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}\right.\right.  \tag{89}\\
& \left.\quad-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot\left(\mathbf{v}-\mathbf{v}_{h}\right) d \mathbf{x} \\
& \quad+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x} \\
& \left.\quad+\int_{\kappa}\left(\mathbf{f}_{h}\left(C_{h}^{i}\right)-\mathbf{f}\left(., C_{h}^{i}\right)\right) \cdot \mathbf{v}_{h} d \mathbf{x}\right] .
\end{align*}
$$

To simplify, we set $\mathbf{z}_{0}=\mathbf{u}-\mathbf{u}_{h}^{i+1}-\mathbf{v}_{r}$ and we test (89) with $\mathbf{v}=\mathbf{z}_{0}$ and $\mathbf{v}_{h}=\mathbf{0}$. By construction, (76) and (66) with $q_{h}=r_{h} q$ imply that

$$
\begin{equation*}
\forall q \in M, \quad \int_{\Omega} \nabla q \cdot \mathbf{z}_{0} d \mathbf{x}=0 \tag{90}
\end{equation*}
$$

Hence, (89) becomes
(91)

$$
\begin{aligned}
& \frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{z}_{0} \cdot \mathbf{z}_{0} d \mathbf{x}+\frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{v}_{r} \cdot \mathbf{z}_{0} d \mathbf{x} \\
& \quad+\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}\right)\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) d \mathbf{x}-\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v}_{r} d \mathbf{x} \\
& \quad=\gamma \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{z}_{0} d \mathbf{x}-\frac{\beta}{\rho} \int_{\Omega}\left(\left(\left|\mathbf{u}_{h}^{i+1}\right|-\left|\mathbf{u}_{h}^{i}\right|\right) \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{z}_{0} d \mathbf{x} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}}\left[\int _ { \kappa } \left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)\right.\right. \\
& \left.\quad-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{z}_{0} d \mathbf{x} \\
& \left.\quad+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{z}_{0} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{z}_{0} d \mathbf{x}\right] .
\end{aligned}
$$

We decompose the fourth term in the last equation as follows

$$
\begin{aligned}
& \frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v}_{r} d \mathbf{x} \\
& \quad=\frac{\beta}{\rho} \int_{\Omega}|\mathbf{u}|\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v}_{r} d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}|-\left|\mathbf{u}_{h}^{i+1}\right|\right) \mathbf{u}_{h}^{i+1} \cdot \mathbf{v}_{r} d \mathbf{x} .
\end{aligned}
$$

Thus, equation (91) becomes by inserting $\pm \mathbf{u}$ in the second term of the right-hand side, and by using the monotonicity of $\mathcal{A}$

$$
\begin{align*}
& \frac{\mu}{\rho} \int_{\Omega} K^{-1} \mathbf{z}_{0} \cdot \mathbf{z}_{0} d \mathbf{x}+c_{m}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \\
& \quad \leq \frac{\mu}{\rho} \int_{\Omega}\left|K^{-1} \mathbf{v}_{r}\right|\left|\mathbf{z}_{0}\right| d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\| \mathbf{v}_{r}\right| d \mathbf{x} \\
&+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right|\left|\mathbf{u}_{h}^{i+1}\right|\left|\mathbf{v}_{r}\right| d \mathbf{x}+\gamma \int_{\Omega}\left|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}^{i+1}\right|\left|\mathbf{z}_{0}\right| d \mathbf{x} \\
&+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}\right\| \mathbf{z}_{0}\right| d \mathbf{x}+\frac{\beta}{\rho} \int_{\Omega}\left|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\left\|\left|\mathbf{u} \| \mathbf{z}_{0}\right| d \mathbf{x}\right.\right.  \tag{92}\\
&+\sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa} \mid-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)\right. \\
& \left.-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)| | \mathbf{z}_{0} \right\rvert\, d \mathbf{x} \\
&\left.+\int_{\kappa}\left|\mathbf{f}(., C)-\mathbf{f}_{h}(C) \| \mathbf{z}_{0}\right| d \mathbf{x}+\int_{\kappa}\left|\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right|\left|\mathbf{z}_{0}\right| d \mathbf{x}\right]
\end{align*}
$$

By using the relation $\mathbf{u}-\mathbf{u}_{h}^{i+1}=\mathbf{z}_{0}+\mathbf{v}_{r}$ and applying (67), we obtain

$$
\begin{align*}
& \frac{\mu K_{m}}{\rho}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}^{2}+c_{m}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \\
& \quad \leq \frac{\mu K_{M}}{\rho}\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+\frac{\beta}{\rho}\|\mathbf{u}\|_{L^{6}(\Omega)^{d}}\left(\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{v}_{r}\right\|_{\left.L^{2}(\Omega)^{d}\right)}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}\right. \\
& \quad+\frac{\beta}{\rho}\left(\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{z}_{0}\right\|_{\left.L^{2}(\Omega)^{d}\right)}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{6}(\Omega)^{d}}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}\right. \\
& \quad+\gamma\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+\frac{\beta}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{\infty}(\Omega)^{d}}\left(\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}\right)\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}  \tag{93}\\
& \quad+\frac{\beta}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\|\mathbf{u}\|_{L^{\infty}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}} \|-\nabla p_{h}^{i+1}-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \\
& \quad-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\left\|_{L^{2}(\kappa)}\right\| \mathbf{z}_{0} \|_{L^{2}(\kappa)} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}}\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\kappa)}+\sum_{\kappa \in \mathcal{T}_{h}} c_{\mathbf{f}_{1}}\left\|C-C_{h}^{i}\right\|_{L^{2}(\kappa)}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\kappa)} .
\end{align*}
$$

Lemma 4.1 ensures that there exists an integer $i_{0}$ depending on $h$ such that $\forall i \geq$ $i_{0}, \mathbf{u}_{h}^{i+1}$ is bounded in $L^{6}(\Omega)^{d}$. Furthermore, we shall use the following inverse inequality

$$
\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{\infty}(\Omega)^{d}} \leq c_{I} h^{-d / 2}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}
$$

and the convergence of the sequence $\mathbf{u}_{h}^{i}$ to $\mathbf{u}_{h}$ in $L^{2}(\Omega)^{d}$ to deduce that we can chose $i_{0}$ sufficiently large so that $\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \leq h^{d / 2} \mu K_{m} / 2 \beta c_{I}$, and then $\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{\infty}(\Omega)^{d}} \leq \frac{\mu K_{m}}{2 \beta}$. Therefore, equation (93) becomes by inserting $C_{h}^{i+1}$
to the last term

$$
\begin{align*}
& \frac{\mu K_{m}}{2 \rho}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}^{2}+c_{m}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3} \\
& \quad \leq \frac{\mu K_{M}}{\rho}\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}+\frac{\beta}{\rho}\|\mathbf{u}\|_{L^{6}(\Omega)^{d}}\left(\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}\right. \\
& \quad+\left\|\mathbf{v}_{r}\right\|_{\left.L^{2}(\Omega)^{d}\right)}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}} \\
& \quad+\frac{\beta}{\rho} \hat{c}_{1}(\mathbf{u}, p, C)\left(\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{z}_{0}\right\|_{\left.L^{2}(\Omega)^{d}\right)}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}\right. \\
& \quad+\gamma\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}+\frac{\mu K_{m}}{2 \rho}\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad+\frac{\beta}{\rho}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\|\mathbf{u}\|_{L^{\infty}(\Omega)^{d}}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}  \tag{94}\\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}} \|-\nabla p_{h}^{i+1}-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \\
& \quad-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\left\|_{L^{2}(\kappa)}\right\| \mathbf{z}_{0} \|_{L^{2}(\kappa)} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}}\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\kappa)} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}} c_{\mathbf{f}_{1}}\left\|C_{h}^{i+1}-C_{h}^{i}\right\|_{L^{2}(\kappa)}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\kappa)} \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}} c_{\mathbf{f}_{1}}\left\|C-C_{h}^{i+1}\right\|_{L^{2}(\kappa)}\left\|\mathbf{z}_{0}\right\|_{L^{2}(\kappa)} .
\end{align*}
$$

We use the decomposition $a b \leq \frac{1}{2 \varepsilon} a^{2}+\frac{\varepsilon}{2} b^{2}$ for all the terms containing $\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}$ in the right-hand side of the previous equation with $\varepsilon$ sufficiently small so that all the terms of $\left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}$ will be dominated by the left-hand side. Then by using the inequality $\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}} \leq|\Omega|^{1 / 6}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}$, the regularity of $\mathcal{T}_{h}$, and by taking the square root of the inequality, the following bound holds (95)

$$
\begin{aligned}
& \left\|\mathbf{z}_{0}\right\|_{L^{2}(\Omega)^{d}}+c_{m}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}^{3 / 2} \\
& \quad \leq \tilde{c}\left(\left\|\mathbf{v}_{r}\right\|_{L^{3}(\Omega)^{d}}+\sum_{\kappa \in \mathcal{T}_{h}}\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\kappa)}\right. \\
& \quad+\sum_{\kappa \in \mathcal{T}_{h}}\left\|\nabla p_{h}^{i+1}+\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}+\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)+\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right\|_{L^{2}(\kappa)} \\
& \left.\quad+\sum_{\kappa \in \mathcal{T}_{h}}\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}+\sum_{\kappa \in \mathcal{T}_{h}}\left\|C_{h}^{i+1}-C_{h}^{i}\right\|_{H^{1}(\kappa)}\right) \\
& \quad+\sqrt{\frac{\rho}{\mu K_{m}}} S_{2}^{0} c_{\mathbf{f}_{1}}\left|C-C_{h}^{i+1}\right|_{H^{1}(\Omega)},
\end{aligned}
$$

where $\tilde{c}$ is a constant depending on the exact solution.
Thus, we deduce from the relation $\mathbf{u}-\mathbf{u}_{h}^{i+1}=\mathbf{z}_{0}+\mathbf{v}_{r}$, the triangle inequality $\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \leq\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}-\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{v}_{r}\right\|_{L^{2}(\Omega)^{d}}$, using relations (95) and
(77), and the following inequality:

$$
\begin{aligned}
& \left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}} \\
& \quad \leq \tilde{c}\left(\sum_{\kappa \in \mathcal{T}_{h}}\left(\eta_{\kappa, i}^{\left(D_{3}\right)}+\eta_{\kappa, i}^{\left(L_{1}\right)}+\eta_{\kappa, i}^{\left(L_{2}\right)}+\eta_{\kappa, i}^{\left(D_{2}\right)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\right)\right) \\
& \\
& +\sqrt{\frac{\rho}{\mu K_{m}}} S_{2}^{0} c_{\mathbf{f}_{1}}\left|C-C_{h}^{i+1}\right|_{H^{1}(\Omega)} .
\end{aligned}
$$

When substituted into (88), this estimate for the velocity error gives

$$
\begin{align*}
(\alpha & \left.-\frac{1}{2}\left(S_{6}^{0}|C|_{W^{1,3}(\Omega)}+\|C\|_{L^{\infty}(\Omega)}\right) \sqrt{\frac{\rho}{\mu K_{m}}} S_{2}^{0} c_{\mathbf{f}_{1}}\right)\left|C-C_{h}^{i+1}\right|_{H^{1}(\Omega)} \\
& \leq \tilde{c_{2}}\left(\sum _ { \kappa \in \mathcal { T } _ { h } } \left(\eta_{\kappa, i}^{\left(D_{1}\right)}+\eta_{\kappa, i}^{\left(D_{2}\right)}+\eta_{\kappa, i}^{\left(D_{3}\right)}\right.\right.  \tag{97}\\
& \left.\left.+\eta_{\kappa, i}^{\left(L_{1}\right)}+\eta_{\kappa, i}^{\left(L_{2}\right)}+h_{k}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\right)\right)
\end{align*}
$$

In view of (80), the concentration estimate in (81) follows from (97), and in turn, the velocity estimate follows by substituting (97) into (96).

Remark 4.4. We mention that the previous theorem gives the upper bound of the error under the smallness condition of the exact concentration $C$ (see relation(80)). Furthermore, we note that the constant appearing the upper bound (81) (in Theorem 4.3) is non-computable, but this fact does not affect the adaptive mesh method (in the numerical simulations section) which uses only the definition of the indicators.
Remark 4.5. Similarly to Theorem 3.12 in [35], the last theorem gives an upper bound for the error $\mathbf{u}-\mathbf{u}_{h}^{i+1}$ in $L^{2}(\Omega)^{d}$. But unfortunately, it gives an upper bound of $\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)^{d}}$ with the indicators to the power of $2 / 3$ (see relation (95)).

Let us now show the upper bound of the error of the pressure:
Theorem 4.6. We retain the assumptions of Theorem 4.3. There exists a positive real number $i_{1}$ depending on $h$ such that $\forall i \geq i_{1}$, we have the following bound

$$
\begin{align*}
\left\|\nabla\left(p-p_{h}^{i+1}\right)\right\|_{L^{3 / 2}(\Omega)^{d}} & \leq \tilde{c_{1}}\left(\sum _ { \kappa \in \mathcal { T } _ { h } } \left(\eta_{\kappa, i}^{\left(D_{1}\right)}+\eta_{\kappa, i}^{\left(D_{2}\right)}+\eta_{\kappa, i}^{\left(D_{3}\right)}+\eta_{\kappa, i}^{\left(L_{1}\right)}\right.\right.  \tag{98}\\
& \left.\left.+\eta_{\kappa, i}^{\left(L_{2}\right)}+h_{k}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\right)\right)
\end{align*}
$$

Proof. Let $(\mathbf{u}, p, C)$ and $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ be the respective solutions of $\left(V_{a}\right)$ and $\left(V_{a h i}\right)$. We test equation (65) with $\mathbf{v}_{h}=\mathbf{0}$ to get
(99)

$$
\begin{aligned}
\int_{\Omega} & \nabla\left(p-p_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& =-\frac{\mu}{\rho} \int_{\Omega} K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}-\frac{\beta}{\rho} \int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& +\sum_{\kappa \in \mathcal{T}_{h}}\left[\int_{\kappa}\left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x}\right. \\
& +\gamma \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{v} d \mathbf{x} \\
& \left.+\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x}\right]
\end{aligned}
$$

By using the Cauchy-Schwarz inequality, we get
(100)

$$
\begin{aligned}
& \left|\int_{\Omega} \nabla\left(p_{h}^{i+1}-p\right) \mathbf{v} d \mathbf{x}\right| \leq c\left(\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{u}_{h}^{i}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}\right)\|\mathbf{v}\|_{L^{2}(\Omega)^{d}} \\
& +c_{1}\left(\sum_{\kappa \in \mathcal{T}_{h}}\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}^{2}\right)^{1 / 2}\|\mathbf{v}\|_{L^{2}(\Omega)^{d}}+\frac{\beta}{\rho}\left|\int_{\Omega}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}\right| \\
& +c_{2}\left(\sum_{\kappa \in \mathcal{T}_{h}} \|-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i}-\mathbf{u}_{h}^{i+1}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}\right. \\
& \left.-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right) \|_{L^{2}(\kappa)}^{2}\right)^{1 / 2}\|\mathbf{v}\|_{L^{2}(\Omega)^{d}} \\
& +c_{3}\left(\sum_{\kappa \in \Gamma_{h}}\left\|C-C_{h}^{i}\right\|_{L^{2}(\kappa)}^{2}\right)^{1 / 2}\|\mathbf{v}\|_{L^{2}(\Omega)^{d}} .
\end{aligned}
$$

By using the relation $\|\mathbf{v}\|_{L^{2}(\Omega)^{d}} \leq|\Omega|^{1 / 6}\|\mathbf{v}\|_{L^{3}(\Omega)^{d}}$, all the terms of the right hand side of the previous bound can be treated as in the previous theorem except the third one which can be bounded as following:

$$
\begin{align*}
\left|\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}, \mathbf{v}\right)\right| & \leq\left|\left(\left(|\mathbf{u}|-\left|\mathbf{u}_{h}^{i}\right|\right) \mathbf{u}, \mathbf{v}\right)\right|+\left|\left(\left|\mathbf{u}_{h}^{i}\right|\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right), \mathbf{v}\right)\right| \\
& \leq\left(\left\|\mathbf{u}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}\|\mathbf{u}\|_{L^{6}(\Omega)^{d}}\right.  \tag{101}\\
& \left.+\left\|\mathbf{u}_{h}^{i}\right\|_{L^{6}(\Omega)^{d}}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}\right)\|\mathbf{v}\|_{L^{3}(\Omega)^{d}} .
\end{align*}
$$

We consider equation (100). By using the following inequality

$$
\left\|\mathbf{u}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}} \leq\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)^{d}}+\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\Omega)^{d}}
$$

the fact that $\left\|\mathbf{u}_{h}^{i}\right\|_{L^{6}(\Omega)^{d}}$ is bounded, the inf-sup condition (11) and Theorem 4.3, we get the desired error bound on the pressure.

Remark 4.7. The bounds (81) and (98) represent our a posteriori error estimates where we bound the error between the exact solution $(\mathbf{u}, p, C)$ of $\left(V_{a}\right)$ and the numerical solution $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ of $\left(V_{\text {ahi }}\right)$ by the indicators $\eta_{\kappa, i}^{(L)}, \eta_{\kappa, i}^{\left(D_{1}\right)}, \eta_{\kappa, i}^{\left(D_{2}\right)}$ and $\eta_{\kappa, i}^{\left(D_{3}\right)}$. On the other hand, to get efficiency and bound the obtained indicators which is the subject of the next subsection (Section 4.2), we need to derive an additional error estimate (classical in this kind of problems) involving the exact and the numerical solutions provided in the following theorem.

Theorem 4.8. Under the assumptions of Lemma 4.1 and if $\mathbf{f}_{0} \in L^{2}(\Omega)^{d}$, there exists an integer $i_{0}$ depending on $h$ such that for all $i \geq i_{0}$, the solutions $(\mathbf{u}, p)$ of $\left(V_{a}\right)$ and $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}\right)$ of $\left(V_{a h i}\right)$ verify the following error inequality:

$$
\begin{align*}
& \left\|\left(\frac{\beta}{\rho}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right)+\nabla\left(p-p_{h}^{i+1}\right)\right)\right\|_{L^{2}(\Omega)^{d}} \\
& \leq \tilde{c_{2}}\left(\sum _ { \kappa \in \mathcal { T } _ { h } } \left(\eta_{\kappa, i}^{\left(D_{1}\right)}+\eta_{\kappa, i}^{\left(D_{2}\right)}+\eta_{\kappa, i}^{\left(D_{3}\right)}+\eta_{\kappa, i}^{\left(L_{1}\right)}\right.\right.  \tag{102}\\
& \left.\left.+\eta_{\kappa, i}^{\left(L_{2}\right)}+h_{k}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}\right)\right)
\end{align*}
$$

where $\tilde{c_{2}}>0$ is a constant independent of $h$.
Proof. Using the fact that $\mathbf{u} \in L^{\infty}(\Omega)^{d}$, then the first equation of system $(P)$ allows us to get $\nabla p \in L^{2}(\Omega)^{d}$. Thus, the velocity error equation (65) is valid for all $\mathbf{v}$ in
$L^{2}(\Omega)^{d}$, and can be written as:

$$
\begin{align*}
& \int_{\Omega}\left(\frac{\beta}{\rho}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right)+\nabla\left(p-p_{h}^{i+1}\right)\right) \cdot \mathbf{v} d \mathbf{x} \\
& =-\frac{\mu}{\rho} \int_{\Omega} K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& +\sum_{\kappa \in \mathcal{T}_{h}}\left[\int _ { \kappa } \left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)\right.\right.  \tag{103}\\
& \left.-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot\left(\mathbf{v}-\mathbf{v}_{h}\right) d \mathbf{x} \\
& +\gamma \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{v} d \mathbf{x} \\
& \left.+\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa}\left(\mathbf{f}_{h}\left(C_{h}^{i}\right)-\mathbf{f}\left(., C_{h}^{i}\right)\right) \cdot \mathbf{v}_{h} d \mathbf{x}\right]
\end{align*}
$$

By taking $\mathbf{v}_{h}=\mathbf{0}$ and $\mathbf{v}=\left(\frac{\beta}{\rho}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right)+\nabla\left(p-p_{h}^{i+1}\right)\right)$, applying the Cauchy-Schwarz inequality and simplifying by $\|\mathbf{v}\|_{L^{2}(\Omega)^{d}}$, we get the result by using Theorem 4.3.
4.2. Lower error bound. In order to establish the efficiency of the a posteriori error estimates, we recall the following properties (see R. Verfürth,[40], Chapter 1). For an element $\kappa$ of $\mathcal{T}_{h}$, we consider the bubble function $\psi_{\kappa}$ (resp. $\psi_{e}$ for the face e) which is equal to the product of the $d+1$ barycentric coordinates associated with the vertices of $\kappa$ (resp. of the $d$ barycentric coordinates associated with the vertices of e). We also consider a lifting operator $\mathcal{L}_{e}$ defined on polynomials on e vanishing on $\partial e$ into polynomials on the at most two elements $\kappa$ containing $e$ and vanishing on $\partial \kappa \backslash e$, which is constructed by affine transformation from a fixed operator on the reference element.
Property 4.9. Denoting by $\operatorname{Pr}(\kappa)$ the space of polynomials of degree smaller than $r$ on $\kappa$. The following properties hold:

$$
\forall v \in P_{r}(\kappa), \quad\left\{\begin{array}{l}
c\|v\|_{0, \kappa} \leq\left\|v \psi_{\kappa}^{1 / 2}\right\|_{0, \kappa} \leq c^{\prime}\|v\|_{0, \kappa}  \tag{104}\\
|v|_{1, \kappa} \leq c h_{\kappa}^{-1}\|v\|_{0, \kappa}
\end{array}\right.
$$

Property 4.10. Denoting by $\operatorname{Pr}(e)$ the space of polynomials of degree smaller than $r$ on $e$, we have

$$
\forall v \in P_{r}(e), \quad c\|v\|_{0, e} \leq\left\|v \psi_{e}^{1 / 2}\right\|_{0, e} \leq c^{\prime}\|v\|_{0, e}
$$

and, for all polynomials $v$ in $\operatorname{Pr}(e)$ vanishing on $\partial e$, if $\kappa$ is an element which contains e,

$$
\left\|\mathcal{L}_{e} v\right\|_{0, \kappa}+h_{e}\left|\mathcal{L}_{e} v\right|_{1, \kappa} \leq c h_{e}^{1 / 2}\|v\|_{0, e} .
$$

Let us start with the concentration errors indicators.
Theorem 4.11. Under the assumptions of Theorem 3.4 and Lemma 4.1, for all $\kappa \in \mathcal{T}_{h}$ we have:
(105) $\eta_{\kappa, i}^{\left(D_{1}\right)} \leq c\left(\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}\right\|_{L^{2}\left(w_{e}\right)}+\left\|C-C_{h}^{i+1}\right\|_{H^{1}\left(w_{e}\right)}+\sum_{\kappa \subset w_{e}} h_{\kappa}\left\|g-g_{h}\right\|_{L^{2}(\kappa)}\right)$
where $c$ is a positive constant depending on the exact solution but independent of $h$ and $w_{k}$. Moreover, without any assumption we have:

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(L_{2}\right)} \leq\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\kappa)}+\left\|C-C_{h}^{i}\right\|_{H^{1}(\kappa)} . \tag{106}
\end{equation*}
$$

Proof. The bound (106) is obvious using a triangular inequality. In order to derive a lower bound for the interior part of $\eta_{\kappa, i}^{\left(D_{1}\right)}$, we start from equation (64). By using that $\operatorname{div} \mathbf{u}=0$ and applying Green's formula, the term $-\frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S d \mathbf{x}$ can be written as:

$$
\begin{align*}
- & \frac{1}{2} \int_{\Omega} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S d \mathbf{x} \\
& =-\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) C_{h}^{i+1} S d \mathbf{x} \\
& =-\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right)\left(C_{h}^{i+1}-R_{h}(C)\right) S d \mathbf{x} \\
& -\frac{1}{2} \int_{\Omega} \operatorname{div}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) R_{h}(C) S d \mathbf{x}  \tag{107}\\
& =\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla\left(C_{h}^{i+1}-R_{h}(C)\right) S d \mathbf{x} \\
& +\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla S\left(C_{h}^{i+1}-R_{h}(C)\right) d \mathbf{x} \\
& +\frac{1}{2} \int_{\Omega}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot\left(\left(\nabla R_{h}(C)\right) S+(\nabla S) R_{h}(C)\right) d \mathbf{x} .
\end{align*}
$$

In view of (107), by taking $S_{h}=0$ and $S=S_{\kappa}$, where in each element $\kappa, S_{\kappa}$ is the localizing function:

$$
\begin{equation*}
S_{\kappa}=\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right) \psi_{\kappa}, \tag{108}
\end{equation*}
$$

extended by 0 outside $\kappa$, hence equation (64) becomes:

$$
\begin{aligned}
& \int_{\kappa}\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right)^{2} \psi_{\kappa} d \mathbf{x} \\
& =\alpha \int_{\kappa} \nabla\left(C-C_{h}^{i+1}\right) \cdot \nabla S_{\kappa} d \mathbf{x}+r_{0} \int_{\kappa}\left(C-C_{h}^{i+1}\right) S_{\kappa} d \mathbf{x} \\
& +\int_{\kappa}\left(\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \nabla C\right) S_{\kappa} d \mathbf{x}+\int_{\kappa}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C-C_{h}^{i+1}\right)\right) S_{\kappa} d \mathbf{x} \\
& -\int_{\kappa}\left(g-g_{h}\right) S_{\kappa} d \mathbf{x}+\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla\left(C_{h}^{i+1}-R_{h}(C)\right) S_{\kappa} d \mathbf{x} \\
& +\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla S_{\kappa}\left(C_{h}^{i+1}-R_{h}(C)\right) d \mathbf{x} \\
& +\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot\left(\left(\nabla R_{h}(C)\right) S_{\kappa}+\left(\nabla S_{\kappa}\right) R_{h}(C)\right) d \mathbf{x} .
\end{aligned}
$$

In order to bound the right-hand-side of the previous equation, we start by bounding the last three terms as following:

$$
\begin{align*}
& \frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla\left(C_{h}^{i+1}-R_{h}(C)\right) S_{\kappa} d \mathbf{x} \\
& \quad+\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla S_{\kappa}\left(C_{h}^{i+1}-R_{h}(C)\right) d \mathbf{x} \\
& \quad+\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot\left(\left(\nabla R_{h}(C)\right) S_{\kappa}+\left(\nabla S_{\kappa}\right) R_{h}(C)\right) d \mathbf{x} \\
& \quad \leq \frac{1}{2}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}\left(c_{I}(6) c_{I}(3) h_{\kappa}^{-d / 2}\left|C_{h}^{i+1}-R_{h}(C)\right|_{H^{1}(\kappa)}\right. \\
& \quad+c_{I}(3) c_{L} h_{\kappa}^{(-d-6) / 6}\left\|C_{h}^{i+1}-R_{h}(C)\right\|_{L^{6}(\kappa)}  \tag{110}\\
& \left.\quad+c_{I}(6) h_{\kappa}^{-d / 3}\left|R_{h}(C)\right|_{W^{1,3}(\kappa)}+c_{L} h_{\kappa}^{-1}\left\|R_{h}(C)\right\|_{L^{\infty}(\kappa)}\right)\left\|S_{\kappa}\right\|_{L^{2}(\kappa)} \\
& \quad \leq \frac{1}{2}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}\left(c _ { I } ( 6 ) c _ { I } ( 3 ) h _ { \kappa } ^ { - d / 2 } \left(\left|C_{h}^{i+1}-C_{h}\right|_{H^{1}(\kappa)}\right.\right. \\
& \left.\quad+\left|C_{h}-C\right|_{H^{1}(\kappa)}+\left|R_{h}(C)-C\right|_{H^{1}(\kappa)}\right) \\
& \quad+c_{I}(3) c_{L} h_{\kappa}^{(-6-d) / 6}\left(\left\|C_{h}^{i+1}-C_{h}\right\|_{L^{6}(\kappa)}\right. \\
& \left.\quad+\left\|C_{h}-C\right\|_{L^{6}(\kappa)}+\left\|R_{h}(C)-C\right\|_{L^{6}(\kappa)}\right) \\
& \left.\quad+c_{I}(6) h_{\kappa}^{-d / 3}\left|R_{h}(C)\right|_{W^{1,3}(\kappa)}+c_{L} h_{\kappa}^{-1}\left\|R_{h}(C)\right\|_{L^{\infty}(\kappa)}\right)\left\|S_{\kappa}\right\|_{L^{2}(\kappa)} .
\end{align*}
$$

Following Theorem 3.4 and as the sequence $C_{h}^{i+1}$ converges strongly to $C_{h}$ in $H^{1}(\Omega)$ so there exists an integer $i_{1}$ depending on $h$ such that for all $i \geq i_{1}$, we have

$$
\begin{equation*}
\left|C_{h}^{i+1}-C_{h}\right|_{H^{1}(\kappa)} \leq h \quad \text { and } \quad\left\|C_{h}^{i+1}-C_{h}\right\|_{L^{6}(\kappa)} \leq S_{6}^{0} h \tag{111}
\end{equation*}
$$

Thus, using (111), the a priori error estimates, the regularity properties of the operator $R_{h}$ and the fact that the mesh is uniformly regular, we get:

$$
\begin{align*}
& \frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla\left(C_{h}^{i+1}-R_{h}(C)\right) S_{\kappa} d \mathbf{x} \\
& +\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla S_{\kappa}\left(C_{h}^{i+1}-R_{h}(C)\right) d \mathbf{x}  \tag{112}\\
& +\frac{1}{2} \int_{\kappa}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot\left(\left(\nabla R_{h}(C)\right) S_{\kappa}+\left(\nabla S_{\kappa}\right) R_{h}(C)\right) d \mathbf{x} \\
& \leq \tilde{c}_{1}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}\left(h_{\kappa}^{(2-d) / 2}+h_{\kappa}^{-d / 6}+h_{\kappa}^{-d / 3}+h_{\kappa}^{-1}\right)\left\|S_{\kappa}\right\|_{L^{2}(\kappa)}
\end{align*}
$$

where $\tilde{c}_{1}$ is a positive constant depending on the exact solution but independent of $h$.

In view of (112), using Holder inequality, the inverse inequalities and Lemma 4.1, the left-hand-side of (109) can be bounded as follows:

$$
\begin{align*}
& \int_{\kappa}\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right)^{2} \psi_{\kappa} d \mathbf{x} \\
& \leq\left[\alpha c_{L} h_{\kappa}^{-1}\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\kappa)}+r_{0}\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\kappa)}\right. \\
& +c_{I}(6) h_{\kappa}^{-d / 3}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}|\nabla C|_{W^{1,3}(\kappa)}  \tag{113}\\
& +\hat{c}(\mathbf{u}, p, C) c_{I}(3) h_{\kappa}^{-d / 6}\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\kappa)}+\left\|g-g_{h}\right\|_{L^{2}(\kappa)} \\
& \left.+\tilde{c}_{1}\left(h_{\kappa}^{(2-d) / 2}+h_{\kappa}^{-d / 6}+h_{\kappa}^{-d / 3}+h_{\kappa}^{-1}\right)\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}\right]\left\|S_{\kappa}\right\|_{L^{2}(\kappa)} .
\end{align*}
$$

We then get the bound for the first part of $\eta_{\kappa, i}^{\left(D_{1}\right)}$ by using Property 4.9 and multiplying the previous inequality by $h_{\kappa}$.

Finally, we estimate the surface part of $\eta_{\kappa, i}^{\left(D_{1}\right)}$ by testing (64) with $S_{h}=0$ and $S=S_{e}$ where $S_{e}$ is the localizing function defined by

$$
S_{e}=\left\{\begin{array}{lc}
\mathcal{L}_{e}\left(\alpha\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e} \psi_{e}\right) & \text { on } \kappa \cup \kappa^{\prime}, \\
0 & \text { on } \Omega \backslash\left(\kappa \cup \kappa^{\prime}\right),
\end{array}\right.
$$

and $\kappa$ and $\kappa^{\prime}$ are the two elements adjacent to $e$. Then (64) reduces to

$$
\begin{align*}
& \alpha \int_{e}\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e}^{2} \psi_{e} d s \\
& =\int_{\kappa \cup \kappa^{\prime}}\left(\alpha \triangle C_{h}^{i+1}-\mathbf{u}_{h}^{i+1} \cdot \nabla C_{h}^{i+1}-\frac{1}{2} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1}-r_{0} C_{h}^{i+1}+g_{h}\right) S_{e} d \mathbf{x} \\
& +\int_{\kappa \cup \kappa^{\prime}}\left(g-g_{h}\right) S_{e} d \mathbf{x}-r_{0} \int_{\kappa \cup \kappa^{\prime}}\left(C-C_{h}^{i+1}\right) S_{e} d \mathbf{x}  \tag{114}\\
& -\alpha \int_{\kappa \cup \kappa^{\prime}} \nabla\left(C-C_{h}^{i+1}\right) \cdot \nabla S_{e} d \mathbf{x}+\frac{1}{2} \int_{\kappa \cup \kappa^{\prime}} \operatorname{div} \mathbf{u}_{h}^{i+1} C_{h}^{i+1} S_{e} d \mathbf{x} \\
& +\int_{\kappa \cup \kappa^{\prime}}\left(\mathbf{u}_{h}^{i+1} \cdot \nabla\left(C_{h}^{i+1}-C\right)\right) S_{e} d \mathbf{x}+\int_{\kappa \cup \kappa^{\prime}}\left(\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}\right) \cdot \nabla C\right) S_{e} d \mathbf{x} .
\end{align*}
$$

In view of the continuity properties of $\mathcal{L}_{e}$ in Property 4.10 , a bound for the above left-hand side is derived by the same arguments; for instance, by combining it with (16), we have on the elements $\kappa$ sharing $e$ :

$$
\left\|\mathcal{L}_{e}(v)\right\|_{L^{6}(\kappa)} \leq c c_{I}(6) h_{\kappa}^{-d / 3} h_{e}^{1 / 2}\|v\|_{L^{2}(e)} .
$$

Thus, by applying (113), we obtain

$$
\begin{align*}
& h_{e}^{\frac{1}{2}}\left\|\alpha\left[\nabla C_{h}^{i+1} \cdot \mathbf{n}\right]_{e}\right\|_{L^{2}(e)}  \tag{115}\\
& \quad \leq c\left(\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}\left(\kappa \cup \kappa^{\prime}\right)}+\left|C-C_{h}^{i+1}\right|_{H^{1}\left(\kappa \cup \kappa^{\prime}\right)}+h_{e}\left\|g-g_{h}\right\|_{L^{2}\left(\kappa \cup \kappa^{\prime}\right)}\right)
\end{align*}
$$

which gives the desired result.

Now, we turn to the velocity error indicators.
Theorem 4.12. Let $(\mathbf{u}, p, C)$ and $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ be the respective solutions to problems $\left(V_{a}\right)$ and $\left(V_{a h i}\right)$. We have the following bounds of the indicators: for each element $\kappa \in \mathcal{T}_{h}$,

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(L_{1}\right)} \leq\left\|\mathbf{u}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)} \tag{116}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{\kappa, i}^{\left(D_{3}\right)} \leq c\left\|\mathbf{v}_{r}\right\|_{L^{3}\left(w_{k}\right)} \tag{117}
\end{equation*}
$$

where $c$ is a positive constant independent of $h$.
Proof. The bound (116) is a simple consequence of the definition of $\eta_{\kappa, i}^{\left(L_{1}\right)}$ and a triangle inequality. In order to prove (117), we consider first Equation (66) with $q_{h}=0$ and

$$
q=q_{\kappa}=\left\{\begin{array}{lc}
\left(\operatorname{div} \mathbf{u}_{h}^{i+1}\right) \psi_{\kappa} & \text { on } \kappa \\
0 & \text { on } \Omega \backslash \kappa
\end{array}\right.
$$

where $\psi_{\kappa}$ is the bubble functions on a given element $\kappa \in \mathcal{T}_{h}$. We obtain by using relation (90) the following equation:

$$
\begin{equation*}
\int_{\kappa}\left(\operatorname{div} \mathbf{u}_{h}^{i+1}\right)^{2} \psi_{\kappa} d \mathbf{x}=\int_{\kappa} \nabla q_{k} \cdot \mathbf{v}_{r} d \mathbf{x} . \tag{118}
\end{equation*}
$$

Using the property 4.9, the Cauchy-Schwarz inequality, and the relation $\|\mathbf{v}\|_{L^{2}(\kappa)} \leq$ $|\kappa|^{1 / 6}\|\mathbf{v}\|_{L^{3}(\kappa)} \leq h_{\kappa}^{d / 6}\|\mathbf{v}\|_{L^{3}(\kappa)}$ lead to

$$
\begin{align*}
\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)} & \leq c h_{\kappa}^{-1}\left\|\mathbf{v}_{r}\right\|_{L^{2}(\kappa)} \\
& \leq c h_{\kappa}^{(-6+d) / 6}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\kappa)} \tag{119}
\end{align*}
$$

Then we get by considering the first inverse inequality (16) with $p=3$, and by multiplying by $h_{\kappa}$

$$
\begin{equation*}
h_{\kappa}\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{3}(\kappa)} \leq c_{2}\left\|\mathbf{v}_{r}\right\|_{L^{3}(\kappa)}, \tag{120}
\end{equation*}
$$

which corresponds to the first divergence part of the indicator $\eta_{\kappa, i}^{\left(D_{3}\right)}$.
Again, we consider equation (66) with $q_{h}=0$ and

$$
q=q_{e}= \begin{cases}\mathcal{L}_{e, \kappa}\left(\phi_{h, 1}^{e} \psi_{e}\right) & \text { on }\left\{\kappa, \kappa^{\prime}\right\}, \\ 0 & \text { on } \Omega \backslash\left(\kappa \cup \kappa^{\prime}\right)\end{cases}
$$

where $\psi_{e}$ is the bubble function of $e$ and $\kappa^{\prime}$ denotes the other element of $\mathcal{T}_{h}$ that share $e$ with $\kappa$. We get the following equation:

$$
\int_{e}\left(\phi_{h, 1}^{e}\right)^{2} \psi_{e} d s=\int_{\kappa \cup \kappa^{\prime}} \operatorname{div} \mathbf{u}_{h}^{i+1} q_{e} d \mathbf{x}-\int_{\kappa \cup \kappa^{\prime}} \nabla q_{e} \cdot \mathbf{v}_{r} d \mathbf{x}
$$

Properties 4.9 and 4.10 allow us to get the following bound:

$$
\left\|\phi_{h, 1}^{e}\right\|_{L^{2}(e)} \leq c\left(h_{e}^{1 / 2}\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{2}\left(\kappa \cup \kappa^{\prime}\right)}+h_{e}^{-1 / 2}\left\|\mathbf{v}_{r}\right\|_{L^{2}\left(\kappa \cup \kappa^{\prime}\right)}\right) .
$$

By using the second inverse inequality 16 , the relation $\left\|\mathbf{v}_{h}\right\|_{L^{2}(\kappa)} \leq|\kappa|^{1 / 6}\left\|\mathbf{v}_{h}\right\|_{L^{3}(\kappa)}$, and that the family of triangulation is uniformly regular, we obtain the bound:

$$
\begin{equation*}
h_{e}^{1 / 3}\left\|\phi_{h, 1}^{e}\right\|_{L^{3}(e)} \leq c\left(h_{e}\left\|\operatorname{div} \mathbf{u}_{h}^{i+1}\right\|_{L^{3}\left(\kappa \cup \kappa^{\prime}\right)}+\left\|\mathbf{v}_{r}\right\|_{L^{3}\left(\kappa \cup \kappa^{\prime}\right)}\right) . \tag{121}
\end{equation*}
$$

Hence, we bound the part of $\eta_{\kappa, i}^{\left(D_{3}\right)}$ corresponding to $\phi_{h, 1}^{e}$. Relations (120) and (121) give (117).

Theorem 4.13. Under the assumptions of Lemma 4.1, we have the following bound (122)

$$
\begin{aligned}
\eta_{\kappa, i}^{\left(D_{2}\right)} & \leq \hat{c}\left(\eta_{\kappa, i}^{\left(L_{1}\right)}+\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}\left(w_{\kappa}\right)}+\left\|\frac{\beta}{\rho}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i+1}\right| \mathbf{u}_{h}^{i+1}\right)+\nabla\left(p-p_{h}^{i+1}\right)\right\|_{L^{2}(\kappa)}\right. \\
& +\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}\left(w_{\kappa}\right)}+\left\|K^{-1}-K_{h}^{-1}\right\|_{L^{3}\left(w_{\kappa}\right)}+c_{\mathbf{f}_{1}}\left\|C-C_{h}^{i+1}\right\|_{H^{1}\left(w_{\kappa}\right)}
\end{aligned}
$$

where $\hat{c}$ is a constant independent of the mesh step but depends on the exact solution $(\mathbf{u}, p)$, and $K_{h}^{-1}$ is an approximation of $K^{-1}$ which is a constant tensor in each element.

Proof. Let us now prove relation (4.13). We consider equation (65) with $\mathbf{v}_{h}=0$, and

$$
\begin{aligned}
\mathbf{v} & =\mathbf{v}_{\kappa} \\
& =\left\{\begin{array}{l}
\left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K_{h}^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \psi_{\kappa} \quad \text { on } \kappa, \\
0 \quad \text { on } \Omega \backslash \kappa .
\end{array}\right.
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \int_{\kappa}\left|\left(-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K_{h}^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \psi_{\kappa}^{1 / 2}\right|^{2} d \mathbf{x} \\
& =\frac{\mu}{\rho} \int_{\kappa}\left(K^{-1}-K_{h}^{-1}\right) \mathbf{u}_{h}^{i+1} \cdot \mathbf{v} d \mathbf{x}+\frac{\mu}{\rho} \int_{\kappa} K^{-1}\left(\mathbf{u}-\mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& +\frac{\beta}{\rho} \int_{\kappa}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x}+\int_{\kappa} \nabla\left(p-p_{h}^{i+1}\right) \cdot \mathbf{v} d \mathbf{x} \\
& -\gamma \int_{K}\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right) \cdot \mathbf{v} d \mathbf{x},+\int_{\kappa}\left(\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right) \cdot \mathbf{v} d \mathbf{x} \\
& +\int_{\kappa}\left(\mathbf{f}_{h}(C)-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right) \cdot \mathbf{v} d \mathbf{x} .
\end{aligned}
$$

By using Lemma 4.1, the bound (67) and Properties 4.9-4.10, we get the following bound:

$$
\begin{align*}
& \left\|-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K_{h}^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right)\right\|_{L^{2}(\kappa)} \\
& \leq \hat{c}\left(\left\|K^{-1}-K_{h}^{-1}\right\|_{L^{3}(\kappa)}+\frac{\mu K_{M}}{\rho}\left\|\mathbf{u}-\mathbf{u}_{h}^{i+1}\right\|_{L^{2}(\kappa)}\right.  \tag{123}\\
& +\left\|\frac{\beta}{\rho}\left(|\mathbf{u}| \mathbf{u}-\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}\right)+\nabla\left(p-p_{h}^{i+1}\right]\right\|_{L^{2}(\kappa)} \\
& \left.+\gamma\left\|\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right\|_{L^{2}(\kappa)}+\left\|\mathbf{f}(., C)-\mathbf{f}_{h}(C)\right\|_{L^{2}(\kappa)}+c_{\mathbf{f}_{1}}\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\kappa)}\right)
\end{align*}
$$

Finally, we obtain the result by using the following triangle inequality, and Lemma 4.1:

$$
\begin{align*}
& \|-\nabla p_{h}^{i+1}-\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)-\frac{\mu}{\rho} K^{-1} \mathbf{u}_{h}^{i+1}-\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}+\mathbf{f}_{h}\left(C_{h}^{i}\right) \|_{L^{2}(\kappa)} \\
& \leq\left\|\nabla p_{h}^{i+1}+\gamma\left(\mathbf{u}_{h}^{i+1}-\mathbf{u}_{h}^{i}\right)+\frac{\mu}{\rho} K_{h}^{-1} \mathbf{u}_{h}^{i+1}+\frac{\beta}{\rho}\left|\mathbf{u}_{h}^{i}\right| \mathbf{u}_{h}^{i+1}-\mathbf{f}_{h}\left(C_{h}^{i}\right)\right\|_{L^{2}(\kappa)}  \tag{124}\\
&+\frac{\mu}{\rho}\left\|K^{-1}-K_{h}^{-1}\right\|_{L^{3}(\kappa)}\left\|\mathbf{u}_{h}^{i+1}\right\|_{L^{6}(\kappa)} .
\end{align*}
$$

Remark 4.14. The efficiency of the a posteriori error estimates is given by the lower bounds (105), (116), (117) and (4.13). We note that the constants appearing in these lower bounds are non-computable as they depend on the constant of the a priori error estimate of Theorem 3.1.

## 5. Numerical results

The main goal of this section is to validate the theoretical results of the previous sections, all numerical simulations are in two dimensions and performed using Freefem ++ (see [26]). We shall study two cases: the first one is an academic one where the numerical solution is compared to the known exact one, the second case treats the Lid-Driven cavity which is a very popular, and interesting one.
5.1. First test case. In this subsection, the domain $\Omega$ is the unit square $] 0,1[\times] 0,1[$ and all computations start on a uniform initial triangular mesh obtained by dividing the domain into $N^{2}$ equal squares, each one subdivided into two triangles, so that the initial triangulation consists of $2 N^{2}$ triangles. We apply the numerical scheme
$\left(V_{a h i}\right)$ to the exact solution $(\mathbf{u}, p, C)=(\operatorname{curl} \psi, p, C)$ where $\psi, p$, and $C$ are given by

$$
\begin{align*}
& \psi(x, y)=e^{-\delta\left((x-0.5)^{2}+(y-0.5)^{2}\right)}  \tag{125}\\
& p(x, y)=x(x-2 / 3) y(y-2 / 3) \tag{126}
\end{align*}
$$

and

$$
\begin{equation*}
C(x, y)=x^{2}(x-1)^{2} y^{2}(y-1)^{2} e^{-\delta\left((x-0.5)^{2}+(y-0.5)^{2}\right)} \tag{127}
\end{equation*}
$$

with the choice $\delta=50 ; \gamma=\beta=10 ; \alpha=\mu=\rho=r_{0}=1 ; K=I$ and $\mathbf{f}_{1}(C)=$ $(2+C, 2+2 \sin (C))$. Thus, we compute $\mathbf{f}_{0}$ and $g$ by using their expressions in problem $(P)$. For the choice of the parameter $\gamma$, we refer to [35] where we compared the numerical scheme for different values of the parameter $\gamma$. In addition, we take $N=20$ on the initial mesh.

The algorithm starts with the initial guesses $C_{h}^{0}=0$ and $\mathbf{u}_{h}^{0}=u_{h d}^{0}$ where $u_{h d}^{0}$ is calculated using the Darcy problem which corresponds to $\beta=0$.

The theory is tested by applying the numerical scheme ( $V_{a h i}$ ) to the exact solution. For a given mesh indexed by $h$, we consider the total errors:

$$
E r r 2=\left(\frac{\left\|\mathbf{u}_{h}-\mathbf{u}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}-p\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}-C\right\|_{H^{1}(\Omega)}}{\|\mathbf{u}\|_{L^{2}(\Omega)}+\|\nabla p\|_{L^{3 / 2}(\Omega)}+\|C\|_{H^{1}(\Omega)}}\right)
$$

and

$$
E r r 3=\left(\frac{\left\|\mathbf{u}_{h}-\mathbf{u}\right\|_{L^{3}(\Omega)}+\left\|\nabla\left(p_{h}-p\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}-C\right\|_{H^{1}(\Omega)}}{\|\mathbf{u}\|_{L^{3}(\Omega)}+\|\nabla p\|_{L^{3 / 2}(\Omega)}+\|C\|_{H^{1}(\Omega)}}\right),
$$

where $\left(\mathbf{u}_{h}, p_{h}, C_{h}\right)$ is the numerical solution $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$ obtained by the iterative scheme ( $V_{\text {ahi }}$ ) after the convergence with respect to the index $i$.

It should be noted that the definition of Err 2 takes into account the error of the velocity in $L^{2}(\Omega)^{2}$ which is the norm associated to the theoretical studies of the previous sections, while the definition Err3 considers the error of the velocity in $L^{3}(\Omega)^{2}$ where the velocity lives. In the following, we show comparisons of Err 2 and Err3 between the exact and the adaptive methods.

For the computation of the numerical solution by using the scheme ( $V_{a h i}$ ), it is convenient to compute the following global indicators:

$$
\eta_{i}^{(D)}=\left(\sum_{K \in \mathcal{T}_{h}}\left(\left(\eta_{K, i}^{\left(D_{1}\right)}\right)^{2}+\left(\eta_{K, i}^{\left(D_{2}\right)}\right)^{2}+\left(\eta_{K, i}^{\left(D_{3}\right)}\right)^{2}\right)^{\frac{1}{2}}\right)
$$

and

$$
\eta_{i}^{(L)}=\left(\sum_{K \in \mathcal{T}_{h}}\left(\left(\eta_{K, i}^{\left(L_{1}\right)}\right)^{2}+\left(\eta_{K, i}^{\left(L_{2}\right)}\right)^{2}\right)^{\frac{1}{2}}\right)
$$

where the indicators $\eta_{K, i}^{\left(D_{l}\right)}$ and $\eta_{K, j}^{\left(L_{j}\right)}$ with $l \in\{1,2,3\}$ and $j \in\{1,2\}$ are given in equations (68)-(72). These indicators are used for the stopping criteria given by the relation

$$
\begin{equation*}
\eta_{i}^{(L)} \leq \bar{\gamma} \eta_{i}^{(D)} \tag{128}
\end{equation*}
$$

where $\bar{\gamma}=0.01$. This stopping criteria was first introduced, interpreted and discussed in [18] and [20], and then used in multiple works (see for instance [35]). In fact, it balances the linearization and discretization indicators in the sense that for a given mesh, it is useless to continue the iterations if (128) is verified.

For the adaptive mesh (refinement and coarsening), we use routines in Freefem ++ . The indicators are used for mesh adaptation by the adapted mesh algorithm used
in [35], but here we add the convection-diffusion-reaction equation and for reader's convenience, we prefered to recall the algorithm:
(1) Given $\left(\mathbf{u}_{h}^{i}, C_{h}^{i}\right)$,
(a) Solve the problem $\left(V_{\text {ahi }}\right)$ to compute $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}, C_{h}^{i+1}\right)$.
(b) Calculate $\eta_{i}^{(D)}$ and $\eta_{i}^{(L)}$.
(2) If the stopping criterion (128) is satisfied, go to (3), else set $\mathbf{u}_{h}^{i}=\mathbf{u}_{h}^{i+1}, C_{h}^{i}=$ $C_{h}^{i+1}, p_{h}^{i}=p_{h}^{i+1}$ and go to (1).
(3)
(a) If $\eta_{i}^{(D)}$ is smaller than a fixed error tolerance $\varepsilon=10^{-8}$, we stop the iterations and the algorithm.
(b) Else we adapt the mesh using the indicators $\eta_{K, i}^{(D)}$.
(4) Set $i=i+1$ and go to (1).

In Figure 1, we present the evolution of the mesh during the iterations (initial, second and fifth refinement levels). We notice that the mesh is concentrated in the region where the solution needs to be well described as the velocity is a ball concentrated at the center of $\Omega$.


Figure 1. Evolution of the mesh during the refinement levels (initial, second and fifth).

Tables 1 and 2 show the rate of convergence of the errors Err2 and Err3 in logarithmic scale for the uniform and adaptive methods with respect to the total number of degree of freedom (TDOF).

Table 1. Uniform method: rate of the error Err 2 and $\operatorname{Err} 3$ with respect to the total degree of freedom in logarithmic scale.

| TDOF | Err2 | rate |
| :--- | :--- | :--- |
| 3.87 | -0.95 | - |
| 4.28 | -1.41 | -1.12 |
| 4.57 | -1.74 | -1.14 |
| 4.79 | -1.98 | -1.09 |
| 4.98 | -2.17 | -1.00 |
| 5.13 | -2.32 | -1.00 |
| 5.26 | -2.43 | -0.85 |
| 5.38 | -2.54 | -0.92 |
| 5.48 | -2.63 | -0.90 |


| TDOF | Err3 | rate |
| :--- | :--- | :--- |
| 3.87 | -1.00 | - |
| 4.28 | -1.46 | -1.12 |
| 4.57 | -1.76 | -1.03 |
| 4.79 | -1.99 | -1.04 |
| 4.98 | -2.18 | -1.00 |
| 5.13 | -2.28 | -0.67 |
| 5.26 | -2.43 | -1.15 |
| 5.38 | -2.50 | -0.58 |
| 5.48 | -2.63 | -1.3 |

To go far with our numerical studies, we plot and study the error curves (Err2 and Err3) between the exact and numerical solutions corresponding to our problem. Figure 2 plots the comparison of the global error curves versus the total degree of

Table 2. Adaptive method: rate of the error Err2 and Err3 with respect to the total degree of freedom in logarithmic scale.

| TDOF | Err2 | rate |
| :--- | :--- | :--- |
| 3.87 | -0.95 | - |
| 4.09 | -1.63 | -3.09 |
| 4.36 | -1.92 | -1.07 |
| 4.65 | -2.43 | -1.76 |
| 5.08 | -2.85 | -0.98 |
| 5.48 | -3.19 | -0.85 |


| TDOF | Err3 | rate |
| :--- | :--- | :--- |
| 3.87 | -1.00 | - |
| 4.09 | -1.72 | -3.27 |
| 4.36 | -1.98 | -0.96 |
| 4.65 | -2.56 | -2.00 |
| 5.08 | -2.98 | -0.98 |
| 5.48 | -3.32 | -0.85 |

freedom in logarithmic scale. We notice that the errors of the adaptive mesh method are smaller than those given by the uniform method.


Figure 2. Comparison of the errors $\operatorname{Err} 2$ and $\operatorname{Err} 3$ with respect to the total degree of freedom in logarithmic scale.

In Table 3, we present the effectivity indices defined as :

$$
E I 2=\frac{\eta_{i}^{(L)}+\eta_{i}^{(D)}}{\left\|\boldsymbol{u}-\boldsymbol{u}_{h}^{i+1}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p-p_{h}^{i+1}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\Omega)}}
$$

and

$$
E I 3=\frac{\eta_{i}^{(L)}+\eta_{i}^{(D)}}{\left\|\boldsymbol{u}-\boldsymbol{u}_{h}^{i+1}\right\|_{L^{3}(\Omega)}+\left\|\nabla\left(p-p_{h}^{i+1}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C-C_{h}^{i+1}\right\|_{H^{1}(\Omega)}}
$$

with respect to the number of vertices during the refinement levels. Here $\left(\mathbf{u}_{h}^{i+1}, p_{h}^{i+1}\right.$, $\left.C_{h}^{i+1}\right), \eta_{i}^{(L)}$ and $\eta_{i}^{(D)}$ are computed with the scheme ( $V_{a h i}$ ) after convergence on the iterations $i$ (by using the stopping criteria (128)). As indicated above, the effectivity indices EI2 and EI3 correspond respectively to the norms $L^{2}(\Omega)^{2}$ and $L^{3}(\Omega)^{2}$. We remark that the values of EI2 are between 28.39 and 1.03 while those of EI3 are between 33.33 and 7.87.

Table 3. EI2 and EI3 with respect to the refinement levels.

| Refinement Level | initial | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of vertices | 441 | 485 | 1481 | 4323 | 15088 | 44940 | 152709 | 269821 | 422767 |
| EI2 | 28.39 | 14.20 | 5.72 | 4.55 | 3.20 | 1.83 | 1.03 | 1.27 | 1.14 |
| EI3 | 33.33 | 24.40 | 12.26 | 13.17 | 13.15 | 9.98 | 7.87 | 10.17 | 9.88 |

Finally, Figure 3 show the map of the local effectivity index corresponding to EI2 (with local norm $L^{2}$ for the velocity) given as

$$
E I 2_{K}=\frac{\left(\left(\eta_{K, i}^{\left(D_{1}\right)}\right)^{2}+\left(\eta_{K, i}^{\left(D_{2}\right)}\right)^{2}+\left(\eta_{K, i}^{\left(D_{3}\right)}\right)^{2}\right)^{\frac{1}{2}}}{\left\|\boldsymbol{u}-\boldsymbol{u}_{h}^{i+1}\right\|_{L^{2}(K)}+\left\|\nabla\left(p-p_{h}^{i+1}\right)\right\|_{L^{3 / 2}(K)}+\left\|C-C_{h}^{i+1}\right\|_{H^{1}(K)}}
$$

on the entire mesh at the initial, first and second refinement levels.


Figure 3. Map of the local effectivity index $E I 2_{K}$ during the refinement levels (first (left) and second (right)).
5.2. Second test case (Driven cavity): The driven cavity is a test of performance algorithms in fluid problems. It was used in several works and among them we cite $[36,37,6]$. In this subsection, we show numerical simulations corresponding to this test in order to study the a posteriori error estimates and the efficiency of the proposed method. We suppose that $\Omega=] 0,1\left[{ }^{2}, K=I, \mu=r_{0}=1, \beta=20, \gamma=10\right.$, $\mathbf{f}_{0}=\mathbf{0}, \mathbf{f}_{1}(C)=(10 C, 10 C)$ and $g=0$. We complete the Darcy-Forchheimer equation with the boundary condition $\mathbf{u} \cdot \mathbf{n}=0$ in $\partial \Omega$, and the convection-diffusionreaction equation with the boundary condition $C=16 x^{2}(x-1)^{2}$ on the top $\Gamma_{1}$ of $\Omega$ and $C=0$ on $\partial \Omega \backslash \Gamma_{1}$. Again, we consider an uniform initial mesh with $N=20$ and we begin by showing comparisons between the uniform and adaptive methods corresponding to problem $\left(V_{a h i}\right)$. Figure 4 presents the evolution of the mesh during the iterations. We can see that, from an iteration to another, the concentration of the refinement is on the complex vorticity regions and at the top boundary corresponding to $y=1$. In Figures 5 -(6), we consider the color velocity and concentration at


Figure 4. Evolution of the mesh during the refinement levels (initial, second and third).
the second refinement level. We remark that the solution is more important where the refinement of the mesh is concentrated (see Figure 4).
Now, we introduce the relative total errors (in $L^{2}(\Omega)^{2}$ and $L^{2}(\Omega)^{3}$ for the velocity) to the indicator given by

$$
E_{t o t 2}=\frac{\eta_{i}^{(D)}}{\left\|u_{h}^{i}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}}
$$

and

$$
E_{t o t 3}=\frac{\eta_{i}^{(D)}}{\left\|\boldsymbol{u}_{h}^{i}\right\|_{L^{3}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}}
$$



Figure 5. numerical velocity at the fourth refinement level.


Figure 6. numerical concentration at the fourth refinement level.
where $\eta_{i}^{(D)}$ is computed after convergence on the iterations $i$ (by using the stopping criteria (128)). In Figure 7, we plot the relative total errors $E_{\text {tot } 2}$ and $E_{\text {tot } 3}$ for the uniform and the adaptive methods. Note that $E_{t o t 2}$ and $E_{t o t 3}$ represent the global indicator errors (while Err 2 and Err3 in the previous case represent the total errors between the exact and numerical solutions). We remark, like the first test case, that for the same total degree of freedom, the adaptive error is much smaller than the uniform error.


Figure 7. Comparison of the errors $E_{t o t 2}$ and $E_{t o t 3}$ with respect to the total degree of freedom in logarithmic scale.

Finally to end this section, we will show comparisons between the different parts of the discrete and iterative indicators for the adaptive method. We denote by: ( $j=1,2,3$ and $l=1,2$ ),

$$
\begin{align*}
E_{t o t 2}^{D_{j}} & =\frac{\eta_{i}^{\left(D_{j}\right)}}{\left\|\boldsymbol{u}_{h}^{i}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}} \\
& =\frac{\left(\sum_{K \in \mathcal{T}_{h}}\left(\eta_{K, i}^{\left(D_{j}\right)}\right)^{2}\right)^{\frac{1}{2}}}{\left\|\boldsymbol{u}_{h}^{i}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}} \tag{129}
\end{align*}
$$

and

$$
\begin{align*}
E_{t o t 2}^{L_{l}} & =\frac{\eta_{i}^{\left(L_{l}\right)}}{\left\|\boldsymbol{u}_{h}^{i}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}} \\
& =\frac{\left(\sum_{K \in \mathcal{T}_{h}}\left(\eta_{K, i}^{\left(L_{l}\right)}\right)^{2}\right)^{\frac{1}{2}}}{\left\|\boldsymbol{u}_{h}^{i}\right\|_{L^{2}(\Omega)}+\left\|\nabla\left(p_{h}^{i}\right)\right\|_{L^{3 / 2}(\Omega)}+\left\|C_{h}^{i}\right\|_{H^{1}(\Omega)}} \tag{130}
\end{align*}
$$

Table 4 show the values of $E_{\text {tot } 2}^{L_{l}}$ and $E_{\text {tot } 2}^{D_{j}}$ during the refinement levels. We remark that the contribution of the indicators of discretization $\eta_{t o t 2}^{D_{j}}, j=1,2,3$, are of the same order while the indicators of linearization are very smaller as expected.

Table 4. $E_{\text {tot2 }}^{D_{j}}$ and $E_{t o t 2}^{L_{l}}$ in logaritmic scale with respect to the refinement levels.

| Refinement Level | initial | first | second | third | fourth |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Number of vertices | 441 | 485 | 1481 | 4323 | 15088 |
| $E_{\text {tot } 2}^{D_{1}}$ | -1.09 | -1.51 | -1.82 | -2.12 | -2.43 |
| $E_{\text {tot } 2}^{D_{2}}$ | -1.26 | -1.62 | -1.97 | -2.28 | -2.59 |
| $E_{\text {tot } 2}^{D_{3}}$ | -0.86 | -1.37 | -1.65 | -1.88 | -2.14 |
| $E_{\text {tot } 2}^{L_{1}}$ | -2.91 | -3.36 | -3.60 | -3.95 | -4.08 |
| $E_{\text {tot } 2}^{L_{2}}$ | -4.23 | -5.08 | -5.66 | -6.17 | -6.45 |

## 6. Conclusion

In this work, we introduced the variational formulation of the Darcy-Forchheimer problem coupled with the convection-diffusion-reaction equation. We discretized the problem by using finite element method. We then constructed indicators to evaluate the errors of the numerical approximation. Finally, we performed several numerical simulations where the indicators are used for mesh adaptation, confirming the efficiency of the adaptive methods.
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