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#### Abstract

Elliptic interface problems whose solutions are $C^{0}$ continuous have been well studied over the past two decades. The well-known numerical methods include the strongly stable generalized finite element method (SGFEM) and immersed FEM (IFEM). In this paper, we study numerically a larger class of elliptic interface problems where their solutions are discontinuous. A direct application of these existing methods fails immediately as the approximate solution is in a larger space that covers discontinuous functions. We propose a class of high-order enriched unfitted FEMs to solve these problems with implicit or Robin-type interface jump conditions. We design new enrichment functions that capture the imposed discontinuity of the solution while keeping the condition number from fast growth. A linear enriched method in 1D was recently developed using one enrichment function and we generalized it to an arbitrary degree using two simple discontinuous one-sided enrichment functions. The natural tensor product extension to the 2D case is demonstrated. Optimal order convergence in the $L^{2}$ and broken $H^{1}$-norms are established. We also establish superconvergence at all discretization nodes (including exact nodal values in special cases). Numerical examples are provided to confirm the theory. Finally, to prove the efficiency of the method for practical problems, the enriched linear, quadratic, and cubic elements are applied to a multi-layer wall model for drug-eluting stents in which zero-flux jump conditions and implicit concentration interface conditions are both present.
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## 1. Introduction

Consider the interface two-point boundary value problem

$$
\left\{\begin{array}{l}
-\left(\beta(x) u^{\prime}(x)\right)^{\prime}+w(x) u(x)=f(x), \quad x \in(a, \alpha) \cup(\alpha, b)  \tag{1}\\
u(a)=u(b)=0
\end{array}\right.
$$

where $w(x) \geq 0$, and $0<\beta \in C[a, \alpha] \cup C[\alpha, b]$ is discontinuous across the interface $\alpha$ with the jump conditions on $u$ and its flux $q:=-\beta u^{\prime}$ :

$$
\begin{align*}
{[u]_{\alpha} } & =\lambda F\left(q^{+}, q^{-}\right), \quad \lambda \in \mathbb{R}, F:\left[c_{1}, d_{1}\right]^{2} \rightarrow \mathbb{R},  \tag{2}\\
{\left[\beta u^{\prime}\right]_{\alpha} } & =f_{\alpha}, \quad f_{\alpha} \in \mathbb{R}, \tag{3}
\end{align*}
$$

where the jump quantity

$$
[s]_{\alpha}:=s\left(\alpha^{+}\right)-s\left(\alpha^{-}\right), \quad s^{ \pm}:=s\left(\alpha^{ \pm}\right):=\lim _{\epsilon \rightarrow 0^{+}} s(\alpha \pm \epsilon)
$$

The primary variable $u$ may stand for the pressure, temperature, or concentration in a medium with certain physical properties and the derived quantity $q:=-\beta u^{\prime}$ is the corresponding Darcy velocity, heat flux, or concentration flux, which is equally important. The piecewise continuous $\beta$ reflects a nonuniform material or medium property (we do not require $\beta$ to be piecewise constant). The function $w(x)$ reflects the surroundings of the medium characterising the coefficient of the reaction term. The case of $\lambda=0$ is widely studied, while the case of $\lambda>0$ gives rise to a more

[^0]difficult situation. For example, the case of rightward concentration flow [29, 30, 31] imposes
\[

$$
\begin{cases}{[u]_{\alpha}} & =\lambda\left(\beta u^{\prime}\right)\left(\alpha^{-}\right)  \tag{4}\\ {\left[\beta u^{\prime}\right]_{\alpha}} & =0,\end{cases}
$$
\]

which generates an implicit condition since the left-sided derivative is unknown. Implicit interface conditions abound in higher dimensional applications [1, 16, 19, 21]. For definiteness, we will study a class of efficient enriched methods for problem (1) under the jump conditions (4),

The model problem (1), allowing the solution to be discontinuous at the interfaces, is a more general form of interface problem than the ones studied by Babuška et. al. using SGFEM $[4,3,20]$ and by Li et.al. using immersed finite element method (IFEM) [22, 23, 25, 24]. In these works, the interface problem is assumed to have a continuous solution at the interfaces. For the case of the discontinuous solution at the interfaces, some IFE methods have also been developed, see for example [35, 36]. A large class of the methods is developed based on the unfitted meshes, which has been demonstrated to be more efficient than methods using fitted meshes, especially when the interface is moving [17]; see also [ $7,10,14,15,18,29]$.

The generalized FEMs (GFEM) were first introduced to capture certain known features of the solution to the crack problem [5, 6, 13, 26]. However, it has been shown that GFEM suffers from a lack of robustness with respect to mesh configurations and bad conditioning. In general, the condition numbers of GFEM can grow with an order $\mathcal{O}\left(h^{-4}\right)$ where $h$ characterizes the mesh size. This is two orders of magnitude worse than the standard FEM (known to be of order $\mathcal{O}\left(h^{-2}\right)$ ). To resolve this issue, SGFEM has been developed $[3,4,20]$ with an extra feature of robustness with respect to the mesh configurations. Further development of SGFEM has been active. For example, [34] extends the linear SGFEM to quadratic-order; [12] extends the method for eigenvalue interface problems, and [33] generalizes the SGFEM idea to isogeometric analysis with B-spline basis functions.

In 1D, when the solution to the underlying interface problem is continuous, a single enrichment function associated with the interface can be used for arbitrary high-order elements in the SGFEM. However, for an interface problem whose solution is discontinuous at interfaces, the natural extension with one enrichment function at each interface fails. A more sophisticated construction of enrichment functions is desired especially for high-order elements. This motivates the present work.

In our enriched FEM (might also call it as a GFEM), the approximation finite element space $V_{h}^{e n r}$ takes the form:

$$
\begin{equation*}
V_{h}^{e n r}:=S_{h}+V_{E}=\left\{p_{h}+q_{h} \psi: p_{h}, q_{h} \in S_{h}, \psi \in F_{e n r}\right\} \tag{5}
\end{equation*}
$$

where $S_{h}$ is a standard finite element space (e.g., $\mathbb{P}_{k}$-conforming, $k \geq 1$ ),

$$
\begin{equation*}
V_{E}=\left\{q_{h} \psi: q_{h} \in S_{h}, \psi \in F_{e n r}\right\} \tag{6}
\end{equation*}
$$

and the function $\psi$ is from the enrichment function space

$$
\begin{equation*}
F_{e n r}:=\operatorname{span}\left\{\psi_{0}, \psi_{1}, \ldots, \psi_{m}\right\}, \operatorname{dim}\left(F_{e n r}\right)=m+1 \tag{7}
\end{equation*}
$$

Here the basis functions $\psi_{i}$ capture the interface condition(s) at $\alpha$, e.g., zero or nonzero jump of the function value across $\alpha$. For example, for a continuous solution case, a single ( $m=0$ ) enrichment function suffices, whereas we show in this paper that for discontinuous solution case, we need two enrichment functions $(m=1)$ defined in (10). There are some distinct features about $V_{h}^{e n r}$ in this case.

Firstly, the subspaces $S_{h}$ and $V_{E}$ have nonempty intersection, i.e., $S_{h} \cap V_{E} \neq \emptyset$. This nonempty intersection implies linear dependence on the set of functions that consist of the basis functions of $S_{h}$ and those of $V_{E}$. We show that the space $V_{h}^{e n r}$ can be characterised by this set of functions when we remove the bubble basis functions associated with interfaces from $S_{h}$. Secondly, the local shape basis of IFEM utilizes information on discontinuous $\beta$ while GFEM does not. We propose an enriched method that does not require the discontinuous diffusion coefficient to be piecewise constant, which is an advantage. This difference affects the overhead and complexity of the convergence analysis. To carry out the error analysis in a conforming GFEM, we use the principle that the error in the finite element solution $u_{h}$ should be bounded by the approximation error in the finite element space $V_{h}^{\text {enr }}$ :

$$
\begin{equation*}
\left\|u-u_{h}\right\| \leq C \inf _{v \in V_{h}^{e n r}}\|u-v\| \tag{8}
\end{equation*}
$$

The optimal error estimate is established by demonstrating the existence of an optimal order approximate piecewise polynomial in $V_{h}^{e n r}$. For the case with $C^{0}$ continuous solutions, this approximability was established by constructing an interpolating polynomial; see Deng and Calo [12] for details. With this in mind, the authors demonstrated the optimal convergence of GFEM solutions in all $\mathbb{P}_{p}$-conforming spaces $(p \geq 1)$ enriched by the well-known hat-like enrichment function (cf. Eq. (71) below). On the other hand, Chou et. al. [11] used a single enrichment function to handle problem (1) with $[u]_{\alpha} \neq 0$ using the linear GFEM $(p=1)$. In this paper, we use two one-sided enrichment functions for each interface and show the effectiveness and convergence of the associated GFEM of all orders, i.e., $p \geq 1$. In addition to demonstrating optimal order convergence in the $L^{2}$ and broken $H^{1}$ norms, we also show superconvergence of nodal errors.

The organisation of the rest of the paper is as follows. In Section 2, we state the weak formulation for the implicit interface condition problem (1) with (4), and define enrichment functions and spaces. In Theorem 2.6, we show optimal order convergence in the $L^{2}$ and broken $H^{1}$ norms. Furthermore, in Theorem 2.7 we show $2 p$ order convergence at the nodes and the exactness of the approximate solution at nodes for the piecewise constant diffusion case. Section 3 concerns its extension to a special case of 2 D problems where the interface is a straight parallel (to a boundary) line. In Section 4, we provide numerical examples of a porous wall model to demonstrate the effectiveness of the present GFEM and confirm the convergence theory. Linear, quadratic, and cubic elements are tested. Furthermore, following the viewpoint of the SGFEM $[3,4,12]$, we compare the condition numbers of our (discontinuous solution) method with those in the continuous solution case [2], and numerically show that they are comparable for the same mesh sizes. Finally, in Section 5 we give some concluding remarks.

## 2. Enrichment Functions and Spaces

2.1. Weak Formulation. Let $I^{-}=(a, \alpha), I^{+}=(\alpha, b), I=(a, b)$, and define

$$
H_{\alpha, 0}^{1}(I)=\left\{v \in L^{2}(I): v \in H^{1}\left(I^{-}\right) \cap H^{1}\left(I^{+}\right), v(a)=v(b)=0\right\}
$$

We use conventional Sobolev norm notation. For example, $|u|_{1, J}$ denotes the usual $H^{1}$-seminorm for $u \in H^{1}(J)$, and $\|u\|_{i, I^{-} \cup I^{+}}^{2}=\|u\|_{i, I^{-}}^{2}+\|u\|_{i, I^{+}}^{2}, i=1,2$ for $u \in H_{\alpha}^{2}(I)$, where

$$
H_{\alpha}^{2}(I)=H^{2}\left(I^{-}\right) \cap H^{2}\left(I^{+}\right)
$$

The space $H_{\alpha, 0}^{1}(I)$ is endowed with the $\|\cdot\|_{1, I^{-} \cup I^{+}}$norm, and $H_{\alpha}^{2}(I)$ with the $\|\cdot\|_{2, I^{-} \cup I^{+}}$norm. The higher-order spaces $H_{\alpha}^{m}(I)$ and $H_{\alpha, 0}^{m}(I), m \geq 3$ are similarly
defined. With this in mind, the weak formulation of the problem (1) under (4) is: Given $f \in L^{2}(I)$, find $u \in H_{\alpha, 0}^{1}(I)$ such that

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in H_{\alpha, 0}^{1}(I), \tag{9}
\end{equation*}
$$

where

$$
\begin{aligned}
a(u, v) & =\int_{a}^{b} \beta(x) u^{\prime}(x) v^{\prime}(x) d x+\int_{a}^{b} w(x) u(x) v(x) d x+\frac{[u]_{\alpha}[v]_{\alpha}}{\lambda}, \\
(f, v) & =\int_{a}^{b} f(x) v(x) d x
\end{aligned}
$$

The above weak formulation can be easily derived by integration-by-parts with (4). Since $\lambda>0$, the bilinear form $a(\cdot, \cdot)$ is coercive and is bounded due to Poincaré inequality. By the Lax-Milgram theorem, a unique solution $u$ exists. Throughout the paper, we assume that the functions $\beta, f$, and $w$ are such that the solution $u \in H_{\alpha}^{p}(I), p \geq 2$.
2.2. Enrichment Functions. We now introduce an approximation space for the solution $u$. Let $a=x_{0}<x_{1}<\ldots<x_{k}<x_{k+1}<\ldots<x_{N}=b$ be a partition of $I$ and the interface point $\alpha \in\left(x_{k}, x_{k+1}\right)$ for some $k$. As usual, the mesh size $h:=\max _{i} h_{i}, h_{i}=x_{i+1}-x_{i}, i=0, \ldots, N-1$. Define the two one-sided enrichment functions

$$
\psi_{0}(x):=\left\{\begin{array}{ll}
0 & x \in\left[a, x_{k}\right]  \tag{10}\\
m_{1}\left(x-x_{k}\right) & x \in\left[x_{k}, \alpha\right) \\
0 & x \in(\alpha, b]
\end{array} \text { and } \psi_{1}(x):= \begin{cases}0 & x \in[a, \alpha) \\
m_{2}\left(x-x_{k+1}\right) & x \in\left(\alpha, x_{k+1}\right] \\
0 & x \in\left[x_{k+1}, b\right]\end{cases}\right.
$$

where

$$
\begin{equation*}
m_{1}=\frac{1}{\alpha-x_{k}}, \quad m_{2}=\frac{1}{\alpha-x_{k+1}} . \tag{11}
\end{equation*}
$$

## Remark 2.1.

- It is the enrichment function space $F_{e n r}:=\operatorname{span}\left\{\psi_{0}, \psi_{1}\right\}$ that matters. Any two basis functions of $F_{e n r}$ qualify, i.e., any pairs of nonzero $m_{1}$ and $m_{2}$ will guarantee convergence, as we shall show below. This space can also be spanned by one continuous and one one-sided function.

For example, the familiar continuous

$$
\tilde{\psi}_{0}(x):=\left\{\begin{array}{ll}
0 & x \in\left[a, x_{k}\right]  \tag{12}\\
\tilde{m}_{1}\left(x-x_{k}\right) & x \in\left[x_{k}, \alpha\right) \\
\tilde{m}_{2}\left(x-x_{k+1}\right) & x \in\left[\alpha, x_{k+1}\right] \\
0 & x \in(\alpha, b]
\end{array} \text { and a discontinuous } \tilde{\psi}_{1}(x):=\psi_{1}(x)\right.
$$

where

$$
\begin{equation*}
\tilde{m}_{1}=\frac{\alpha-x_{k+1}}{x_{k+1}-x_{k}}, \quad \tilde{m}_{2}=\frac{\left(\alpha-x_{k}\right)}{\left(x_{k+1}-x_{k}\right)} . \tag{13}
\end{equation*}
$$

- We will adopt choice (11) since it makes the ensuing error analysis more transparent and simpler. It is simpler because as can be seen later that we can concentrate our error analysis separately on each subdomain for the symmetric pairs. If we use the unsymmetric ones, the order of estimates, of course, will stay the same, but the analysis details would be messy. Since
only the enrichment space matters, a good choice of basis simplifies the analysis.
- Note that the slopes $\tilde{m}_{1}, \tilde{m}_{2}$ in choice (13) are uniformly bounded by 1 , while the slopes $m_{1}, m_{2}$ in choice (11) are not. We show in Appendix A that the bounded type may lead to a system of out-of-scale finite element equations while choice (11) does not. However, after a diagonal scaling, their resulting preconditioned systems have comparable condition numbers (cf. Section 4).
Let us describe the enriched space associated with $\psi_{i}, i=0,1$. Let $\bar{I}=\cup_{0}^{N-1} I_{i}, I_{i}=$ [ $x_{i}, x_{i+1}$ ] and let $S_{h}^{p}$ be the standard $\mathbb{P}_{p}, p \geq 1$ conforming finite element space

$$
\begin{align*}
S_{h}^{p} & =\left\{v_{h} \in C(\bar{I}):\left.v_{h}\right|_{I_{i}} \in \mathbb{P}_{p}, i=0, \ldots, N-1, v_{h}(a)=v_{h}(b)=0\right\}  \tag{14}\\
& =\operatorname{span}\left\{\phi_{j}, j \in \mathcal{N}_{h}^{p}\right\},
\end{align*}
$$

where $\phi_{i}$ 's are the Lagrange nodal basis functions of order $p$, and where the nodal index set $\mathcal{N}_{h}^{p}:=\{1,2, \cdots, p N-1\}$.

We denote the usual $\mathbb{P}_{p}$-interpolation operator by $\mathcal{J}_{h}: C(\bar{I}) \rightarrow S_{h}^{p}$,

$$
\mathcal{J}_{h}^{p} g=\sum_{i=1}^{p N-1} g\left(t_{i}\right) \phi_{i},
$$

where $t_{i}, i \in \mathcal{N}_{h}^{p}$ are the nodes such that $\phi_{i}\left(t_{j}\right)=\delta_{i j}$. For each element $\tau=I_{i}$, the local interpolation operator $\mathcal{J}_{\tau}^{p}$ is

$$
\begin{equation*}
\mathcal{J}_{\tau}^{p} g:=\left.\mathcal{J}_{h}^{p} g\right|_{\tau}=\sum_{j \in \mathcal{N}_{\tau}^{p}} g\left(t_{j}\right) \phi_{j} \tag{15}
\end{equation*}
$$

and $\mathcal{N}_{\tau}^{p} \subset \mathcal{N}_{h}^{p}$ is the set of nodes associated with $\tau$. Define the enriched finite element space

$$
\begin{equation*}
\bar{S}_{h}^{p}=S_{h}^{p}+S_{h, E}=\left\{v_{h}+w_{h}, v_{h} \in S_{h}^{p}, w_{h} \in S_{h, E}\right\} \tag{16}
\end{equation*}
$$

and

$$
S_{h, E}:=\left\{w_{h}: w_{h}=v \psi_{0}+w \psi_{1}, v, w, \in S_{h}^{p}\right\} .
$$

It will be shown later that algebraic sum ' + ' in (16) cannot be a direct sum ' $\oplus$ ' since the intersection space, $S_{h}^{p} \cap S_{h, E}$, is not empty.

The GFEM for problem (1) under (4) is to find $u_{h} \in \bar{S}_{h}^{p} \subset H_{\alpha, 0}^{1}$ such that

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in \bar{S}_{h}^{p} \tag{17}
\end{equation*}
$$

To derive the corresponding linear algebraic system of equations, we need to form a basis for the enriched space $\bar{S}{ }_{h}^{p}$, which we characterize as below.
2.3. Structure of the enrichment finite element space. It suffices to analyze the structure of the enriched space restricted to the interface element $\left[x_{k}, x_{k+1}\right]$. To this end, we first concentrate on the reference element $[0,1]$ with an interface point $\hat{\alpha}$. Let $\xi_{i}=i / p, i=0, \ldots, p$, be the evenly distributed nodes and let the corresponding Lagrange interpolating polynomials be

$$
q_{i}(x)=\prod_{j \neq i} \frac{\left(x-\xi_{j}\right)}{\left(\xi_{i}-\xi_{j}\right)}
$$

The local enriched space is

$$
\begin{equation*}
V_{h, l o c}^{e n r}:=V_{l o c}+V_{E}:=\operatorname{span}\left\{q_{0}, q_{1}, \ldots, q_{p-1}, q_{p}\right\}+\operatorname{span}\left\{q_{i} \psi_{0}, q_{i} \psi_{1}\right\}_{i=0}^{p} . \tag{18}
\end{equation*}
$$

For $p \geq 2$, we will refer to the $p-1$ functions $\left\{q_{i}\right\}_{i=1}^{p-1}$ as the bubble functions since they vanish at the endpoints. Note that $q_{0}(0)=1$ and $q_{p}(1)=1$. We will show in Lemma 2.2 that the bubble functions belong to $V_{E}$, and consequently

$$
\operatorname{dim}\left(V_{h, l o c}^{e n r}\right)=\operatorname{dim}\left(V_{l o c}+V_{E}\right)=2+2(p+1)
$$

Remark 2.1. Note that there is no bubble function for the linear case $(p=1)$. Moreover, there holds $V_{l o c} \cap V_{E}=\emptyset$. Thus, $V_{h, l o c}^{e n r}:=V_{l o c} \oplus V_{E}$ and the dimension is $\operatorname{dim}\left(V_{h, l o c}^{e n r}\right)=\operatorname{dim}\left(V_{l o c}+V_{E}\right)=2+2(p+1)=6$.

Lemma 2.2 (Local linear dependence). Let $p \geq 2$. For any bubble function $q_{i}, 1 \leq i \leq p-1$, we have

$$
\begin{equation*}
q_{i} \in V_{E}:=\operatorname{span}\left\{q_{k} \psi_{0}, q_{k} \psi_{1}\right\}_{k=0}^{p} \tag{19}
\end{equation*}
$$

i.e., there exist $s_{i k j}, 0 \leq k \leq p, j=0,1$, such that

$$
q_{i}=\sum_{j=0}^{1} \sum_{k=0}^{p} s_{i k j} q_{k} \psi_{j} .
$$

Proof. We only prove the theorem for $p=2$ since the proof for general $p$ follows closely in this case but with more complicated indices. Note that there is only one bubble function $q_{1}$ for $p=2$. On $[0, \hat{\alpha}], \psi_{1}=0$ and we need to show the existence of $s_{1 k 0}$ such that $q_{1}=\sum_{k=0}^{2} s_{1 k 0} \psi_{0} q_{k}$. Since $m_{1}$ can be absorbed into $s_{1 k 0}$, we can assume $m_{1}=1$ in the following calculation so that $\psi_{0}=x$. Expressing $q_{k}$ as a Taylor polynomial

$$
q_{k}=q_{k}(0)+q_{k}^{\prime}(0) x+\frac{q_{k}^{\prime \prime}(0)}{2} x^{2}
$$

and comparing the coefficients of $x, x^{2}, x^{3}$ of

$$
\begin{equation*}
q_{1}(0)+q_{1}^{\prime}(0) x+q_{1}^{\prime \prime}(0) x^{2}=\sum_{k=0}^{2} s_{1 k 0}\left(q_{k}(0) x+q_{k}^{\prime}(0) x^{2}+\frac{q_{k}^{\prime \prime}(0)}{2} x^{3}\right) \tag{20}
\end{equation*}
$$

we have

$$
\begin{align*}
& \sum_{k=0}^{2} s_{1 k 0} q_{k}(0)=q_{1}^{\prime}(0),  \tag{21}\\
& \sum_{k=0}^{2} s_{1 k 0} q_{k}^{\prime}(0)=q_{1}^{\prime \prime}(0),  \tag{22}\\
& \sum_{k=0}^{2} s_{1 k 0} q_{k}^{\prime \prime}(0)=0, \tag{23}
\end{align*}
$$

whose coefficient matrix is the Wronskian matrix evaluated at $x=0$

$$
\left(\begin{array}{lll}
q_{0}(0) & q_{1}(0) & q_{2}(0)  \tag{24}\\
q_{0}^{\prime}(0) & q_{1}^{\prime}(0) & q_{2}^{\prime}(0) \\
q_{0}^{\prime \prime}(0) & q_{1}^{\prime \prime}(0) & q_{2}^{\prime \prime}(0)
\end{array}\right) .
$$

Since the Wronskian is nonsingular, $s_{100}, s_{110}, s_{120}$ exist. Similarly for $[\hat{\alpha}, 1]$, we use the Taylor polynomials at $x=1$. All the equations are the same except they are evaluated at $x=1$. Thus $s_{101}, s_{111}, s_{121}$ exist. For the general case, the matrix in (24) is a Wronskian matrix of order $p$.

The approximability of $V_{h, l o c}^{e n r}$-functions on the reference element is given below

Theorem 2.3 (Local approximation). Let $\chi_{i}, i=1,2$ be the characteristic functions of $[0, \hat{\alpha}]$ and $[\hat{\alpha}, 1]$, respectively. Define the space

$$
\begin{equation*}
W=\left\{w: w=w_{1} \chi_{1}+w_{2} \chi_{2}, w_{i} \in \mathbb{P}_{p}, i=1,2\right\} . \tag{25}
\end{equation*}
$$

Then

$$
W \subset V_{h, l o c}^{e n r} .
$$

In other words, given two polynomials

$$
u_{1}=\sum_{l=0}^{p} a_{l} x^{l} \text { and } \quad u_{2}=\sum_{l=0}^{p} b_{l}(x-1)^{l},
$$

there exist unique $\zeta_{0}, \zeta_{p} ;\left\{\zeta_{i}\right\}_{i=p+1}^{2 p+1},\left\{\zeta_{j}\right\}_{j=2 p+2}^{3 p+2}$ such that

$$
\begin{equation*}
\sum_{i=1}^{2} \chi_{i} u_{i}=\sum_{j=0, p} \zeta_{j} q_{j}+\sum_{j=0}^{p} \zeta_{j+p+1} q_{j} \psi_{0}+\sum_{j=0}^{p} \zeta_{j+2 p+2} q_{j} \psi_{1} \tag{26}
\end{equation*}
$$

Proof. To prove the uniqueness of the solution of the square system in the unknown $\zeta_{i}$ 's, we proceed as follows:

$$
\begin{align*}
\sum_{i=0, p} \zeta_{i} q_{i}+\sum_{i=0}^{p} \zeta_{i+(p+1)} q_{i} \psi_{0} & =\sum_{l=0}^{p} a_{l} x^{l}  \tag{27}\\
\sum_{i=0, p} \zeta_{i} q_{i}+\sum_{i=0}^{p} \zeta_{i+2(p+1)} q_{i} \psi_{1} & =\sum_{l=0}^{p} b_{l}(x-1)^{l} \tag{28}
\end{align*}
$$

We can take $m_{1}=m_{2}=1$ because they can be absorbed into coefficients. Switching the indices in

$$
\sum_{i=0, p} \zeta_{i}\left(\sum_{l=0}^{p} \frac{q_{i}^{(l)}(0)}{l!} x^{l}\right)+\sum_{i=0}^{p} \zeta_{i+(p+1)}\left(\sum_{l=0}^{p} \frac{q_{i}^{(l)}(0)}{l!} x^{l}\right) x=\sum_{l=0}^{p} a_{l} x^{l}
$$

we obtain

$$
\begin{equation*}
\sum_{l=0}^{p}\left(\sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(0)}{l!}\right) x^{l}+\sum_{l=1}^{p+1}\left(\sum_{i=0}^{p} \zeta_{i+(p+1)} \frac{q_{i}^{(l-1)}(0)}{(l-1)!}\right) x^{l}=\sum_{l=0}^{p} a_{i} x^{l} \tag{29}
\end{equation*}
$$

Similarly from

$$
\begin{aligned}
& \sum_{i=0, p} \zeta_{i}\left(\sum_{l=0}^{p} \frac{q_{i}^{(l)}(1)}{l!}(x-1)^{l}\right)+\sum_{i=0}^{p} \zeta_{i+2(p+1)}\left(\sum_{l=0}^{p} \frac{q_{i}^{(l)}(1)}{l!}(x-1)^{l}\right)(x-1) \\
& =\sum_{l=0}^{p} b_{l}(x-1)^{l}
\end{aligned}
$$

we have

$$
\begin{align*}
& \sum_{l=0}^{p}\left(\sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(1)}{l!}\right)(x-1)^{l}+\sum_{l=1}^{p+1}\left(\sum_{i=0}^{p} \zeta_{i+2(p+1)} \frac{q_{i}^{(l-1)}(1)}{(l-1)!}\right)(x-1)^{l}  \tag{30}\\
& =\sum_{l=0}^{p} b_{l}(x-1)^{l} .
\end{align*}
$$

Comparing the coefficients of $x^{p+1}$ from the two sides of (29) and (30), we see that

$$
\begin{align*}
\sum_{i=0}^{p} \zeta_{i+(p+1)} q_{i}^{(p)}(0) & =0  \tag{31}\\
\sum_{i=0}^{p} \zeta_{i+2(p+1)} q_{i}^{(p)}(1) & =0 \tag{32}
\end{align*}
$$

Comparing the coefficients of $x^{l}, 0 \leq l \leq p$, we arrive at

$$
\begin{aligned}
& \sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(0)}{l!}+\sum_{i=0}^{p} \zeta_{i+(p+1)} \frac{q_{i}^{(l-1)}(0)}{(l-1)!}=a_{l} \\
& \sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(1)}{l!}+\sum_{i=0}^{p} \zeta_{i+2(p+1)} \frac{q_{i}^{(l-1)}(1)}{(l-1)!}=b_{l}
\end{aligned}
$$

with the understanding that the second terms on the left drop out when $l=0$. Collecting terms, we see that the square system is

$$
\begin{align*}
\sum_{i=0}^{p} \zeta_{i+(p+1)} q_{i}^{(p)}(0) & =0  \tag{33}\\
\sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(0)}{l!}+\sum_{i=0}^{p} \zeta_{i+(p+1)} \frac{q_{i}^{(l-1)}(0)}{(l-1)!} & =a_{l}, 0 \leq l \leq p  \tag{34}\\
\sum_{i=0}^{p} \zeta_{i+2(p+1)} q_{i}^{(p)}(1) & =0  \tag{35}\\
\sum_{i=0, p} \zeta_{i} \frac{q_{i}^{(l)}(1)}{l!}+\sum_{i=0}^{p} \zeta_{i+2(p+1)} \frac{q_{i}^{(l-1)}(1)}{(l-1)!} & =b_{l}, 0 \leq l \leq p \tag{36}
\end{align*}
$$

Since this system is square it suffices to show that all $\zeta_{i}$ 's are zero when $a_{l}=b_{l}=$ $0 \leq l \leq p$. First, observe that $\zeta_{0}=\zeta_{p}=0$. In fact, with $l=0$ using the second and fourth equations we have

$$
\begin{aligned}
& \zeta_{0} q_{0}(0)+\zeta_{p} q_{p}(0)=0, \\
& \zeta_{0} q_{0}(1)+\zeta_{p} q_{p}(1)=0 .
\end{aligned}
$$

The conclusion follows using $q_{p}(1)=1, q_{p}(0)=0, q_{0}(0)=1, q_{0}(1)=0$. As a consequence, (34) and (36) decouple and simplify to two linear systems

$$
\begin{align*}
& \sum_{i=0}^{p} \zeta_{i+(p+1)} q_{i}^{(l-1)}(0)=0  \tag{37}\\
& \sum_{i=0}^{p} \zeta_{i+2(p+1)} q_{i}^{(l-1)}(1)=0 \tag{38}
\end{align*}
$$

whose coefficient matrices are nonsingular, being Wronskian matrices. Thus, all $\zeta_{i}=0$.

Transforming the above results on $[0,1]$ to $\left[x_{k}, x_{k+1}\right]$, we have the following result.
Lemma 2.4 (Local interpolant). Let $g \in C(\bar{\omega}), \omega=(c, d)$ and $I_{h, \omega}^{p} g \in \mathbb{P}_{p}$ be the interpolating polynomial of $g$ at $p+1$ nodes $\xi_{i}=c+i[d-c] / p, i=0, \ldots, p$. Then
for $v \in C\left[x_{k}, \alpha\right] \cap C\left[\alpha, x_{k+1}\right]$, there exists a $\left.\rho \in V_{h}^{\text {enr }}\right|_{\left[x_{k}, x_{k+1}\right]}$ such that

$$
\begin{equation*}
\left(I_{h,\left[x_{k}, \alpha\right]}^{p} v\right) \chi_{\left[x_{k}, \alpha\right]}+\left(I_{h,\left[\alpha, x_{k+1}\right]}^{p} v\right) \chi_{\left[\alpha, x_{k+1}\right]}=\rho . \tag{39}
\end{equation*}
$$

Combining the classical results for non-interface elements and Lemma 2.4 for the interface element, we have

Lemma 2.5 (Global interpolant). Define a global interpolant $\mathcal{J}_{h, E}: C[a, \alpha] \cap$ $C([\alpha, b]) \rightarrow \mathbb{R}$ by $\mathcal{J}_{h, E} v=I_{h, \omega}^{p} v, \omega=\left[x_{k}, \alpha\right],\left[\alpha, x_{k+1}\right],\left[x_{i}, x_{i+1}\right], i=0, \ldots, k-$ $1, k+1, \ldots, N-1$. Then

$$
\left|v-\mathcal{J}_{h, E} v\right|_{1, I^{-} \cup I^{+}} \leq C h^{p}|v|_{p+1, I^{-} \cup I^{+}} .
$$

Theorem 2.6 (Error Estimate). Let $u$ be the exact solution and $u_{h}$ be the approximate solution of (9) and (17), respectively. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{0, I^{-} \cup I^{+}}+h\left\|u-u_{h}\right\|_{1, I^{-} \cup I^{+}} \leq C h^{p+1}\|u\|_{p+1, I^{-} \cup I^{+}} \tag{40}
\end{equation*}
$$

provided that the norm of the exact solution on the right side is finite. The constant $C$ is independent of $h$ and $\alpha$ but depends on the ratio $\rho:=\frac{\beta^{*}}{\beta_{*}}$ with $\beta^{*}=$ $\sup _{x \in[a, b]} \beta(x)$ and $\beta_{*}=\inf _{x \in[a, b]} \beta(x)$.

Proof. Subtracting (9) from (17), we have

$$
a\left(u-u_{h}, q_{h}\right)=0 \quad \forall q_{h} \in \bar{S}_{h} .
$$

Using the boundedness and coercivity properties of the bilinear form $a(\cdot, \cdot)$, we get

$$
\begin{aligned}
\beta_{*}\left|u-u_{h}\right|_{1, I}^{2} & \leq a\left(u-u_{h}, u-u_{h}\right)=a\left(u-u_{h}, u-q_{h}\right) \\
& \leq \beta^{*}\left|u-u_{h}\right|_{1, I}\left|u-q_{h}\right|_{1, I},
\end{aligned}
$$

where $\beta^{*}=\sup _{x \in[a, b]} \beta(x)$ and $\beta_{*}=\inf _{x \in[a, b]} \beta(x)$. Thus, by Cea's lemma and Lemma 2.5

$$
\begin{aligned}
\left|u-u_{h}\right|_{1, I} & \leq \frac{\beta^{*}}{\beta_{*}} \inf \left|u-q_{h}\right|_{1, I} \\
& \leq \frac{\beta^{*}}{\beta_{*}}\left|u-\mathcal{J}_{h, E} u\right|_{1, I} \\
& \leq C h^{p}\|u\|_{p+1, I^{-} \cup I^{+}} .
\end{aligned}
$$

Then the usual duality argument leads to

$$
\left\|u-u_{h}\right\|_{0, I} \leq C h^{p+1}\|u\|_{p+1, I^{-} \cup I^{+}} .
$$

We note that the jump ratios $\rho:=\frac{\beta^{*}}{\beta_{*}}$ are of moderate size for the wall model in Section 4.

Theorem 2.7 ( $2 p$-th order accuracy at nodes). Suppose that $\beta \in C^{p+1}(a, \alpha) \cap$ $C^{p+1}(\alpha, b), p \geq 1$ and $w(x)=0$. Let $u$ be the exact solution and $u_{h}$ be the approximate solution of (9) and (17), respectively. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\left|u(\xi)-u_{h}(\xi)\right| \leq C h^{2 p}\|u\|_{p+1, I^{-} \cup I^{+}}, \quad \xi=x_{i}, 1 \leq i \leq n-1, \tag{41}
\end{equation*}
$$

where $C$ depends on certain norms of Green's function at $\xi$.
Superconvergence. Furthermore, if $\beta$ is piecewise constant with respect to $[a, \alpha]$ and $[\alpha, b]$, then

$$
\begin{equation*}
u(\xi)=u_{h}(\xi) \quad \forall \xi=x_{i}, 1 \leq i \leq n-1 . \tag{42}
\end{equation*}
$$

Proof. Let $g=G(\cdot, \xi), \xi \neq \alpha$ be the Green's function satisfying

$$
a(G(\cdot, \xi), v)=<\delta(x-\xi), v>, \quad v \in H_{0, \alpha}^{1}(a, b)
$$

whose existence is guaranteed by the Lax-Milgram theorem, since in 1D point evaluation is a bounded operator. We can find Green's function via the classical formulation (for simplicity let $[a, b]=[0,1]$ and $\xi<\alpha$ ):

$$
\begin{aligned}
-\left(\beta g^{\prime}\right)^{\prime} & =\delta(x-\xi), 0<x<1, & g(0)=g(1) & =0, \\
{[g]_{\alpha} } & =\gamma\left[g^{\prime}\right]_{\alpha}, & {\left[\beta g^{\prime}\right]_{\alpha} } & =0, \\
{[g]_{\xi} } & =0, & {\left[\beta g^{\prime}\right]_{\xi} } & =1 .
\end{aligned}
$$

Define

$$
\begin{equation*}
K(x):=\int_{0}^{x} \frac{1}{\beta(t)} d t, 0 \leq x \leq \alpha ; \quad K^{c}(x):=\int_{x}^{1} \frac{1}{\beta(t)} d t, \alpha \leq x \leq 1 \tag{43}
\end{equation*}
$$

Then, similar to the techniques in [10] we have

$$
G(x, \xi)= \begin{cases}c_{1} K(x), & 0 \leq x \leq \xi  \tag{44}\\ c_{3}(K(x)-K(\xi))+c_{1} K(\xi), & \xi \leq x<\alpha \\ -c_{2} K^{c}(x), & \alpha<x \leq 1\end{cases}
$$

where with $\gamma=\frac{\lambda \beta^{+} \beta^{-}}{\left(\beta^{-}-\beta^{+}\right)}, c_{3}=\frac{K(\xi)}{-K^{c}(\alpha)-K(\alpha)-\lambda}, c_{2}=c_{3}, c_{1}=1+c_{3}$.
Thus, for $\xi<\alpha, g=G(\cdot, \xi) \in H^{p+1}(\Omega)$, for $\Omega=(a, \xi),\left(\xi, x_{k}\right),\left(x_{k}, \alpha\right),\left(\alpha, x_{k+1}\right)$, and $\left(x_{k+1}, b\right)$. Similar regularity holds if $\xi>\alpha$. Using the local estimates in Lemma 2.5 , we conclude that that there exists $I_{h} g \in \bar{S}_{h}^{p}$ such that

$$
\begin{equation*}
\left|g-I_{h} g\right|_{1, \Omega} \leq C h^{p}\left\|g^{(p+1)}\right\|_{0, \Omega} \tag{45}
\end{equation*}
$$

for all the $\Omega$ 's listed above. Now with $\xi=x_{i}$

$$
e\left(x_{i}\right)=a(g, e)=a\left(g-I_{h} g, e\right)
$$

implies that

$$
\begin{aligned}
\left|e\left(x_{i}\right)\right| & \leq C h^{p}| | g\left\|_{p+1, *} h^{p}\right\| u \|_{p+1, I^{-} \cup I^{+}} \\
& \leq C h^{2 p}\|g\|_{p+1, *}\|u\|_{p+1, I^{-} \cup I^{+}}
\end{aligned}
$$

where $\|g\|_{p+1, *}^{2}:=\sum\|g\|_{p+1, \Omega}^{2}$, the summation being over all the $\Omega$ 's listed above.
We next prove the assertion (42). Since $\beta$ is piecewise constant, Green's function (44) is piecewise linear in $x$ with fixed $\xi_{i}=x_{i}, 1 \leq i \leq n-1$. Hence, $g=G\left(\cdot, x_{i}\right)$ is in $\bar{S}_{h}^{p}$ by Theorem 2.3 and consequently

$$
e\left(x_{i}\right)=a(g, e)=0 .
$$

Let us point out in passing that the assertion (41) still holds if $0 \leq w \in C^{p}[a, b]$, which can be proven by the techniques of the reduction theorem (p. 4, [28]) to the divergence form. Studies on the superconvergence of other numerical methods for interface problems such as the IFEM or 1-D immersed finite volume methods can be found in $[8,9]$. It seems very promising that one can develop a parallel
superconvergence theory to the one in [8] for our high-order enriched finite elements. We are currently investigating this possibility.

We will use the preconditioned conjugate gradient method to solve the resulting finite element equation. The matrix $D_{A}$, the diagonal part of $A$, is used as a preconditioner, and we solve iteratively a system of the form $D_{A}^{-1 / 2} A D_{A}^{-1 / 2} y=b$. The scaled condition number $\kappa_{2}\left(D_{A}^{-1} A\right)(\mathrm{SCN})[4]$ for the higher order method will be computed in Section 4.

## 3. Extension to Two Dimensions

Let $\Omega:=[a, b] \times[c, d]$ be a rectangular domain with a vertical or horizontal interface $\Gamma:=\{(x, y): x=\alpha\} \cap \bar{\Omega}$ or $\Gamma:=\{(x, y): y=\alpha\} \cap \bar{\Omega}$ that separates the domain into two subdomains $\Omega^{-}$and $\Omega^{+}$. Then, $\Gamma=\bar{\Omega}^{-} \cap \bar{\Omega}^{+}$with $\Omega^{-} \cap \Omega^{+}=\emptyset$ and $\bar{\Omega}^{-} \cup \bar{\Omega}^{+}=\bar{\Omega}$. We now consider the following interface elliptic problem: Find $u: \bar{\Omega} \rightarrow \mathbb{R}$ such that

$$
\left\{\begin{align*}
-\nabla \cdot(\beta(\mathbf{x}) \nabla u)+w(\mathbf{x}) u(\mathbf{x}) & =f(\mathbf{x}), & & \mathbf{x} \in \Omega \backslash \Gamma  \tag{46}\\
u(\mathbf{x}) & =0, & & \mathbf{x} \in \partial \Omega
\end{align*}\right.
$$

where $w(\mathbf{x}) \geq 0$, and $0<\beta \in C\left(\bar{\Omega}^{-}\right) \cup C\left(\bar{\Omega}^{+}\right)$is discontinuous across the interface $\Gamma$. As in 1D, we impose the 2D jump conditions on $u$ and its flux $q:=-\beta \nabla u$ across $\Gamma$ :

$$
\begin{cases}{[u]_{\alpha}} & =\lambda(\beta \nabla u \cdot \mathbf{n})\left(\alpha^{-}\right)  \tag{47}\\ {[\beta \nabla u \cdot \mathbf{n}]_{\alpha}} & =0\end{cases}
$$

where the jump quantity [.] is understood similarly. We consider this interface problem to demonstrate our method for simplicity. Essentially, this work generalizes the SGFEM developed in $[4,20]$ for the straight interface problem (46)-(47) with $\lambda=0$ to the case with $\lambda \neq 0$.
3.1. Enrichment Functions and Weak Formulation in 2D. Define

$$
H_{\alpha, 0}^{1}(\Omega)=\left\{v \in L^{2}(\Omega): v \in H^{1}\left(\Omega^{-}\right) \cap H^{1}\left(\Omega^{+}\right), v=0 \text { on } \partial \Omega\right\}
$$

We use conventional Sobolev norm notation. For example, $|u|_{1, J}$ denotes the usual $H^{1}$-seminorm for $u \in H^{1}(J)$, and $\|u\|_{i, \Omega^{-} \cup \Omega^{+}}^{2}=\|u\|_{i, \Omega^{-}}^{2}+\|u\|_{i, \Omega^{+}}^{2}, i=1,2$ for $u \in H_{\alpha}^{2}(\Omega)$, where

$$
H_{\alpha}^{2}(\Omega)=H^{2}\left(\Omega^{-}\right) \cap H^{2}\left(\Omega^{+}\right)
$$

The space $H_{\alpha, 0}^{1}(\Omega)$ is endowed with the $\|\cdot\|_{1, \Omega^{-} \cup \Omega^{+}}$norm, and $H_{\alpha}^{2}(\Omega)$ with the $\|\cdot\|_{2, \Omega^{-} \cup \Omega^{+}}$norm. The higher-order spaces $H_{\alpha}^{m}(\Omega)$ and $H_{\alpha, 0}^{m}(\Omega), m \geq 3$ are similarly defined. With this in mind, the weak formulation of the problem (46) under (47) is: Given $f \in L^{2}(\Omega)$, find $u \in H_{\alpha, 0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v)=(f, v) \quad \forall v \in H_{\alpha, 0}^{1}(\Omega), \tag{48}
\end{equation*}
$$

where

$$
\begin{aligned}
a(u, v) & =\int_{\Omega} \beta(\mathbf{x}) \nabla u(\mathbf{x}) \cdot \nabla v(\mathbf{x}) d \mathbf{x}+\int_{\Omega} w(\mathbf{x}) u(\mathbf{x}) v(\mathbf{x}) d \mathbf{x}+\frac{1}{\lambda} \int_{\Gamma}[u]_{\alpha}[v]_{\alpha} d \sigma, \\
(f, v) & =\int_{\Omega} f(\mathbf{x}) v(\mathbf{x}) d \mathbf{x} .
\end{aligned}
$$

As in 1D, the above weak formulation can be easily derived by integration-byparts with (47). With $\lambda>0$, the bilinear form $a(\cdot, \cdot)$ is coercive due to Poincaré inequality (when $w=0$ ) and is bounded. By the Lax-Milgram theorem, a unique
solution $u$ exists. Throughout the paper, we assume that the functions $\beta, f$, and $w$ are such that the solution $u \in H_{\alpha}^{p}(\Omega), p \geq 2$.

We assume from now on that the interface is $x=\alpha$ and define a regular rectangular mesh on $\Omega$ as follows. Let $a=x_{0}<x_{1}<\ldots<x_{k}<x_{k+1}<\ldots<x_{N}=b$ be a partition of $I=(a, b)$ with $\alpha \in\left(x_{k}, x_{k+1}\right)$ for some $k$. Similarly, let $c=y_{0}<$ $y_{1}<\ldots<y_{M}=b$ be a partition of $J=(c, d)$. Let

$$
I_{i}=\left[x_{i}, x_{i+1}\right], J_{j}=\left[y_{j}, y_{j+1}\right], R_{i, j}=I_{i} \times J_{j}, \quad 0 \leq i \leq N_{x}-1,0 \leq j \leq N_{y}-1
$$

then $R_{i, j}$ is an element and $R_{h}=\left\{R_{i, j}\right\}$ is the rectangular mesh for $\Omega$. For each $R=R_{i, j}$, we let $h(R)=\max \left\{h_{1}, h_{2}\right\}, \rho(R)=\min \left\{h_{1}, h_{2}\right\}$ where $h_{1}=\mid x_{i}-$ $x_{i+1}\left|, h_{2}=\left|y_{j}-y_{j+1}\right|\right.$. We assume $R_{h}$ is regular, i.e., there exists a constant $C>0$ such that

$$
\max _{R \in R_{h}} \frac{h(R)}{\rho(R)} \leq C
$$

Furthermore, the intersection of the interface $x=\alpha$ with the interface element boundary $\partial R_{i}$ cannot be a vertex or have nonzero length.

Recall from (14) that $S_{h}$ is the standard $\mathbb{P}_{p}, p \geq 1$ conforming finite element space on $I$. Similarly, we define the standard $\mathbb{P}_{p}, p \geq 1$ conforming finite element space on $J$

$$
\begin{align*}
\mathcal{S}_{h}^{p} & =\left\{v_{h} \in C(\bar{J}):\left.w_{h}\right|_{J_{i}} \in \mathbb{P}_{p}, i=0, \ldots, N_{y}-1, w_{h}(c)=w_{h}(d)=0\right\}  \tag{49}\\
& =\operatorname{span}\left\{\chi_{j}, j \in \mathcal{M}_{h}^{p}\right\}
\end{align*}
$$

where $\chi_{i}$ 's are the Lagrange nodal basis functions of order $p$ with the nodal index set $\mathcal{M}_{h}^{p}:=\left\{1,2, \cdots, p N_{y}-1\right\}$.

It is then natural to define the 2D enriched finite element space $\mathcal{E}_{h}^{p}$ as the tensor product of the 1D enriched space $\bar{S}_{h}^{p}$ of (16) and $\mathcal{S}_{h}^{p}$, the 1D conforming space of (49) in the $y$-direction:

$$
\begin{equation*}
\mathcal{E}_{h}^{p}=\bar{S}_{h}^{p} \otimes \mathcal{S}_{h}^{p} . \tag{50}
\end{equation*}
$$

The GFEM or the enriched FEM for problem (46) under (47) is to find $u_{h} \in$ $\mathcal{E}_{h}^{p} \subset H_{\alpha, 0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a\left(u_{h}, v_{h}\right)=\left(f, v_{h}\right) \quad \forall v_{h} \in \mathcal{E}_{h}^{p} . \tag{51}
\end{equation*}
$$

The bilinear form $a(\cdot, \cdot)$ has three parts. When $\left.\beta\right|_{\Omega^{-}},\left.\beta\right|_{\Omega^{+}},\left.w\right|_{\Omega^{+}}$and $\left.w\right|_{\Omega^{+}}$are constant, one can derive the 2D matrices as tensor-products of 1D matrices. With this in mind, for two basis functions $\phi_{i_{x}}^{p}(x) \phi_{i_{y}}^{p}(y), \phi_{j_{x}}^{p}(x) \phi_{j_{y}}^{p}(y) \in \mathcal{E}_{h}^{p}$, the matrix entries are

$$
\begin{equation*}
\left(w \phi_{i_{x}}^{p}(x) \phi_{i_{y}}^{p}(y), \phi_{j_{x}}^{p}(x) \phi_{j_{y}}^{p}(y)\right)=\left(w \phi_{i_{x}}^{p}(x), \phi_{j_{x}}^{p}(x)\right) \cdot\left(\phi_{i_{y}}^{p}(y), \phi_{j_{y}}^{p}(y)\right), \tag{52}
\end{equation*}
$$

where

$$
\begin{align*}
\left(w \phi_{i_{x}}^{p}(x), \phi_{j_{x}}^{p}(x)\right) & =\int_{a}^{b} w \phi_{i_{x}}^{p}(x) \phi_{j_{x}}^{p}(x) \mathrm{d} x  \tag{53}\\
\left(\phi_{i_{y}}^{p}(y), \phi_{j_{y}}^{p}(y)\right) & =\int_{c}^{d} \phi_{i_{y}}^{p}(y) \phi_{j_{y}}^{p}(y) \mathrm{d} y
\end{align*}
$$

Similarly,

$$
\begin{align*}
\left(\beta \nabla \phi_{i_{x}}^{p}(x) \phi_{i_{y}}^{p}(y), \nabla \phi_{j_{x}}^{p}(x) \phi_{j_{y}}^{p}(y)\right)= & \left(\beta \partial_{x} \phi_{i_{x}}^{p}(x), \partial_{x} \phi_{j_{x}}^{p}(x)\right) \cdot\left(\phi_{i_{y}}^{p}(y), \phi_{j_{y}}^{p}(y)\right),  \tag{54}\\
& +\left(\beta \phi_{i_{x}}^{p}(x), \phi_{j_{x}}^{p}(x)\right) \cdot\left(\partial_{y} \phi_{i_{y}}^{p}(y), \partial_{y} \phi_{j_{y}}^{p}(y)\right), \\
\int_{\Gamma}\left[\phi_{i_{x}}^{p}(x) \phi_{i_{y}}^{p}(y)\right]_{\alpha}\left[\phi_{j_{x}}^{p}(x) \phi_{j_{y}}^{p}(y)\right]_{\alpha} d \sigma= & \int_{c}^{d}\left[\phi_{i_{x}}^{p}(x) \phi_{i_{y}}^{p}(y)\right]_{\alpha}\left[\phi_{j_{x}}^{p}(x) \phi_{j_{y}}^{p}(y)\right]_{\alpha} d y \\
= & \left(\left[\phi_{i_{x}}^{p}(x)\right]_{\alpha},\left[\phi_{j_{x}}^{p}(x)\right]_{\alpha}\right) \cdot\left(\phi_{i_{y}}^{p}(y), \phi_{j_{y}}^{p}(y)\right) .
\end{align*}
$$

where $\left(\left[\phi_{i_{x}}^{p}(x)\right]_{\alpha},\left[\phi_{j_{x}}^{p}(x)\right]_{\alpha}\right)=\left[\phi_{i_{x}}^{p}(x)\right]_{\alpha} \cdot\left[\phi_{j_{x}}^{p}(x)\right]_{\alpha}$.
Using this property of the discretization, the GFEM (51) leads to the matrix problem of the form

$$
\begin{equation*}
\left(K_{x, \beta} \otimes M_{y}+M_{x, \beta} \otimes K_{y}\right) U+\left(M_{x, w} \otimes M_{y}\right) U+\left(J_{x, \lambda} \otimes M_{y}\right) U=F \tag{55}
\end{equation*}
$$

where the 1D matrices can be constructed from the inner products above and where $U \in \mathbb{R}^{\left(p\left(N_{x}+1\right)+2\right) \cdot\left(p N_{y}-1\right)}$ is a stack of column vectors $U_{i, y} \in \mathbb{R}^{p N_{y}-1}, 1 \leq$ $i \leq p\left(N_{x}+1\right)+2$.
3.2. The approximability of the enriched space. Let $\hat{R}=[0,1] \times[0,1]$ be the reference element of the tensor mesh of $\Omega=\cup_{k} R_{k}$, i.e, there exists a unique bijective affine transformation $F_{k}$ such that $F_{k}(\hat{R})=R_{k}$ for every $k$. The interface $x=\hat{\alpha}$ separates $\hat{R}$ into $\hat{R}^{+}$and $\hat{R}^{-}$. Then the 2D counterpart of Theorem 2.3 still holds.

Theorem 3.1 (Local approximation). Let $\chi_{i}, i=1,2$ be the characteristic functions of $\hat{R}^{-}$and $\hat{R}^{+}$, respectively. Define the space

$$
\begin{equation*}
W=\left\{w: w=w_{1} \chi_{1}+w_{2} \chi_{2}, w_{i} \in \mathbb{Q}_{p}:=\mathbb{P}_{p} \otimes \mathbb{P}_{p}, i=1,2\right\} . \tag{56}
\end{equation*}
$$

Then

$$
W \subset \mathcal{V}_{h, l o c}^{e n r}
$$

where $\mathcal{V}_{h, l o c}^{e n r}$ is the local enriched space, $\mathcal{V}_{h, l o c}^{e n r}=F_{k}^{-1}\left(\left.\mathcal{E}_{h}^{p}\right|_{R^{k}}\right)$.
Proof. First note that each $F_{k}^{-1}$ sends the interface $x=\alpha$ in an interface element $R_{k}$ to an interface $\hat{x}=\hat{\alpha}$ in $\hat{R}$. It suffices to consider $w_{i}$ having the special form of basis functions

$$
w_{i}(x, y)=X_{i}(x) Y_{i}(y), X_{i}, Y_{i} \in \mathbb{P}_{p}, i=1,2
$$

Then using Theorem 2.3 to conclude $X_{i}$ belongs to the $\bar{S}_{h}^{p}$-space on $[0,1]$ and the fact that $F_{k}^{-1}$ preserves the tensor product structure of (50) complete the proof.

Using the above theorem, it is not hard to see that the 2D version of Lemma 2.4 and Lemma 2.5 holds respectively due to the optimal order of approximation of $\mathbb{Q}_{p}(\hat{R})$ to $H^{2}(\hat{R})$ functions under the regular mesh assumption. Consequently, the 2D version of Theorem 2.6 holds and we have

Theorem 3.2 (Error estimate). Let $u$ be the exact solution and $u_{h}$ be the approximate solution of (48) and (51), respectively. Then there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{0, \Omega^{-} \cup \Omega^{+}}+h\left\|u-u_{h}\right\|_{1, \Omega^{-} \cup \Omega^{+}} \leq C h^{p+1}\|u\|_{p+1, \Omega^{-} \cup \Omega^{+}} \tag{57}
\end{equation*}
$$

provided that the norm of the exact solution on the right side is finite. The constant $C$ is independent of $h$ and $\alpha$ but depends on the ratio $\rho:=\frac{\beta^{*}}{\beta_{*}}$ with $\beta^{*}=\sup _{\mathbf{x} \in \bar{\Omega}} \beta(\mathbf{x})$ and $\beta_{*}=\inf _{\mathbf{x} \in \bar{\Omega}} \beta(\mathbf{x})$.

## 4. Numerical Experiments

In this section, we present numerical examples to confirm the theoretical findings. In subsection 4.1 we use Example 4.0 and Example 4.1 to verify for the 1D case optimal order convergence in $L^{2}$ and broken $H^{1}$ norms and nodal errors predicted in Theorems 2.6-2.7 using linear, quadratic, and cubic elements. For the 2D tensor case, we use Example 4.2 to verify optimal order convergence rates in Theorem 3.2. In subsection 4.2, we test our methods on a much more complicated physical example of the multi-layer porous wall model for the drug-eluting stents [27] that has been studied using IFEM [29, 30, 31, 32].

### 4.1. Numerical Verification of Theorems 2.6-2.7. Variable coefficients.

 Example 4.0. Consider [10]$$
-\left(\beta u^{\prime}\right)^{\prime}=f(x)=2 x, \quad u(0)=u(1)=0
$$

with the variable coefficient

$$
\beta(x)= \begin{cases}x^{2}+1 & x \in[0, \alpha) \\ x^{2} & x \in(\alpha, 1]\end{cases}
$$

The exact solution is

$$
u(x)= \begin{cases}-x+(1-d) \tan ^{-1} x & x \in[0, \alpha) \\ -x+\frac{d}{x}+(1-d) & x \in(\alpha, 1]\end{cases}
$$

where

$$
d=\frac{\left(\alpha^{2} \tan ^{-1} \alpha-\alpha^{2}\right)\left(1+\alpha^{2}\right)-\gamma \alpha}{\left(\alpha-\alpha^{2}+\alpha^{2} \tan ^{-1} \alpha+\gamma\right)\left(1+\alpha^{2}\right)-\gamma \alpha^{2}} .
$$

At the interface point $\alpha$, the jump condition satisfies

$$
\left\{\begin{array}{l}
{[u]_{\alpha}=\lambda \beta\left(\alpha^{-}\right) u^{\prime}\left(\alpha^{-}\right)}  \tag{58}\\
-\beta\left(\alpha^{-}\right) u^{\prime}\left(\alpha^{-}\right)=-\beta\left(\alpha^{+}\right) u^{\prime}\left(\alpha^{+}\right)
\end{array}\right.
$$

where

$$
\lambda=-\frac{\left(d / \alpha+(1-d)\left(1-\tan ^{-1} \alpha\right)\right)}{\left(d+\alpha^{2}\right)}
$$

In Table 1 and Table 2 we present the nodal errors, and scaled condition numbers (SCN), using linear, quadratic, and cubic elements for $\alpha=1 / \pi$ and $\alpha=2 / \pi$ respectively. This confirms the convergence at the nodes as predicted in Theorem 2.7 and Theorem 2.6. Figures 1 and 2 demonstrate optimal convergence rates in $L^{2}$ and broken $H^{1}$ norms for same $\alpha$ values.


Figure 1. $L^{2}$ and broken $H^{1}$ convergence rates for Example 4.0 with $\alpha=1 / \pi$ using linear, quadratic, and cubic basis functions.

Table 1. Nodal errors and scaled condition numbers (SCNs) for Example 4.0 with $\alpha=1 / \pi$ using linear, quadratic, and cubic basis functions.

| Example 4.0 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $1.98 \mathrm{e}-03$ | $1.94 \mathrm{e}+02$ | $2.13 \mathrm{e}-05$ | $4.83 \mathrm{e}+03$ | $2.52 \mathrm{e}-07$ | $2.54 \mathrm{e}+05$ |
| $h=1 / 16^{*}$ | $4.98 \mathrm{e}-04$ | $1.82 \mathrm{e}+03$ | $1.50 \mathrm{e}-06$ | $2.67 \mathrm{e}+05$ | $4.63 \mathrm{e}-09$ | $1.80 \mathrm{e}+08$ |
| $h=1 / 32$ | $1.41 \mathrm{e}-04$ | $3.63 \mathrm{e}+03$ | $1.99 \mathrm{e}-07$ | $2.18 \mathrm{e}+04$ | $7.84 \mathrm{e}-11$ | $5.31 \mathrm{e}+08$ |
| $h=1 / 64$ | $5.02 \mathrm{e}-05$ | $9.37 \mathrm{e}+03$ | $1.81 \mathrm{e}-08$ | $5.30 \mathrm{e}+04$ | $1.30 \mathrm{e}-12$ | $1.80 \mathrm{e}+08$ |
| $h=1 / 128$ | $1.49 \mathrm{e}-05$ | $4.33 \mathrm{e}+04$ | $1.37 \mathrm{e}-09$ | $2.04 \mathrm{e}+05$ | $2.07 \mathrm{e}-14$ | $1.62 \mathrm{e}+09$ |
| Order | $\approx 2.1$ | $\approx 1.8$ | $\approx 3.4$ | $\approx 1.3^{*}$ | $\approx 5.9$ | $\approx 2.5$ |



Figure 2. $L^{2}$ and broken $H^{1}$ convergence rates for Example 4.0 with $\alpha=2 / \pi$ using linear, quadratic, and cubic basis functions.

Table 2. Nodal errors and scaled condition numbers (SCNs) for Example 4.0 with $\alpha=2 / \pi$ using linear, quadratic, and cubic basis functions.

| Example 4.0 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8^{*}$ | $4.54 \mathrm{e}-03$ | $3.69 \mathrm{e}+03$ | $1.26 \mathrm{e}-05$ | $2.67 \mathrm{e}+05$ | $2.87 \mathrm{e}-08$ | $5.15 \mathrm{e}+08$ |
| $h=1 / 16$ | $1.69 \mathrm{e}-03$ | $5.94 \mathrm{e}+03$ | $1.46 \mathrm{e}-06$ | $2.51 \mathrm{e}+04$ | $4.96 \mathrm{e}-10$ | $1.05 \mathrm{e}+07$ |
| $h=1 / 32$ | $5.62 \mathrm{e}-04$ | $1.47 \mathrm{e}+04$ | $1.32 \mathrm{e}-07$ | $6.63 \mathrm{e}+04$ | $8.16 \mathrm{e}-12$ | $4.20 \mathrm{e}+07$ |
| $h=1 / 64$ | $1.62 \mathrm{e}-04$ | $6.01 \mathrm{e}+04$ | $9.89 \mathrm{e}-09$ | $2.50 \mathrm{e}+05$ | $1.31 \mathrm{e}-13$ | $5.30 \mathrm{e}+08$ |
| $h=1 / 128$ | $4.07 \mathrm{e}-05$ | $2.14 \mathrm{e}+05$ | $6.18 \mathrm{e}-10$ | $9.76 \mathrm{e}+05$ | $2.10 \mathrm{e}-15$ | $5.08 \mathrm{e}+09$ |
| Order | $\approx 1.7$ | $\approx 1.5$ | $\approx 3.6$ | $\approx 1.8^{*}$ | $\approx 5.9$ | $\approx 3.0^{*}$ |

In general, the condition number of standard FEM depends on the mesh quality, such as element shapes and aspect ratios, polynomial orders, and material properties modelled in the differential equations. Tables $1-8$ show the scaled condition numbers (SCNs) of the proposed enriched FEM when using linear, quadratic, and cubic elements. The main observations are: firstly, all the condition numbers roughly grow in the order of two which is the same as the standard FEM; secondly, the condition number growth of the linear element case is more robust than those of quadratic and cubic elements; thirdly, the condition numbers of quadratic or higher-order elements are more sensitive to the distance of the interface to its n earest element interface. Poorly conditioned systems result in numerical difficulties such as ill-conditioning and numerical instability. The proposed method with linear elements is robust in terms of numerical stability while the cases with higher-order elements are subject to further study and improvement.

## Example 4.1. Piecewise Constant Coefficient. Consider

$$
\begin{equation*}
-\left(\beta u^{\prime}\right)^{\prime}=f(x), \quad u(0)=u(1)=0, \tag{59}
\end{equation*}
$$

where

$$
f(x)= \begin{cases}x^{m} & x \in[0, \alpha)  \tag{60}\\ (x-1)^{m} & x \in(\alpha, 1]\end{cases}
$$

$m$ is a nonnegative integer. The interface point is located at $\alpha$ and

$$
\beta(x)= \begin{cases}\beta^{-} & x \in[0, \alpha),  \tag{61}\\ \beta^{+} & x \in(\alpha, 1] .\end{cases}
$$

The interface jump conditions are

$$
[u]_{\alpha}=\gamma\left[u^{\prime}\right]_{\alpha} \quad \text { and } \quad\left[\beta u^{\prime}\right]_{\alpha}=0 .
$$

where $\gamma=-\lambda \beta^{+} \beta^{-} /[\beta]_{\alpha}$.
The exact solution is

$$
\begin{align*}
& u(x)= \begin{cases}\frac{-1}{(m+1)(m+2) \beta^{-}} x^{m+2}+c_{1} x & x \leq \alpha \\
\frac{-1}{(m+1)(m+2) \beta^{+}}(x-1)^{m+2}+c_{2}(x-1) & x \geq \alpha\end{cases}  \tag{62}\\
& {\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right]=\frac{1}{(\alpha-1-\gamma) \beta^{-}+(\gamma-\alpha) \beta^{+}}\left[\begin{array}{cc}
\alpha-\gamma-1 & \beta^{+} \\
\alpha-\gamma & \beta^{-}
\end{array}\right]\left[\begin{array}{l}
R_{1} \\
R_{2}
\end{array}\right]}
\end{align*}
$$

where

$$
R_{1}=\frac{\alpha^{m+1}}{m+1}-\frac{(\alpha-1)^{m+1}}{m+1}
$$

and

$$
R_{2}=\frac{\gamma \alpha^{m+1}}{(m+1) \beta^{-}}-\frac{\gamma(\alpha-1)^{m+1}}{(m+1) \beta^{+}}+\frac{(\alpha-1)^{m+2}}{(m+1)(m+2) \beta^{+}}-\frac{\alpha^{m+2}}{(m+1)(m+2) \beta^{-}} .
$$

In the numerical experiment, we set $\lambda=1, \beta^{-}=100, \beta^{+}=1$, and $m=6$. Tables 3 and 4 for $\alpha=1 / \pi$ and $\alpha=2 / \pi$ respectively, show that the nodal errors are exact for linear, quadratic, and cubic elements. Convergence rates for $L^{2}$ and broken $H^{1}$ errors are optimal.


Figure 3. $L^{2}$ and broken $H^{1}$ convergence rates for Example 4.1 with $\alpha=1 / \pi$, using linear, quadratic, and cubic basis functions.

Example 4.2. Consider a 2D interface problem on the unit square

$$
\begin{equation*}
-\nabla \cdot(\beta \nabla U)=F(x, y), \text { on } \Omega=[0,1]^{2}, \quad U=0 \text { on } \partial \Omega \tag{63}
\end{equation*}
$$

Table 3. Nodal errors and scaled condition numbers (SCNs) for Example 4.1 with $\alpha=1 / \pi$, using linear, quadratic, and cubic basis functions.

| Example 4.1 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $3.30 \mathrm{e}-17$ | 2.15 e 3 | $1.06 \mathrm{e}-16$ | 1.07 e 4 | $4.86 \mathrm{e}-17$ | 4.07 e 4 |
| $h=1 / 16$ | $2.46 \mathrm{e}-16$ | 4.12 e 3 | $8.67 \mathrm{e}-17$ | 1.54 e 4 | $2.47 \mathrm{e}-16$ | 1.21 e 5 |
| $h=1 / 32$ | $5.50 \mathrm{e}-16$ | 8.58 e 3 | $1.10 \mathrm{e}-15$ | 5.38 e 4 | $1.65 \mathrm{e}-16$ | 2.51 e 5 |
| $h=1 / 64$ | $1.45 \mathrm{e}-15$ | 1.65 e 4 | $2.05 \mathrm{e}-16$ | 6.77 e 4 | $2.39 \mathrm{e}-15$ | 8.64 e 4 |
| $h=1 / 128$ | $6.96 \mathrm{e}-15$ | 3.43 e 4 | $4.99 \mathrm{e}-16$ | 7.68 e 4 | $7.30 \mathrm{e}-15$ | 1.73 e 5 |
| Order | - | $\approx 1.0$ | - | $\approx 0.8$ | - | $\approx 0.4$ |



Figure 4. $L^{2}$ and broken $H^{1}$ convergence rates for Example 4.1 with $\alpha=2 / \pi$ using linear, quadratic, and cubic basis functions.

Table 4. Nodal errors and scaled condition numbers (SCNs) for Example 4.1 with $\alpha=2 / \pi$ using linear, quadratic, and cubic basis functions.

| Example 4.1 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8^{*}$ | $9.19 \mathrm{e}-17$ | $2.35 \mathrm{e}+04$ | $3.62 \mathrm{e}-16$ | $2.42 \mathrm{e}+07$ | $2.79 \mathrm{e}-16$ | $5.38 \mathrm{e}+10$ |
| $h=1 / 16$ | $6.86 \mathrm{e}-16$ | $7.52 \mathrm{e}+04$ | $9.54 \mathrm{e}-16$ | $2.19 \mathrm{e}+06$ | $8.46 \mathrm{e}-16$ | $1.07 \mathrm{e}+09$ |
| $h=1 / 32$ | $6.74 \mathrm{e}-16$ | $2.49 \mathrm{e}+05$ | $3.90 \mathrm{e}-16$ | $1.22 \mathrm{e}+06$ | $1.23 \mathrm{e}-15$ | $1.27 \mathrm{e}+07$ |
| $h=1 / 64$ | $8.75 \mathrm{e}-16$ | $9.67 \mathrm{e}+05$ | $1.48 \mathrm{e}-15$ | $4.69 \mathrm{e}+06$ | $2.12 \mathrm{e}-15$ | $1.70 \mathrm{e}+07$ |
| $h=1 / 128$ | $3.76 \mathrm{e}-15$ | $3.49 \mathrm{e}+06$ | $1.29 \mathrm{e}-14$ | $1.83 \mathrm{e}+07$ | $3.50 \mathrm{e}-14$ | $6.25 \mathrm{e}+07$ |
| Order | - | $\approx 1.8$ | - | $\approx 1.1^{*}$ | - | $\approx 1.1^{*}$ |

with a vertical interface line $x=\alpha$ dividing $\Omega$ and the material property $\beta$ depends only on $x$ :

$$
\beta(x, y)=\beta(x)= \begin{cases}\beta^{-} & x \in[0, \alpha)  \tag{64}\\ \beta^{+} & x \in(\alpha, 1]\end{cases}
$$

The interface jump conditions are

$$
[U]_{\alpha}=\gamma[\nabla U \cdot \mathbf{n}]_{\alpha} \quad \text { and } \quad[\beta \nabla U \cdot \mathbf{n}]_{\alpha}=0
$$

where $\gamma=-\lambda \beta^{+} \beta^{+} /[\beta]_{\alpha}$.
For this example we take $U(x, y)=u(x) Y(y)$ with $Y(y)=y(y-1)$ and

$$
u(x)= \begin{cases}\beta^{+} \sin \pi x & x \leq \alpha  \tag{65}\\ \beta^{-} \sin \pi x & x>\alpha\end{cases}
$$

Table 5. Nodal errors and scaled condition numbers (SCNs) for Example 4.2 with $\alpha=1 / \pi$ using
linear, quadratic, and cubic basis functions.

| Example 4.2 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $6.54 \mathrm{e}-1$ | 9.04 e 2 | $3.79 \mathrm{e}-3$ | 5.98e5 | $5.78 \mathrm{e}-4$ | 2.26 e 5 |
| $h=1 / 16$ | $2.44 \mathrm{e}-1$ | 2.71 e 4 | $3.04 \mathrm{e}-4$ | 6.32 e 6 | $4.82 \mathrm{e}-5$ | 8.10 e 5 |
| $h=1 / 32$ | $6.10 \mathrm{e}-2$ | 4.55 e 4 | $1.90 \mathrm{e}-5$ | 7.98 e 5 | $3.10 \mathrm{e}-6$ | 3.46 e 7 |
| $h=1 / 64$ | $1.68 \mathrm{e}-2$ | 1.92 e 5 | $1.26 \mathrm{e}-6$ | 4.82 e 6 | $2.02 \mathrm{e}-7$ | 2.71 e 8 |
| $h=1 / 128$ | $4.21 \mathrm{e}-3$ | 4.77 e 5 | $7.87 \mathrm{e}-8$ | 1.32 e 7 | $1.24 \mathrm{e}-8$ | 1.68 e 9 |
| Order | $\approx 1.8$ | $\approx 2.1$ | $\approx 3.9$ | $\approx 0.8$ | $\approx 3.9$ | $\approx 3.4$ |

so that the boundary conditions and the jump conditions can be easily satisfied. The right hand side function $F(x, y)$ in (63) is then defined by

$$
\begin{equation*}
F(x, y)=\beta^{+} \beta^{-} \sin \pi x\left(\pi^{2} y(y-1)-2\right) \tag{66}
\end{equation*}
$$

Notice that $\gamma=-\frac{1}{\pi} \tan (\pi \alpha)$. In Figure 5, we demonstrate optimal $L^{2}$ and broken $H^{1}$ errors using linear, quadratic, and cubic elements, respectively. In Table 5, we list the nodal errors, and SCNs, using linear, quadratic, and cubic elements, respectively.


Figure 5. $L^{2}$ and broken $H^{1}$ convergence rates for Example 4.2 with $\alpha=1 / \pi$ using linear, quadratic, and cubic basis functions
4.2. Multi-layer Porous Wall Model. In this subsection, we test our method using the multi-layer porous wall model for the drug-eluting stents [27]. In this onedimensional wall model of layers, a drug is released at an interface and gradually diffuses rightward. The concentration is thus discontinuous across the releasing interface and continuous in the other layers. At all interface points, a zero-flux condition is imposed. We run tests using the enriched linear, quadratic, and cubic finite element spaces. In Example 1, we place only one interface point to model the layer where the drug is delivered. In Example 2, we place two interfaces to model the layers where the concentration is continuously spread. Finally, in Example 3 we combine the previous two cases and place three interface points to simulate the full wall model. In each of the three examples, we display run results using linear, quadratic, and cubic-enriched finite elements. In all these examples, we observe that our method has optimal order convergence in the $L^{2}$ and broken $H^{1}$-norms and has comparable conditional numbers.

Example 1. Discontinuous Solution. Consider the two-point boundary value problem with one interface point $\alpha_{0}=1 / 9$

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(-D \frac{\partial u}{\partial x}+2 \delta u\right)+\eta u=f \quad \text { in }(0,1) \tag{67}
\end{equation*}
$$

subject to the the no-flux Neumann condition at $x=0$ and the Dirichlet condition at $x=1$ :

$$
D_{0} u^{\prime}(0)=0, \quad u(1)=\frac{1}{3} .
$$

Here the drug reaction coefficient $\eta=0$, and the drug diffusivity $D$ and the characteristic convection parameter $\delta$ are piecewise continuous with respect to $[0,1 / 9]$ and $[1 / 9,1]$ :

$$
\begin{gathered}
D(x)= \begin{cases}D_{0}=1 & x \in[0,1 / 9] \\
D_{1}=\frac{18(n-1)}{10 n} & x \in[1 / 9,1] ;\end{cases} \\
\delta(x)= \begin{cases}\delta_{0}=0 & x \in[0,1 / 9] \\
\delta=0.5\left(9 n D_{1}-8.1(n-1)\right) & x \in[1 / 9,1] .\end{cases}
\end{gathered}
$$

Furthermore, at the interface point $\alpha_{0}$, one of the jump conditions is implicit

$$
\left\{\begin{array}{l}
{[u]_{\alpha_{0}}=\lambda D_{0} u^{\prime}\left(\alpha_{0}\right),}  \tag{68}\\
-D_{0} u^{\prime}\left(\alpha_{0}\right)=-D_{1} u^{\prime}\left(\alpha_{0}^{+}\right)+2 \delta_{1} u\left(\alpha_{0}^{+}\right)
\end{array}\right.
$$

where $\lambda=1 / 81(n-1) D_{0}$. The exact solution

$$
u(x)= \begin{cases}u_{0}=x^{n-1} / 30, & x \in[0,1 / 9], \\ u_{1}=x^{n} / 3, & x \in[1 / 9,1] .\end{cases}
$$

We test the effectiveness of the method with $n=4$ and with the enrichment function in (10). The test results using linear, quadratic, and cubic elements are displayed in Table 6 and Figure 6, respectively.


Figure 6. $L_{2}$ and broken $H^{1}$ convergence rates for Example 1 using linear, quadratic, and cubic basis functions

Example 2. Continuous Solution. Consider the two-point boundary value problem with two interface points $\alpha_{1}=1 / 3, \alpha_{2}=2 / 3$

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(-D \frac{\partial u}{\partial x}+2 \delta u\right)+\eta u=f, \quad x \in(0,1) \tag{69}
\end{equation*}
$$

with the boundary conditions

$$
D_{0} u^{\prime}(0)=0 \quad u(1)=0 .
$$

Table 6. Nodal errors and scaled condition numbers (SCNs) for Example 1 using linear, quadratic, and cubic basis functions.

| Example 1 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $1.27 \mathrm{e}-2$ | 9.94 e 3 | $2.81 \mathrm{e}-4$ | 7.57 e 8 | $2.37 \mathrm{e}-6$ | 5.56 e 8 |
| $h=1 / 16$ | $2.63 \mathrm{e}-3$ | 4.70 e 8 | $1.70 \mathrm{e}-5$ | 1.22 e 7 | $4.00 \mathrm{e}-8$ | 1.35 e 7 |
| $h=1 / 32$ | $5.86 \mathrm{e}-4$ | 3.89 e 6 | $1.09 \mathrm{e}-6$ | 4.06 e 6 | $6.46 \mathrm{e}-10$ | 3.33 e 6 |
| $h=1 / 64$ | $1.46 \mathrm{e}-4$ | 1.03 e 7 | $6.75 \mathrm{e}-8$ | 3.58 e 6 | $1.02 \mathrm{e}-11$ | 5.19 e 6 |
| $h=1 / 128$ | $3.63 \mathrm{e}-5$ | 6.13 e 6 | $4.22 \mathrm{e}-9$ | 1.29 e 6 | $6.94 \mathrm{e}-14$ | 1.56 e 7 |
| Order | $\approx 2.1$ | - | $\approx 4.3$ | - | $\approx 6.2$ | - |

Table 7. Nodal errors and scaled condition numbers (SCNs) for Example 2 using linear, quadratic, and cubic basis functions.

| Example 2 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $2.92 \mathrm{e}-2$ | 1.11 e 3 | $1.02 \mathrm{e}-3$ | 9.66 e 8 | $1.16 \mathrm{e}-5$ | 9.80 e 6 |
| $h=1 / 16$ | $6.43 \mathrm{e}-3$ | 1.74 e 7 | $5.81 \mathrm{e}-5$ | 1.82 e 7 | $1.77 \mathrm{e}-7$ | 7.07 e 6 |
| $h=1 / 32$ | $1.53 \mathrm{e}-3$ | 4.78 e 7 | $3.72 \mathrm{e}-6$ | 1.16 e 7 | $2.85 \mathrm{e}-9$ | 1.79 e 7 |
| $h=1 / 64$ | $3.82 \mathrm{e}-4$ | 1.86 e 7 | $2.31 \mathrm{e}-7$ | 8.15 e 6 | $4.49 \mathrm{e}-11$ | 3.73 e 7 |
| $h=1 / 128$ | $9.51 \mathrm{e}-5$ | 3.94 e 7 | $1.44 \mathrm{e}-8$ | 7.05 e 6 | $9.76 \mathrm{e}-13$ | 2.90 e 9 |
| Order | $\approx 2.1$ | - | $\approx 4.0$ | - | $\approx 5.9$ | - |

Here with $n=4$

$$
\begin{gathered}
D(x)= \begin{cases}D_{1}=\frac{18(n-1)}{10 n} & x \in[0,1 / 3] \\
D_{2}=\frac{6 n D_{1}-2 \delta}{3(n+1)} & x \in[1 / 3,2 / 3] \\
D_{3}=\frac{8 \delta_{2}-3(n+1) D_{2}}{3(n+5)} & x \in[2 / 3,1] ;\end{cases} \\
\delta(x)= \begin{cases}\delta=0.5\left(9 n D_{1}-8.1(n-1)\right) & x \in[0,1 / 3] \\
\delta_{2}=0.5\left(3(n+1) D_{2}-3 n D_{1}+2 \delta\right) & x \in[1 / 3,2 / 3] \\
\delta_{3}=0.25\left(3(n-1) D_{3}-3(n+1) D_{2}+4 \delta_{2}\right) & x \in[2 / 3,1]\end{cases}
\end{gathered}
$$

and $\eta=10,1,0.1$ in respective subintervals. At the interface points $\alpha_{i}$ for $i=1,2$, the solution $u$ is continuous and

$$
\left\{\begin{array}{l}
{[u]_{\alpha_{i}}=0,}  \tag{70}\\
-D_{i} u^{\prime}\left(\alpha_{i}^{-}\right)+2 \delta_{i} u\left(\alpha_{i}^{-}\right)=-D_{i+1} u^{\prime}\left(\alpha_{i}^{+}\right)+2 \delta_{i+1} u\left(\alpha_{i}^{+}\right) .
\end{array}\right.
$$

The exact solution is

$$
u(x)= \begin{cases}u_{1}=x^{n} / 3 & x \in[0,1 / 3] \\ u_{2}=x^{n+1} & x \in[1 / 3,2 / 3] \\ u_{3}=3(1-x) x^{n+1} & x \in[2 / 3,1] .\end{cases}
$$

The enrichment function $\psi$ is well-known [3, 12, 2]:

$$
\psi(x)= \begin{cases}0 & x \in\left[0, x_{k}\right]  \tag{71}\\ \frac{\left(x_{k+1}-\alpha\right)\left(x_{k}-x\right)}{x_{k+1}-x_{k}} & x \in\left[x_{k}, \alpha\right] \\ \frac{\left(\alpha-x_{k}\right)\left(x-x_{k+1}\right)}{x_{k+1}-x_{k}} & x \in\left[\alpha, x_{k+1}\right] \\ 0 & x \in\left[x_{k+1}, 1\right] .\end{cases}
$$

The test results using linear, quadratic, and cubic elements are displayed in Table 7 and Figure 7, respectively.


Figure 7. $L_{2}$ and broken $H^{1}$ convergence rates for example 2 using linear, quadratic, and cubic basis functions

Example 3. Implicit and Explicit Conditions Both Present. In this example, we combine the interfaces of the last two examples. The interface points are $\alpha_{0}=1 / 9, \alpha_{1}=1 / 3$ and $\alpha_{2}=2 / 3$. The two-point boundary value problem is

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(-D \frac{\partial u}{\partial x}+2 \delta u\right)+\eta u=f \quad x \in(0,1) \tag{72}
\end{equation*}
$$

subject to the boundary conditions

$$
D_{0} u^{\prime}(0)=0, \quad u(1)=0
$$

The coefficients are defined as follows:

$$
\begin{gathered}
D(x)= \begin{cases}D_{0}=1 & x \in[0,1 / 9] \\
D_{1}=\frac{18(n-1)}{10 n}, & x \in[1 / 9,1 / 3] \\
D_{2}=\frac{6 n D_{1}-2 \delta}{3(n+1)} & x \in[1 / 3,2 / 3] \\
D_{3}=\frac{8 \delta_{2}-3(n+1) D_{2}}{3(n+5)} & x \in[2 / 3,1] ;\end{cases} \\
\delta(x)= \begin{cases}\delta_{0}=0 & x \in[0,1 / 9] \\
\delta=0.5\left(9 n D_{1}-8.1(n-1)\right) & x \in[1 / 9,1 / 3] \\
\delta_{2}=0.5\left(3(n+1) D_{2}-3 n D_{1}+2 \delta\right) & x \in[1 / 3,2 / 3] \\
\delta_{3}=0.25\left(3(n-1) D_{3}-3(n+1) D_{2}+4 \delta_{2}\right) & x \in[2 / 3,1]\end{cases}
\end{gathered}
$$

$n=4$ and $\eta=0,10,1,0.1$ in respective subintervals. The exact solution is

$$
u(x)= \begin{cases}u_{0}=x^{n-1} / 30 & {[0,1 / 9]} \\ u_{1}=x^{n} / 3 & {[1 / 9,1 / 3]} \\ u_{2}=x^{n+1} & {[1 / 3,2 / 3]} \\ u_{3}=3(1-x) x^{n+1} & {[2 / 3,1]}\end{cases}
$$

and it satisfies the jump condition (68) at $1 / 9$ and (70) at the interface points $1 / 3$ and $2 / 3$. For the discontinuous interface point $1 / 9$ we use the enrichment function defined in (10) and for the continuous interface points $1 / 3$ and $2 / 3$ we use the enrichment function in (71). The test results using linear, quadratic, and cubic elements are displayed in Table 8 and Figure 8, respectively.


Figure 8. $L_{2}$ and broken $H^{1}$ convergence rates for Example 3 using linear, quadratic, and cubic basis functions

Table 8. Nodal errors and scaled condition numbers (SCNs) for Example 3 using linear, quadratic, and cubic basis functions.

| example 3 | Linear |  | Quadratic |  | Cubic |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nodal error | SCN | Nodal error | SCN | Nodal error | SCN |
| $h=1 / 8$ | $2.92 \mathrm{e}-2$ | 2.35 e 4 | $1.01 \mathrm{e}-3$ | 4.62 e 8 | $1.16 \mathrm{e}-5$ | 6.98 e 7 |
| $h=1 / 16$ | $6.43 \mathrm{e}-3$ | 7.18 e 6 | $5.81 \mathrm{e}-5$ | 3.09 e 7 | $1.77 \mathrm{e}-7$ | 1.83 e 7 |
| $h=1 / 32$ | $1.53 \mathrm{e}-3$ | 2.03 e 7 | $3.72 \mathrm{e}-6$ | 1.04 e 7 | $2.85 \mathrm{e}-9$ | 1.10 e 7 |
| $h=1 / 64$ | $3.82 \mathrm{e}-4$ | 2.13 e 7 | $2.31 \mathrm{e}-7$ | 9.28 e 6 | $4.49 \mathrm{e}-11$ | 1.59 e 7 |
| $h=1 / 128$ | $9.51 \mathrm{e}-5$ | 1.71 e 7 | $1.44 \mathrm{e}-8$ | 4.62 e 6 | $9.62 \mathrm{e}-13$ | 8.99 e 7 |
| Order | $\approx 2.1$ | - | $\approx 4.0$ | - | $\approx 5.9$ | - |

## 5. Concluding Remarks.

In this paper, we extend the lower-order GFEM developed recently for interface problems with discontinuous solutions to arbitrarily high-order elements in the spatial dimension. The main challenge has been the fact that the enrichment function constructed for linear GFEM is not sufficient to capture the discontinuous feature of the solution to the interface problem. Herein, we introduce two enrichment functions locally on the interval containing the interface. With these novel enrichment functions, we generalize the method to high-order elements. These two enrichment functions, however, introduce linear dependence among the basis functions. We overcome this issue by removing, from the standard FEM space, the bubble functions that are associated with the element containing the interface. We establish optimal error estimates for arbitrary-order elements and demonstrate the performance of the method with various numerical examples.

This work serves as preliminary development of GFEM for a larger class of interface problems as it is focused on 1 D and an extension to a special case of 2D problems. A natural direction of future work is the extension to multiple dimensions with general interfaces such as curved ones. The challenge lies in the construction of enrichment functions such that the enriched space has the optimal approximability while keeping the condition number from fast growth with respect to mesh size. Another future work direction is the study of the related time-dependent interface problems. Many real application interface problems are time-dependent, for example, the precipitating quasigeostrophic equations for climate modeling. Herein, the GFEM provides an alternative numerical solver of high-order accuracy, stability, and robustness.
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## Appendix A. Scales of Diagonal Entries

In this appendix, we examine the order of magnitude of the diagonal entries of the stiffness matrix for the linear element. We focus on the linear case $p=1$. Let us calculate the diagonal entries of the stiffness matrix $\tilde{A}$ whose diagonal entries take the form of

$$
\tilde{a}_{i i}=a\left(\xi_{i}, \xi_{i}\right)=\int_{I} \beta \xi_{i}^{\prime} \xi_{i}^{\prime} d x+\frac{\left[\xi_{i}\right]_{\alpha}^{2}}{\lambda}:=a_{i i}+r_{i i}
$$

with

$$
\left\{\xi_{i}\right\}:=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{n-1}, \phi_{k} \psi_{0}, \phi_{k+1} \psi_{0}, \phi_{k} \psi_{1}, \phi_{k+1} \psi_{1}\right\} .
$$

Note that the jump-related terms $r_{i i}=0$ except for $r_{j j}, j=n, n+1, n+2, n+3$.
Assume the diffusion coefficient has only two values $\beta^{-}, \beta^{+}$for the time being (to get the general result we can use $\beta_{\text {min }}=\min _{x \in I}\left\{\beta^{-}(x), \beta^{+}(x)\right\}, \beta_{\max }=$ $\left.\max _{x \in I}\left\{\beta^{-}(x), \beta^{+}(x)\right\}\right)$. Then

$$
a_{i i}=\int_{0}^{1} \beta \phi_{i}^{\prime} \phi_{i}^{\prime} d x= \begin{cases}\frac{2 \beta^{-}}{h} & i=1, \ldots, k-1 \\ \frac{\beta^{-}}{h}+\frac{\beta^{-}}{h^{2}}\left(\alpha-x_{k}\right)+\frac{\beta^{+}}{h^{2}}\left(x_{k+1}-\alpha\right) & i=k \\ \frac{\beta^{+}}{h}+\frac{\beta^{-}}{h^{2}}\left(\alpha-x_{k}\right)+\frac{\beta^{+}}{h^{2}}\left(x_{k+1}-\alpha\right) & i=k+1 \\ \frac{2 \beta^{+}}{h}, & i=k+2, \ldots, n-1\end{cases}
$$

and thus

$$
\frac{2 \beta_{\min }}{h} \leq a_{i i} \leq \frac{2 \beta_{\max }}{h}, \quad 1 \leq i \leq n-1
$$

Thus, there holds

$$
\begin{gathered}
a_{n n}=\int_{x_{k}}^{x_{k+1}} \beta\left[\left(\phi_{k} \psi_{0}\right)^{\prime}\right]^{2} d x=\beta^{-} m_{1}^{2} \int_{x_{k}}^{\alpha}\left(\phi_{k}^{\prime}\left(x-x_{k}\right)+\phi_{k}\right)^{2} d x \\
a_{n+1, n+1}=\int_{x_{k}}^{x_{k+1}} \beta\left[\left(\phi_{k+1} \psi_{0}\right)^{\prime}\right]^{2} d x=\beta^{-} m_{1}^{2} \int_{x_{k}}^{\alpha}\left(\phi_{k+1}^{\prime}\left(x-x_{k}\right)+\phi_{k+1}\right)^{2} d x \\
a_{n+2, n+2}=\int_{x_{k}}^{x_{k+1}} \beta\left[\left(\phi_{k} \psi_{1}\right)^{\prime}\right]^{2} d x=\beta^{+} m_{2}^{2} \int_{\alpha}^{x_{k+1}}\left(\phi_{k}^{\prime}\left(x-x_{k+1}\right)+\phi_{k}\right)^{2} d x \\
a_{n+3, n+3}=\int_{x_{k}}^{x_{k+1}} \beta\left[\left(\phi_{k+1} \psi_{1}\right)^{\prime}\right]^{2} d x=\beta^{+} m_{2}^{2} \int_{\alpha}^{x_{k+1}}\left(\phi_{k+1}^{\prime}\left(x-x_{k+1}\right)+\phi_{k+1}\right)^{2} d x
\end{gathered}
$$

Note that

$$
\begin{aligned}
& \int_{x_{k}}^{\alpha}\left(\phi_{k}^{\prime}\left(x-x_{k}\right)+\phi_{k}\right)^{2} d x=h_{k} \int_{0}^{\left(\alpha-x_{k}\right) / h_{k}}(2 \hat{x}-1)^{2} d \hat{x} \\
& =\frac{1}{6 h_{k}^{2}}\left(\left(2\left(\alpha-x_{k}\right)-h_{k}\right)^{3}+h_{k}^{3}\right) \\
& =\frac{1}{6 h_{k}^{2}} 2\left(\alpha-x_{k}\right)\left(\left(2 \alpha-x_{k}-x_{k+1}\right)^{2}-\left(2 \alpha-x_{k}-x_{k+1}\right) h_{k}+h_{k}^{2}\right) \\
& \geq \frac{1}{6 h_{k}^{2}} 2\left(\alpha-x_{k}\right) \frac{1}{2}\left(\left(2 \alpha-x_{k}-x_{k+1}\right)-h_{k}\right)^{2} \text { by } a^{2}-a b+b^{2} \geq \frac{1}{2}(a-b)^{2} \\
& =\frac{2}{3 h_{k}^{2}}\left(\alpha-x_{k}\right)\left(\alpha-x_{k+1}\right)^{2} \\
& \quad \int_{x_{k}}^{\alpha}\left(\phi_{k+1}^{\prime}\left(x-x_{k}\right)+\phi_{k+1}\right)^{2} d x=\frac{4}{3 h_{k}^{2}}\left(\alpha-x_{k}\right)^{3}
\end{aligned}
$$

Also, a simple calculation leads to

$$
\begin{aligned}
& \qquad \int_{\alpha}^{x_{k+1}}\left(\phi_{k}^{\prime}\left(x-x_{k+1}\right)+\phi_{k}\right)^{2} d x=\frac{4}{3 h_{k}^{2}}\left(x_{k+1}-\alpha\right)^{3} \\
& \int_{\alpha}^{x_{k+1}}\left(\phi_{k+1}^{\prime}\left(x-x_{k+1}\right)+\phi_{k+1}\right)^{2} d x=h_{k} \int_{\left(\alpha-x_{k}\right) / h_{k}}^{1}(2 \hat{x}-1)^{2} d \hat{x} \\
& =\frac{1}{6 h_{k}^{2}}\left(\left(-2\left(\alpha-x_{k}\right)+h_{k}\right)^{3}+h_{k}^{3}\right) \\
& =\frac{1}{6 h_{k}^{2}} 2\left(x_{k+1}-\alpha\right)\left(\left(2 \alpha-x_{k}-x_{k+1}\right)^{2}+\left(2 \alpha-x_{k}-x_{k+1}\right) h_{k}+h_{k}^{2}\right) \\
& \geq \frac{1}{6 h_{k}^{2}} 2\left(x_{k+1}-\alpha\right) \frac{1}{2}\left(\left(2 \alpha-x_{k}-x_{k+1}\right)+h_{k}\right)^{2} \quad \text { by } a^{2}+a b+b^{2} \geq \frac{1}{2}(a+b)^{2} \\
& =\frac{2}{3 h_{k}^{2}}\left(x_{k+1}-\alpha\right)\left(\alpha-x_{k}\right)^{2} .
\end{aligned}
$$

Recall the jump-related terms $r_{i i}=0$ except for $r_{j j}, j=n, n+1, n+2, n+3$ and are of the lower order compared with $a_{i i}$ in magnitude due to the order of derivative:

$$
\frac{1}{\lambda} \cdot\left\{\begin{array}{l}
{\left[\phi_{k} \psi_{0}\right]_{\alpha}=m_{1}^{2}\left(\alpha-x_{k}\right)^{2}\left(\alpha-x_{k+1}\right)^{2} h_{k}^{-2}} \\
{\left[\phi_{k+1} \psi_{0}\right]_{\alpha}=m_{1}^{2}\left(\alpha-x_{k}\right)^{2}\left(\alpha-x_{k}\right)^{2} h_{k}^{-2}}
\end{array}\right.
$$

and

$$
\frac{1}{\lambda} \cdot\left\{\begin{array}{l}
{\left[\phi_{k} \psi_{1}\right]_{\alpha}=m_{2}^{2}\left(\alpha-x_{k+1}\right)^{2}\left(\alpha-x_{k+1}\right)^{2} h_{k}^{-2}} \\
{\left[\phi_{k+1} \psi_{1}\right]_{\alpha}=m_{2}^{2}\left(\alpha-x_{k}\right)^{2}\left(\alpha-x_{k+1}\right)^{2} h_{k}^{-2}}
\end{array}\right.
$$

From the above estimates, it is clear that $m_{1}=\left(\alpha-x_{k+1}\right) / h_{k}, m_{2}=\left(\alpha-x_{k} / h_{k}\right)$ generate a system of condition numbers with a scale comparable to the system from the standard FEM.
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