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#### Abstract

As an important pre-processing step for many related computer vision tasks, color image denoising has attracted considerable attention in image processing. However, traditional methods often regard the red, green, and blue channels of color images independently without considering the correlations among the three channels. In order to overcome this deficiency, this paper proposes a novel dictionary method for color image denoising based on pure quaternion representation, which efficiently deals with both single-channel and cross-channel information. The pure quaternion constraint is firstly used to force the sparse representations of color images to contain only red, green, and blue color information. Moreover, a total variation regularization is proposed in the quaternion domain and embedded into the pure quaternion-based representation model, which is effective to recover the sharp edges of color images. To solve the proposed model, a new numerical scheme is also developed based on the alternating minimization method (AMM). Experimental results demonstrate that the proposed model has better denoising results than the state-of-the-art methods, including a deep learning approach DnCNN, in terms of PSNR, SSIM, and visual quality.
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## 1. Introduction

Color image denoising is a fundamental image processing task that focuses on obtaining a clean color image from a noisy observation [39]. Color images have been widely used in many fields, from medical imaging to automatic driving [15, 47, 53] Generally speaking, a color image contains red, blue, and green (RGB) channels, which are highly related to the image [18]. As a matter of fact, each pixel $x$ of color image contains three gray pixels, i.e., $x=\left(x_{r}, x_{g}, x_{b}\right)$, where $x_{r}, x_{g}$, and $x_{b}$ are RGB channels respectively. With a little changes of any channel, the color of $x$ will have corresponding effects. The phenomenon of image degradation resulting from noise adversely affects the subsequent image processing and analysis, and visual effects [23, 26, 25]. Therefore, noise suppressing for improving color image quality is an essential process for many imaging tasks [37]. In this paper, we focus on the problem of removing additive Gaussian noise in color images. Mathematically, the degraded image $\mathbf{Y} \in \mathbb{R}^{m \times n}$ can be formulated as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X}+\mathbf{W} \tag{1}
\end{equation*}
$$

where $\mathbf{X} \in \mathbb{R}^{m \times n}$ is the original image, and $\mathbf{W} \in \mathbb{R}^{m \times n}$ is the Gaussian white noise. In the past decades, many excellent denoising methods have been proposed, such as dictionary learning method [19], nonlocal means [3], block-matching and 3D filtering [9], and total variation [45, 46, 51], etc. We refer the reader to see [16] for a comprehensive review of the image denoising.

Among the various denoising techniques, the dictionary-based method generalized K-means clustering for singular value decomposition (K-SVD) shows its superiority in reserving the textures, therefore, it has attracted considerable improvements in the last decade [11]. Indeed, Elad and Aharon [1] firstly proposed the effective patch-based method with K-SVD algorithm via sparse representation over a learned dictionary and updated the coefficients with orthogonal matching pursuit (OMP) algorithm. Given the noisy observation $\mathbf{Y}$, their model can be expressed as

$$
\begin{equation*}
\min _{\mathbf{D}, \mathbf{a}_{i j}, \mathbf{X}} \lambda\|\mathbf{X}-\mathbf{Y}\|_{2}^{2}+\sum_{i, j}\left(\mu_{i j}\left\|\mathbf{a}_{i j}\right\|_{0}+\left\|\mathbf{D} \mathbf{a}_{i j}-\mathcal{R}_{i j} \mathbf{X}\right\|_{2}^{2}\right) \tag{2}
\end{equation*}
$$

where $\mathbf{D} \in \mathbb{R}^{m \times k}$ is the dictionary matrix, the $[i, j]$ indicates the image patch location, $\mathcal{R}_{i j}$ is an operator extracting the square $\sqrt{n} \times \sqrt{n}$ patch from the image at position $[i, j]$, and the vector $\mathbf{a}_{i j} \in \mathbb{R}^{k \times 1}$ is the coefficient vector for the corresponding patch with $\|\cdot\|_{0}$ being the $\ell_{0}$-norm to count the nonzero number in the vector. As this method is designed for gray images initially, it will generate color distortion while be applied to color images by dealing with the three channels independently [50]. Hence, the patch-based dictionary method was improved to the patch group-based dictionary methods [48], which can eliminate the color bias. However, they still ignore the relationship among the color channels [50].

Recently, the quaternion representation has obtained much attention in image processing. The quaternion represents a color pixel by a structure, which can integrate the information of three channels. This advantage has promoted the application of quaternion representation in the color image processing [24]. For example, Yu et al. [54] applied quaternion-based weighted nuclear norm minimization (QWNNM) for color image denoising. The QWNNM model achieves better results than the real value-based weighted nuclear norm minimization method. Wang et al. [42] handled the color image segmentation with the quaternion-based method and has better results than the real value-based methods. Denoting a dot in variances as quaternion number and $\mathbb{H}$ as quaternion domain, the quaternion-based degradation model for color noise is given as

$$
\begin{equation*}
\dot{\mathbf{Y}}=\dot{\mathbf{X}}+\dot{\mathbf{W}} \tag{3}
\end{equation*}
$$

where $\dot{\mathbf{Y}}, \dot{\mathbf{X}}$, and $\dot{\mathbf{W}} \in \mathbb{H}^{m \times n}$ are the noisy image, latent clear image, and Gaussian white noise with zero mean and standard variance $\sigma$ of quaternion form, respectively. The detailed information about quaternion please see Section 2.2. Comparing with vector-based models, the quaternion-based models fully utilize the relationship between channels and the orthogonal property for the coefficients of different channels [6] and thus generate better results. Due to the superiority of the quaternion-based method, Xu et al. [50] improved the model (2) with quaternion representation, and called it the K-QSVD model. Their idea is to fit color images with quaternion matrices and train the dictionary with the K-QSVD ${ }^{1}$ and the QOMP $^{2}$ algorithms. Their K-QSVD model is formulated as follows

$$
\begin{equation*}
\min _{\dot{\mathbf{D}}, \dot{\mathbf{a}}_{i j}, \dot{\mathbf{X}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\sum_{i, j}\left(\mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}\right), \tag{4}
\end{equation*}
$$

where $\dot{\mathbf{D}} \in \mathbb{H}^{m \times k}$ is the dictionary matrix in quaternion form, the indicator $[i, j]$ marks the patch location, $\dot{\mathcal{R}}_{i j}$ is an operator extracting the square $\sqrt{n} \times \sqrt{n}$ patch

[^0]of coordinates $[i, j]$ from the image $\dot{\mathbf{X}}$, and the vector $\dot{\mathbf{a}}_{i j} \in \mathbb{H}^{k \times 1}$ is the coefficient vector for the corresponding patch. This patch-based dictionary learning method achieves better results with quaternion representation while there are still some limitations. The first comes from the calculation of quaternion numbers. Three imaginary parts and one real part compose a quaternion number. During the calculation of the quaternion-based algorithm, the real part will unavoidable be corrupted with some minor errors. This leads to the inappropriate representation of the color images. The second problem is the artifacts in images, especially when the noise level is high [12].

In this paper, we propose a novel approach to overcome the above-mentioned problems. Firstly, we propose and study an optimization model for color image denoising by enforcing the zero real part constraint in quaternion computation. A quaternion has four components (one real part and three imaginary parts), which increases the difficulty of calculation and brings a great challenge to establishing a pure quaternion-based dictionary learning model. Especially, the quaternion with four parts is a whole number. During the iteration, the real part of the quaternion will crop some unexpected numbers. Since the color image has three channels, we usually need to truncate the real part of the resulted quaternion matrix after the iteration, which leads to information loss. Different from [19], we investigate the pure quaternion-based sparse representation (pQS) method by adding a zero constraint to ensure that the color image is always represented as a pure quaternion matrix. In this case, the channel relationships and all the information of images can be well preserved at the same time. To overcome the second problem, we design an original quaternion-based total variation (q-TV) regularizer and study the denoising model based on pQS with q-TV regularizer, named by pQSTV model. This novel model can be solved by the alternating minimization method. dictionary learning part, due to the simplicity and efficiency of the K-SVD and OMP algorithms [1], we apply the quaternion-based K-SVD (K-QSVD) algorithm to learn the dictionary and the quaternion-based OMP (QOMP) algorithm to update coefficients.

The contribution of this paper is listed as follows:

- A new pure quaternion-based sparse representation (pQS) model is proposed for color image denoising, with a zero constraint on the real part. Without loss the geometric information of images, the structure of color channels is appropriately presented and preserved by this new model.
- A pure quaternion-based TV regularizer is firstly designed and embedded into the pQS model, which generates a pQSTV model. To the best of our knowledge, this pQSTV model is the first pure quaternion-based joint model to denoise the color image directly from the degraded image.
- Numerical results demonstrate clearly that the proposed model can provide better denoising results than the state-of-the-art methods, including KQSVD, DnCNN, etc., by a large margin in average.
The outline of this paper is as follows. Section II recalls some basic concepts of quaternion algebra, dictionary learning, and the total variation method. Section III presents our approach. In Section IV, we display a series of experiments to compare the proposed method and other competitive methods. We conclude this work in Section V.


## 2. Related Works

2.1. Image recovery by dictionary. Various image processing methods have been proposed to denoise an image from its corrupted one. One popular class
of denoising methods is based on dictionary learning and sparse coding, such as [10, 4]. If an image $\mathbf{X} \in \mathbb{R}^{m \times n}$ satisfies $\mathbf{X}=\mathbf{D} \mathbf{A}$ (or $\mathbf{X} \approx \mathbf{D A}$ ), where $\mathbf{A} \in \mathbb{R}^{k \times n}$ is the sparse coefficient matrix (i.e., $\mathbf{A}$ has few nonzeros), then we call $\mathbf{X}$ is sparse (or approximately sparse) under a dictionary $\mathbf{D} \in \mathbb{R}^{m \times k}$ [13]. Many classes of images can be sparsely represented by different dictionaries [30]. Assuming that $\mathbf{X}$ is represented sparsely under a fixed dictionary $\mathbf{D}$, we can recover $\mathbf{X}$ via solving

$$
\begin{equation*}
\min _{\mathbf{A}}\|\mathbf{A}\|_{0}, \text { s.t. }\|\mathbf{X}-\mathbf{D A}\|_{2}^{2} \leq \epsilon \tag{5}
\end{equation*}
$$

where the $\ell_{0}$-norm counts the number of non-zero elements and $\epsilon \geq 0$ is a parameter corresponding to the noise level. Once we get the solution of Eq. (5), i.e., the coefficient matrix A, the ideal restored image $\mathbf{X}$ can be estimated by DA. There are some predetermined dictionaries [41], such as overcomplete wavelets, discrete cosine transforms (DCT), and curvelets [49]. However, a learned dictionary can better represent the natural images and improve the recovery quality [13, 22]. A dictionary can be learned by algorithm K-SVD [1], MOD [14], and OLM [31], etc. With the character of simpleness and effectiveness [28], we train the dictionaries by the classical K-SVD method with the noisy image. The K-SVD method can be expressed by the following model

$$
\begin{align*}
& \min _{\mathbf{D}, \mathbf{A}}\|\mathbf{X}-\mathbf{D A}\|_{F}^{2},  \tag{6}\\
& \text { s.t. }\left\|\mathbf{d}_{i}\right\|_{2}=1, i=1, \ldots, k ;\left\|\mathbf{a}_{j}\right\|_{0} \leq \mathrm{s}, j=1, \ldots n,
\end{align*}
$$

where $\mathbf{X} \in \mathbb{R}^{m \times n}$ represents the original sample, $\mathbf{d}_{i}$ is the $i$-th column of the trained dictionary D. K-SVD method tries to solve Eq. (6) by alternatively updating A and D [1]. This problem can easily be solved by the Lasso (Least Absolute Shrinkage and Selection Operator) algorithm [40] and the OMP algorithm [35].

Aharon et al. [1] used the dictionary learning model to solve image denoising task, which generates better results than the predetermined dictionary. They reshape the color matrix as a large vector and treat an image as the linear connection of vectors, which ignores the correlation of image channels. Later, the quaternion matrix-based color image processing model is proposed in [50]. They represented color images with the quaternion matrix and completely preserved the inherent color structures during reconstruction. Next, we will review some concepts of the quaternion algebra and the quaternion's matrix and vector representation.
2.2. Quaternion algebra. A quaternion number [17] in quaternion domain $\mathbb{H}$ is expressed in the form

$$
\dot{a}=a_{0}+a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k},
$$

where $a_{0}, a_{1}, a_{2}$, and $a_{3} \in \mathbb{R}, \mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are the fundamental quaternion units which satisfy the quaternion rules

$$
\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i} \mathbf{j} \mathbf{k}=-1
$$

However, quaternion does not follow the multiplicatively commutative law, because $\mathbf{i j}=\mathbf{k}$, whereas $\mathbf{j} \mathbf{i}=-\mathbf{k}$.

Let $\dot{a}=a_{0}+a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k} \in \mathbb{H}, \dot{b}=b_{0}+b_{1} \mathbf{i}+b_{2} \mathbf{j}+b_{3} \mathbf{k} \in \mathbb{H}$, and $\lambda \in \mathbb{R}$, then we have

$$
\begin{gathered}
\dot{a}+\dot{b}=\left(a_{0}+b_{0}\right)+\left(a_{1}+b_{1}\right) \mathbf{i}+\left(a_{2}+b_{2}\right) \mathbf{j}+\left(a_{3}+b_{3}\right) \mathbf{k}, \\
\lambda \dot{a}=\left(\lambda a_{0}\right)+\left(\lambda a_{1}\right) \mathbf{i}+\left(\lambda a_{2}\right) \mathbf{j}+\left(\lambda a_{3}\right) \mathbf{k},
\end{gathered}
$$

and

$$
\begin{aligned}
\dot{a} \dot{b} & =\left(a_{0} b_{0}-a_{1} b_{1}-a_{2} b_{2}-a_{3} b_{3}\right)+\left(a_{0} b_{1}+a_{1} b_{0}+a_{2} b_{3}-a_{3} b_{2}\right) \mathbf{i} \\
& +\left(a_{0} b_{2}-a_{1} b_{3}+a_{2} b_{0}+a_{3} b_{1}\right) \mathbf{j}+\left(a_{0} b_{3}+a_{1} b_{2}-a_{2} b_{1}+a_{3} b_{0}\right) \mathbf{k} .
\end{aligned}
$$

The conjugate and modulus of $\dot{a}$ are defined by

$$
\begin{aligned}
\dot{a}^{*} & =a_{0}-a_{1} \mathbf{i}-a_{2} \mathbf{j}-a_{3} \mathbf{k}, \\
|\dot{a}| & =\sqrt{a_{0}^{2}+a_{1}^{2}+a_{2}^{2}+a_{3}^{2}} .
\end{aligned}
$$

The quaternion matrix is a matrix whose entries are elements of the quaternion's algebra. Suppose $\dot{\mathbf{Q}}$ is a quaternion matrix, i.e., $\dot{\mathbf{Q}} \in \mathbb{H}^{m \times n}$, then

$$
\begin{equation*}
\dot{\mathbf{Q}}=\mathbf{Q}_{0}+\mathbf{Q}_{1} \mathbf{i}+\mathbf{Q}_{2} \mathbf{j}+\mathbf{Q}_{3} \mathbf{k} \tag{7}
\end{equation*}
$$

where $\mathbf{Q}_{0}, \mathbf{Q}_{1}, \mathbf{Q}_{2}$, and $\mathbf{Q}_{3} \in \mathbb{R}^{m \times n}$. Therefore, the RGB channels of a color pixel $\dot{\mathbf{q}}_{i j}$ can be encoded as the three imaginary parts of the quaternion [36]

$$
\begin{equation*}
\dot{\mathbf{q}}_{i j}=\mathbf{r}_{i j} \dot{\mathbf{i}}+\mathbf{g}_{i j} \mathbf{j}+\mathbf{b}_{i j} \mathbf{k} \tag{8}
\end{equation*}
$$

where $i=1, \ldots, m, j=1, \ldots, n, \dot{\mathbf{q}}_{i j} \in \mathbb{H}$ is a pure quaternion number (i.e., without real component), and $\mathbf{r}_{i j}, \mathbf{g}_{i j}$, and $\mathbf{b}_{i j}$ are the RGB channels corresponding to a pixel in the color image.

The norms of quaternion matrix and vector are defined as follows.
Definition 2.1. The $\ell_{2}$-norm of quaternion vector $\dot{\mathbf{a}}=\alpha_{0}+\alpha_{1} \mathbf{i}+\alpha_{2} \mathbf{j}+\alpha_{3} \mathbf{k} \in \mathbb{H}^{n}$ is $\|\dot{\mathbf{a}}\|_{2}:=\sqrt{\sum_{i}\left|\alpha_{i}\right|^{2}}$; the $\ell_{2}$-norm of quaternion matrix $\dot{\mathbf{Q}}=\left(\dot{\mathbf{q}}_{i j}\right)_{m \times n}$ is $\|\dot{\mathbf{Q}}\|_{2}:=$ $\max \left(\dot{\sigma}_{i}\right)$, where $\dot{\sigma}_{i}$ is the set of singular values of $\dot{\mathbf{Q}}, i=1, \ldots, s$, and the Frobenius norm is $\|\dot{\mathbf{Q}}\|_{\mathrm{F}}:=\sqrt{\sum_{i, j}\left|\dot{\mathbf{q}}_{i j}\right|^{2}}$.

The singular value decomposition (SVD) of a quaternion matrix was firstly proposed in [55].

Theorem 2.2. (Quaternion Singular Value Decomposition (QSVD)) Let $\dot{\mathbf{Q}} \in \mathbb{H}^{m \times n}$, then there exist two unitary quaternion matrices $\dot{\mathbf{U}} \in \mathbb{H}^{m \times m}$ and $\dot{\mathbf{V}} \in \mathbb{H}^{n \times n}$ such that $\dot{\mathbf{U}} * \dot{\mathbf{Q}} \dot{\mathbf{V}}=\dot{\Sigma}$, where $\dot{\Sigma}=\operatorname{diag}\left(\dot{\sigma}_{1}, \dot{\sigma}_{2}, \ldots, \dot{\sigma}_{\mathrm{s}}\right)$, with $\left|\dot{\sigma}_{i}\right| \geq 0$ and $\mathrm{s}=\min (\mathrm{m}, \mathrm{n})$.

Based on the above definition, the quaternion-based model (4) can be well handled. In [50], Xu et al. proposed the QOMP and the K-QSVD algorithm to solve their quaternion-based model and reported competitive results by representing images with the quaternion matrix in color image processing. The dictionary learning prior in the quaternion domain can match similar patches information in color images and generate promising denoising results [50]. In [1], the authors apply the OMP and the K-SVD algorithms to solve the dictionary learning-based model. However, their results generate unexpected artifacts. Considering the effectiveness of TV in suppressing artifacts [7], we consider combining the dictionary learning method and the TV regularizer for color image denoising. Next, we will give a brief introduction to the TV term.
2.3. Quaternion-based total variation regularizer. The total variation [38] was designed for grayscale image processing and has become one of the most popular regularization methods in grayscale image processing. In the last decades, total variation has been developed to many other forms for image processing problems [29]. For example, we have high-order TV [21], weighted TV [8], anisotropic TV
[34], and nonlocal TV [24], etc. The TV model proposed in [38] can be expressed as

$$
\begin{equation*}
\mathbf{X}=\arg \min _{\mathbf{X}} \eta \mathcal{J}_{T V}(\mathbf{X})+\frac{1}{2}\|\mathbf{Y}-\mathbf{X}\|_{2}^{2} \tag{9}
\end{equation*}
$$

where $\frac{1}{2}\|\mathbf{Y}-\mathbf{X}\|_{2}^{2}$ is the fidelity term and $\mathcal{J}_{T V}(\mathbf{X})$ is the regularization term, $\eta$ is the regular parameter.

There are two popular types of regularization terms. One is the $\ell_{2}$-based isotropic TV [38] defined as

$$
\begin{equation*}
\mathcal{J}_{T V}(\mathbf{X})=\|\nabla \mathbf{X}\|_{2}=\sqrt{\mathbf{X}_{s}^{2}+\mathbf{X}_{t}^{2}} \tag{10}
\end{equation*}
$$

and the other is the $\ell_{1}$-based anisotropic TV [33] defined as

$$
\begin{equation*}
\mathcal{J}_{T V}(\mathbf{X})=\|\nabla \mathbf{X}\|_{1}=\left|\mathbf{X}_{s}\right|+\left|\mathbf{X}_{t}\right|, \tag{11}
\end{equation*}
$$

where $\nabla=\left(\frac{\partial}{\partial \mathrm{s}}, \frac{\partial}{\partial \mathrm{t}}\right)$ is the gradient operator and $\nabla \mathbf{X}=\left(\mathbf{X}_{s}, \mathbf{X}_{t}\right)$. Here, $\mathbf{X}_{s}$ and $\mathbf{X}_{t}$ are the gradients of $\mathbf{X}$ in the directions of $s$ and $t$, respectively. And $\mathcal{J}_{T V}(\mathbf{X})$ denotes the total variation of $\mathbf{X}$. When it comes to the quaternion domain, the $\ell_{1}$ and $\ell_{2}$-based TV of a quaternion matrix $\dot{\mathbf{X}}=\mathbf{X}_{0}+\mathbf{X}_{1} \mathbf{i}+\mathbf{X}_{2} \mathbf{j}+\mathbf{X}_{3} \mathbf{k} \in \mathbb{H}^{m \times n}$ can be defined as

$$
\begin{equation*}
\|\nabla \dot{\mathbf{X}}\|_{1}:=\left\|\nabla \mathbf{X}_{0}\right\|_{1}+\left\|\nabla \mathbf{X}_{1}\right\|_{1}+\left\|\nabla \mathbf{X}_{2}\right\|_{1}+\left\|\nabla \mathbf{X}_{3}\right\|_{1} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\nabla \dot{\mathbf{X}}\|_{2}:=\left\|\nabla \mathbf{X}_{0}\right\|_{2}+\left\|\nabla \mathbf{X}_{1}\right\|_{2}+\left\|\nabla \mathbf{X}_{2}\right\|_{2}+\left\|\nabla \mathbf{X}_{3}\right\|_{2} \tag{13}
\end{equation*}
$$

By the number of numerical experiments, we find that the $\ell_{1}$-based TV regularization overcomes the grid artifacts well and it also costs less computational flops than the $\ell_{2}$-based TV regularization. So that we concentrate on the definition (12) and denote it by the $\mathrm{q}-\mathrm{TV}$ in this paper.

## 3. Pure quaternion-based sparse representation TV model

In this section, we present a novel color image denoising model based on pure quaternion-based sparse representation and TV regularization.
3.1. Zero constraint $\operatorname{Re}(\dot{\mathbf{X}})=0$. Let quaternion matrix $\dot{\mathbf{X}}=\mathbf{X}_{0}+\mathbf{X}_{1} \mathbf{i}+\mathbf{X}_{2} \mathbf{j}+$ $\mathbf{X}_{3} \mathbf{k} \in \mathbb{H}^{m \times n}$ represent a color image, where the real part $\mathbf{X}_{0} \in \mathbb{R}^{m \times n}$ is zero, and three imaginary parts $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3} \in \mathbb{R}^{m \times n}$ denote the red, green, and blue channels, respectively. Due to the errors of truncation and rounding, the quaternion matrices generated by the proposed algorithm have absolutely small nonzero entries in their real parts. In traditional methods, the nonzero real part is often cut off at the outputting step, which makes the reconstructed color images have sight color distortion. To solve this deficiency, the solution of our model will be constrained to be a pure quaternion matrix representing a color image with three color channels. That is, all quaternion matrices generated in the solving process will be forced to have zero real parts. Such zero constraint is described by $\operatorname{Re}(\dot{\mathbf{X}})=0$. To simplify the computation, an indicator function $\Phi_{0}$ is introduced to the set of pure quaternion matrices, $\left\{\dot{\mathbf{X}} \mid \mathbf{X}_{0}=0, \dot{\mathbf{X}}=\mathbf{X}_{0}+\mathbf{X}_{1} \mathbf{i}+\mathbf{X}_{2} \mathbf{j}+\mathbf{X}_{3} \mathbf{k}\right\}$. The zero
constraint can be reformulated as $\Phi_{0}(\dot{\mathbf{X}})=0$. Explicitly, let $\dot{\mathbf{X}}=\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]$, then
$\Phi_{0}(\dot{\mathbf{X}})=\Phi_{0}\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]=\left[\begin{array}{llll}\mathbf{1} & \mathbf{0} & \mathbf{0} & \mathbf{0}\end{array}\right]\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]=\mathbf{X}_{0}$.
3.2. The pQS Representation Model and Algorithm. Now, we study the image denoising problem under Gaussian noise. Assuming that the degraded image $\dot{\mathbf{Y}} \in \mathbb{H}^{m \times n}$ is formulated through Eq. (3), we propose the following pure quaternion-based sparse representation (pQS) model

$$
\begin{align*}
& \min _{\dot{\mathbf{D}, \dot{\mathbf{a}}_{i j}, \dot{\mathbf{X}}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\sum_{i, j} \mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\sum_{i, j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2},  \tag{14}\\
& \quad \text { s.t. } \operatorname{Re}(\dot{\mathbf{X}})=0
\end{align*}
$$

where again $\dot{\mathbf{D}} \in \mathbb{H}^{m \times k}$ is the dictionary matrix, the indicators $[i, j]$ mark the location of the patches in the image, $\dot{\mathcal{R}}_{i j}$ is an extracting operator, and the vectors $\dot{\mathbf{a}}_{i j} \in \mathbb{H}^{k \times 1}$ are the coefficient vectors for the corresponding patches. $\|\cdot\|_{0}$ is the $\ell_{0}$ norm. As far as our knowledge goes, the real part is firstly constrained to be zero in the above dictionary learning model to ensure that the color image is represented as a pure quaternion matrix.

One of the advantages of constraining the real part of the quaternion matrix to be zero is that one can fit color images perfectly. Even a tiny real part will cause a loss of color information. Indeed, restricting the real part to zero has more improvements than the quaternion matrix method. In Fig. 1, we display the two dictionaries trained by the K-QSVD algorithm (i.e., [50]) and the proposed pure quaternion-based dictionary learning model, respectively. From Fig. 1, we can see that the dictionary on the left is not rich enough to denote the color image perfectly, which leads to having artifacts in the restored image. In contrast, the trained dictionary on the right is instead approaching the color image, which preserves the connection of RGB channels and shows the image's faultlessness.

The details of solving the Eq. (14) are as follows.

- We first give the dictionary $\dot{\mathbf{D}}$, the coefficient of every image patch is

$$
\begin{equation*}
\min _{\dot{\mathbf{a}}} \mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}_{i j}\right\|_{2}^{2} \tag{15}
\end{equation*}
$$

The QOMP algorithm can deal with this problem.

- Given the initial image $\dot{\mathbf{X}}$, then we have

$$
\begin{equation*}
\min _{\dot{\mathbf{D}}} \sum_{i, j} \mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\sum_{i, j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2} . \tag{16}
\end{equation*}
$$

The K-QSVD algorithm can handle this problem by updating the dictionary $\dot{\text { D }}$ and $\dot{\mathbf{a}}$, alternatively.

- Given the dictionary $\dot{\mathbf{D}}$ and all coefficient $\dot{\mathbf{a}}_{i j}$, we can update $\dot{\mathbf{X}}$ by

$$
\begin{align*}
& \min _{\dot{\mathbf{X}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\sum_{i j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2},  \tag{17}\\
& \quad \text { s.t. } \operatorname{Re}(\dot{\mathbf{X}})=0
\end{align*}
$$



Figure 1. Display of different dictionaries, the left column is the process of dictionary trained by the K-SVD algorithm with a quaternion matrix, and the right column is with a pure quaternion matrix. The noisy image is covered with Gaussian noise and the noise level is 35 .

We apply the alternating minimization method (AMM) to solve Eq. (17). At first, the constrained optimization problem (17) is derived into the following unconstrained optimization problem

$$
\begin{equation*}
\min _{\dot{\mathbf{X}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\sum_{i j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}+\xi\left\|\Phi_{0}(\dot{\mathbf{X}})\right\|_{2}^{2} \tag{18}
\end{equation*}
$$

where $\sum_{i j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}$ is differentiable (see [50]), and $\xi$ is a positive parameter. Let

$$
\dot{\mathbf{Y}}=\left[\begin{array}{l}
\mathbf{Y}_{0} \\
\mathbf{Y}_{1} \\
\mathbf{Y}_{2} \\
\mathbf{Y}_{3}
\end{array}\right], \dot{\mathbf{D}}=\left[\begin{array}{l}
\mathbf{D}_{0} \\
\mathbf{D}_{1} \\
\mathbf{D}_{2} \\
\mathbf{D}_{3}
\end{array}\right], \dot{\mathbf{a}}_{i j}=\left[\begin{array}{l}
\mathbf{a}_{0_{i j}} \\
\mathbf{a}_{1_{i j}} \\
\mathbf{a}_{2_{i j}} \\
\mathbf{a}_{3_{i j}}
\end{array}\right], \dot{\mathcal{R}}_{i j}=\left[\begin{array}{c}
\mathcal{R}_{0_{i j}} \\
\mathcal{R}_{1_{i j}} \\
\mathcal{R}_{2_{i j}} \\
\mathcal{R}_{3_{i j}}
\end{array}\right],
$$

then we reformulate the Eq. (18) as
$\min _{\mathbf{X}_{0}, \mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}} \lambda\left\|\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]-\left[\begin{array}{l}\mathbf{Y}_{0} \\ \mathbf{Y}_{1} \\ \mathbf{Y}_{2} \\ \mathbf{Y}_{3}\end{array}\right]\right\|_{2}^{2}+\xi\left\|\Phi_{0}\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]\right\|_{2}^{2}+\sum_{i j}\left\|\left[\begin{array}{l}\mathbf{D}_{0} \\ \mathbf{D}_{1} \\ \mathbf{D}_{2} \\ \mathbf{D}_{3}\end{array}\right] \cdot\left[\begin{array}{l}\mathbf{a}_{0_{i j}} \\ \mathbf{a}_{1_{i j}} \\ \mathbf{a}_{2_{i j}} \\ \mathbf{a}_{3_{i j}}\end{array}\right]-\left[\begin{array}{l}\mathcal{R}_{0_{i j}} \\ \mathcal{R}_{i_{1 j}} \\ \mathcal{R}_{i_{2 j}} \\ \mathcal{R}_{3_{i j}}\end{array}\right] \cdot\left[\begin{array}{l}\mathbf{X}_{0} \\ \mathbf{X}_{1} \\ \mathbf{X}_{2} \\ \mathbf{X}_{3}\end{array}\right]\right\|_{2}^{2}$.
Note that

$$
\Phi_{0}(\dot{\mathbf{X}})=\Phi_{0}\left[\begin{array}{l}
\mathbf{X}_{0} \\
\mathbf{X}_{1} \\
\mathbf{X}_{2} \\
\mathbf{X}_{3}
\end{array}\right]=\left[\begin{array}{llll}
\mathbf{1} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{X}_{0} \\
\mathbf{X}_{1} \\
\mathbf{X}_{2} \\
\mathbf{X}_{3}
\end{array}\right]=\mathbf{X}_{0}
$$

then we have

$$
\begin{equation*}
\min _{\mathbf{x}_{0}, \mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{x}_{3}} \lambda \sum_{\iota=0}^{3}\left\|\mathbf{X}_{\iota}-\mathbf{Y}_{\iota}\right\|_{2}^{2}+\xi\left\|\mathbf{X}_{0}\right\|_{2}^{2}+\sum_{i j} \sum_{\iota=0}^{3}\left\|\mathbf{D}_{\iota} \mathbf{a}_{\iota i j}-\mathcal{R}_{\iota i j} \mathbf{X}_{\iota}\right\|_{2}^{2} . \tag{21}
\end{equation*}
$$

The above minimization problem (21) has a closed-form solution

$$
\begin{equation*}
\dot{\mathbf{X}}=\frac{\lambda \dot{\mathbf{Y}}+\sum_{i j} \dot{\mathcal{R}}_{i j}^{*} \dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}}{\Xi \dot{\mathbf{I}}+\sum_{i j} \dot{\mathcal{R}}_{i j}^{*} \dot{\mathcal{R}}_{i j}}, \tag{22}
\end{equation*}
$$

where $\Xi=(\xi+\lambda, \lambda, \lambda, \lambda)^{*} \in \mathbb{H}^{4 \frac{m}{4} \times 1 \cdot n}$ is a column vector.
The process of our pQS method is shown in Algorithm 1.

```
Algorithm 1 Color image denoising algorithm with our pQS model
Require:
    The noisy image \(\mathbf{Y} \in \mathbb{R}^{m \times n}\);
    Parameter \(\lambda \in \mathbb{R}\), iteration numbers N and M ;
Ensure:
    The denoised image \(\mathbf{X} \in \mathbb{R}^{m \times n}\);
    Initialization: Representing \(\mathbf{Y}\) as quaternion matrix \(\dot{\mathbf{Y}} \in \mathbb{H}^{m \times n}\). Randomly
    choose column vector \(\left\{\dot{\mathbf{d}}_{1}, \dot{\mathbf{d}}_{2}, \ldots, \dot{\mathbf{d}}_{k}\right\}\) from \(\dot{\mathbf{Y}}\) as the initial dictionary \(\dot{\mathbf{D}}^{(0)}\). Let
    the coefficient vectors \(\dot{\mathbf{a}}_{i j}=0\);
    for \(t=1: N\) do
        Calculate \(\dot{\mathbf{a}}_{i j}^{\mathrm{t}}\) by Eq. (15);
        Update \(\dot{\mathbf{D}}^{\mathrm{t}}\) and \(\dot{\mathbf{a}}_{i j}^{\mathrm{t}}\) by Eq. (16);
        for \(\mathrm{k}=1: \mathrm{M}\) do
            Update \(\dot{\mathbf{X}}^{\mathrm{k}+1}\) by Eq. (22);
            \(\mathrm{k}=\mathrm{k}+1\);
        end for
        \(\mathrm{t}=\mathrm{t}+1\);
    end for
    return \(\dot{X}\)
```

3.3. The pQS Representation Model with q-TV Regularization and Algorithm. In the strong noising case, the direct patch-based method may yield artifacts. For instance, we test the color images with a high Gaussian noise level ( $\sigma=50$ ). Fig. 2 displays the restored results of our pQS method (the fourth column) and the K-QSVD method (the third column). We can see that constraining the real part of the quaternion matrix to be zero indeed works, and the improvement can be seen from the visual quality and numerical results. Unfortunately, the restored
image that Eq. (14) recovered still has some grid artifacts, especially for images degraded by high-level noise.

We need careful treatment for reducing these artifacts. Indeed, the sparse representation is good at preserving texture while the TV method can smooth artifacts at the cost of slightly affecting the texture information. Hence, it is interesting to check whether the combination of TV and sparse representation can improve the restoration results. This can be regarded as one of our main contributions. Indeed, in order to give a better evaluation of the pQS method, we can further improve the model (14) by introducing the quaternion-TV regularization term. In Fig. 2, we find that joint sparse representation and the q-TV regularizer have good results in color image denoising. By designing a quaternion based TV as $\|\nabla \dot{\mathbf{X}}\|_{1}=\left\|\nabla \mathbf{X}_{0}\right\|_{1}+\left\|\nabla \mathbf{X}_{1}\right\|_{1}+\left\|\nabla \mathbf{X}_{2}\right\|_{1}+\left\|\nabla \mathbf{X}_{3}\right\|_{1}$, the proposed pQSTV model can be written as

$$
\begin{align*}
& \min _{\dot{\mathbf{D}}, \dot{\mathbf{a}}_{i j}, \dot{\mathbf{X}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\eta\|\nabla \dot{\mathbf{X}}\|_{1}+\sum_{i, j}\left(\mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}\right),  \tag{23}\\
& \quad \text { s.t. } \operatorname{Re}(\dot{\mathbf{X}})=0,
\end{align*}
$$

where $\eta \in \mathbb{R}$ is the regularization parameter, $\|\nabla \dot{\mathrm{X}}\|_{1}$ is the quaternion-based TV regularization. Since the $\ell_{1}$-based TV regularization overcomes the grid artifacts already, we will not discuss $\ell_{2}$-based TV regularization here. With the help of TV regularization, Eq. (23) can stabilize the recovered results. The visual quality and numerical results are shown in Fig. 2. Clearly, the recovered images show that the artifacts are eliminated completely.

The remaining problem is how to efficiently solve the optimization problem (23). Actually, it is not easy to solve Eq. (23), since the q-TV regularization is not differentiable and this model is nonconvex. Fortunately, there are many methods to solve this problem in these days. Here, we try to solve Eq. (23) by using the variable splitting method [52]. Using the alternating minimization method and quaternion rules, we try to solve the proposed model. The subproblems are listed as follows.

- Given $\dot{\mathbf{D}}, \dot{\mathbf{X}}$, the minimization for $\dot{\mathbf{a}}_{i j}$ satisfies

$$
\begin{equation*}
\min _{\dot{\mathbf{a}}_{i j}} \mu_{i j}\left\|\dot{\mathbf{a}}_{i j}\right\|_{0}+\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2} \tag{24}
\end{equation*}
$$

We can use the QOMP method to deal with the above subproblem.

- Given $\dot{\mathbf{X}}, \dot{\mathbf{a}}_{i j}$, the minimization for $\dot{\mathbf{D}}$ satisfies

$$
\begin{equation*}
\min _{\dot{\mathbf{D}}} \sum_{i, j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2} . \tag{25}
\end{equation*}
$$

The K-QSVD method can effectively address above minimization which stops searching the best candidate atom when approximation reaches the sphere of radius $\sqrt{\epsilon}$ in Eq. (5).

- Given $\dot{\mathbf{Y}}, \dot{\mathbf{a}}_{i j}$ and $\dot{\mathbf{D}}$, the minimization for $\dot{\mathbf{X}}$ satisfies

$$
\begin{align*}
& \min _{\dot{\mathbf{x}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\eta\|\nabla \dot{\mathbf{X}}\|_{1}+\sum_{i j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2},  \tag{26}\\
& \quad \text { s.t. } \operatorname{Re}(\dot{\mathbf{X}})=0 .
\end{align*}
$$



Figure 2. Color image denoising results on K3 and K6 with PSNR/SSIM. (a) Original image; (b) Noisy image corrupted by Gaussian noise with variance $\sigma=50$; The denoised image reconstructed by: (c) K-QSVD ${ }^{+}$(Eq.(4)), (d) Our pQS (Eq. (14)), (e) pQSTV (Eq. (23)).

$$
\begin{equation*}
\min _{\dot{\mathbf{X}}, \dot{\mathbf{p}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\eta\|\dot{\mathbf{p}}\|_{1}+\frac{\eta_{1}}{2}\|\nabla \dot{\mathbf{X}}-\dot{\mathbf{p}}\|_{2}^{2}+\sum_{i j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}+\xi_{1}\|\operatorname{Re}(\dot{\mathbf{X}})\|_{2}^{2} \tag{29}
\end{equation*}
$$

where $\lambda, \eta, \eta_{1}, \xi_{1}$ are positive parameters. For fixed $\dot{\mathbf{X}}$, the minimization for $\dot{\mathbf{p}}$ is an $L_{1}$-regularized least square problem

$$
\min _{\dot{\mathbf{p}}} \eta\|\dot{\mathbf{p}}\|_{1}+\frac{\eta_{1}}{2}\|\nabla \dot{\mathbf{X}}-\dot{\mathbf{p}}\|_{2}^{2} .
$$

It can be solved by the least absolute shrinkage (see [43])

$$
\dot{\mathbf{p}}=\operatorname{shrink}\left(\nabla \dot{\mathbf{X}}, \frac{\eta}{\eta_{1}}\right)
$$

and the shrinkage operator can be defined as

$$
\operatorname{shrink}(x, \tau)_{i j}:=\max \left(\left\|x_{i j}\right\|_{2}-\tau, 0\right) \frac{x_{i j}}{\left\|x_{i j}\right\|_{2}}
$$

with $x_{i j}$ denoting the $i j$-th component of $x$. Given $\dot{\mathbf{p}}$, the subproblem for $\dot{\mathbf{X}}$ is a least squares problem

$$
\begin{equation*}
\min _{\dot{\mathbf{x}}} \lambda\|\dot{\mathbf{X}}-\dot{\mathbf{Y}}\|_{2}^{2}+\frac{\eta_{1}}{2}\|\nabla \dot{\mathbf{X}}-\dot{\mathbf{p}}\|_{2}^{2}+\sum_{i, j}\left\|\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}-\dot{\mathcal{R}}_{i j} \dot{\mathbf{X}}\right\|_{2}^{2}+\xi_{1}\left\|\Phi_{0}(\dot{\mathbf{X}})\right\|_{2}^{2} \tag{33}
\end{equation*}
$$

According to Eq. (21), the above minimization problem can be written as

$$
\begin{align*}
\min _{\mathbf{x}_{0}, \mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}} & \lambda \sum_{\iota=0}^{3}\left\|\mathbf{X}_{\iota}-\mathbf{Y}_{\iota}\right\|_{2}^{2}+\frac{\eta_{1}}{2} \sum_{\iota=0}^{3}\left\|\nabla \mathbf{X}_{\iota}-\mathbf{p}_{\iota}\right\|_{2}^{2} \\
& +\sum_{i, j} \sum_{\iota=0}^{3}\left\|\mathbf{D}_{\iota} \mathbf{a}_{\iota i j}-\mathcal{R}_{\iota i j} \mathbf{X}_{\iota}\right\|_{2}^{2}+\xi_{1}\left\|\mathbf{X}_{0}\right\|_{2}^{2} \tag{34}
\end{align*}
$$

Then we have

$$
\begin{equation*}
2 \lambda(\dot{\mathbf{X}}-\dot{\mathbf{Y}})+\eta_{1} \nabla^{*}(\nabla \dot{\mathbf{X}}-\dot{\mathbf{p}})+2 \sum_{i j} \mathcal{R}_{i j}^{*}\left(\mathcal{R}_{i j} \dot{\mathbf{X}}-\dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}\right)+2 \xi_{1} \mathbf{X}_{0}=0 \tag{35}
\end{equation*}
$$

The closed-form solution is as follows

$$
\begin{equation*}
\dot{\mathbf{X}}=\frac{2 \lambda \dot{\mathbf{Y}}+\eta_{1} \nabla^{*} \dot{\mathbf{p}}+2 \sum_{i j} \mathcal{R}_{i j}^{*} \dot{\mathbf{D}} \dot{\mathbf{a}}_{i j}}{\Xi \dot{\mathbf{I}}+\eta_{1} \nabla^{*} \nabla+2 \sum_{i j} \mathcal{R}_{i j}^{*} \mathcal{R}_{i j}}, \tag{36}
\end{equation*}
$$

where $\Xi=\left(2 \lambda+2 \xi_{1}, 2 \lambda, 2 \lambda, 2 \lambda\right)^{*} \in \mathbb{H}^{4 \frac{m}{4} \times 1 \cdot n}$ is a column vector.
The whole procedure of our pQSTV (pure Quaternion Sparse Total Variation) method is shown in Algorithm 2.

```
Algorithm 2 Color image denoising algorithm with our pQSTV model (23)
Require:
    The noisy image \(\mathbf{Y} \in \mathbb{R}^{m \times n}\);
    Parameters \(\lambda, \eta, \eta_{1} \in \mathbb{R}\), iteration numbers N and M ;
Ensure:
    The Denoised image \(\mathbf{X}\);
    Initialization: Representing \(\mathbf{Y}\) as quaternion matrix \(\dot{\mathbf{Y}} \in \mathbb{H}^{m \times n}\). Randomly
    choose column vector \(\left\{\dot{\mathbf{d}}_{1}, \dot{\mathbf{d}}_{2}, \ldots \dot{\mathbf{d}}_{k}\right\}\) from \(\dot{\mathbf{Y}}\) as the initial dictionary \(\dot{\mathbf{D}}^{(0)}\). Let
    the coefficient vectors \(\dot{\mathbf{a}}_{i j}=0\);
    for \(\mathrm{t}=1: \mathrm{N}\) do
        Update \(\dot{\mathbf{a}}_{i, j}^{\mathrm{t}}\) by equation (24);
        Update \(\dot{\mathbf{D}}^{\mathrm{t}}\) by equation (25);
        for \(k=1\) : M do
            Update \(\dot{\mathbf{p}}^{\mathrm{k}+1}\) by equation (31);
            Update \(\dot{\mathbf{X}}^{\mathrm{k}+1}\) by equation (36);
            \(\mathrm{k}=\mathrm{k}+1\);
        end for
        \(\mathrm{t}=\mathrm{t}+1\);
    end for
    return X
```



Figure 3. Images in Kodak24 database.

## 4. Experiments

In this section, we first illustrate the experimental details and then compare the proposed pQS and pQSTV methods to other state-of-the-art color image denoising methods including $\ell_{1}$-ROF [5], SV-TV [20], CEM [27], the improved K-SVD denoising method [32], K-QSVD method [50], K-QSVD ${ }^{+}$[50], PGPD [48], and DnCNN [56]. The comparisons are conducted on three datasets, i.e., Kodak Image Dataset ${ }^{3}$ with image size $768 \times 512$ and $512 \times 768$, Set5 ${ }^{4}$ with image size S1 $(512 \times 512)$, S2 $(256 \times 256), S 3(280 \times 280), S 4(288 \times 288), S 5(228 \times 344)$, and CSet $8^{5}$ with image size $256 \times 256$, which are shown in Fig. 3, Fig. 4 and Fig. 5, respectively. In our experiments, the noisy images are synthesized with Eq. (3) by adding the additive white Gaussian noise with variance $\sigma$ to the clean color images. For the numerical comparison, we use the structural similarity index (SSIM) and the peak signal-tonoise ratio (PSNR) [44] to measure the quality of the restored images from the noisy images by different methods. Note that all the simulations are run in Matlab R2020a on a 64 -bit workstation with a 3.70 GHz CPU and 8 GB memory.


Figure 4. Images in Set5 database.
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Figure 5. Images in CSet8 database.
4.1. Parameter setting. For the patch-based methods K-QSVD and proposed pQSTV, we firstly adjust the overlapping patch size from $8 \times 8$ to $12 \times 12$ for each image from Kodak24 in different noise levels to find out the one for the best-restored results. The best results among different patch sizes for pQSTV and K-QSVD are denoted by ' $\star$ ' in Table 1 and Table 2, respectively. As one can see, for the proposed model pQSTV, the patch size $9 \times 9$ performs best for most images in the case of lower noise levels while the patch size $11 \times 11$ is better in the case of the higher noise level. For the method K-QSVD, we select the patch size $9 \times 9$ for noise $25,10 \times 10$ for noise 35 , and $8 \times 8$ for noise 50 . According to this observation, in the following Table 3, 4 , and 5 , we apply these selected patch sizes to perform the proposed pQS, pQSTV and K-QSVD. Note that we denote the method K-QSVD with the selected patch size by K-QSVD ${ }^{+}$while K-QSVD denotes the method we test with the default parameter defined in [50].

TABLE 1. Distribution of patchsize in our pQSTV (Kodak24).

| Patchsize $\quad$ Images |  | 1 | 2 | 3 | 4 |  | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma=25$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 11 \\ 12 \times 12 \\ \hline \end{array}$ |  |  |  |  |  | * | * |  |  |  |  |  |  | * |  |  |  |  |  |  |  |  |  |  | $\star$ |
|  |  | $\star$ |  |  |  |  |  |  |  | * | $\star$ | $\star$ | $\star$ |  |  | $\star$ | $\star$ |  |  | $\star$ |  |  | $\star$ | $\star$ |  |  |
|  |  |  |  |  |  |  |  |  | $\star$ |  |  |  |  | $\star$ |  |  |  | * | $\star$ |  |  |  |  |  |  |  |
|  |  |  | * | * | * |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ | $\star$ |  |  | $\star$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\sigma=35$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 11 \\ 12 \times 12 \\ \hline \end{array}$ |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  | $\star$ |  |  |  |  | * |  |  |  |  |  |  |
|  |  |  |  |  |  |  | $\star$ | $\star$ | $\star$ |  |  |  | $\star$ |  |  | $\star$ |  |  |  |  |  |  | $\star$ |  |  | $\star$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |  | $\star$ |  |  |  |  |  |
|  |  | * | * | * |  |  |  |  |  | * | $\star$ | * |  | $\star$ |  |  | $\star$ | $\star$ |  |  |  | $\star$ |  | * | $\star$ |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\sigma=50$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 11 \\ 12 \times 12 \\ \hline \end{array}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |
|  |  |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  | * | $\star$ |  |  |  | $\star$ |  |  | $\star$ |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |  | $\star$ |  |  |  |  |  |  |  |
|  |  | $\star$ | $\star$ |  |  |  |  |  | $\star$ | * | * | $\star$ | $\star$ |  |  |  |  | $\star$ |  |  | $\star$ | $\star$ |  | $\star$ | $\star$ |  |
|  |  |  |  | $\star$ |  |  |  | $\star$ |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  |  |  |  |

Apart from the patch size, the iteration number $N$ of K-QSVD, K-QSVD ${ }^{+}$, and our models ( pQS and pQSTV ) is set to be 1. For the proposed pQS and pQSTV, the inner iteration number $M$ of the proposed pQS and pQSTV is set to be 1 with other parameters $\lambda=0.037, \eta=0.1, \eta_{1}=0.5, \xi=\xi_{1}=1$. All the parameters of other competing methods are set as the default values as given in their codes and papers. As to the data-driven method DnCNN [56], the training part of the DnCNN was not considered in this paper, we apply the Matlab function 'denoisingNetwork('Dncnn')' for the color image denoising task.

Table 2. Distribution of patchsize in K-QSVD (Kodak24).

|  |  | 1 | 2 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma=25$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 11 \\ 12 \times 12 \\ \hline \end{array}$ |  | * | $\star$ | $\star$ |  |  |  |  |  |  | * |  | * |  |  |  |  |  |  | * |  |  | * |  |  |
|  |  | * |  |  |  |  |  | $\star$ | * | * | $\star$ |  | $\star$ |  | $\star$ |  |  |  |  |  |  |  | * |  |  |  |
|  |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  | $\star$ |  |  | $\star$ | $\star$ |  |  |  |  |  | $\star$ |
|  |  |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  | * | $\star$ |  |  |  | * |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |  |
| $\sigma=35$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 11 \\ 12 \times 12 \\ \hline \end{array}$ |  |  |  |  |  | $\star$ |  |  | * |  |  |  | * |  |  | * |  |  | $\star$ |  |  | $\star$ |  |  |  |
|  |  |  |  |  | $\star$ |  |  |  |  |  |  | $\star$ |  |  |  |  |  | $\star$ |  |  | $\star$ | $\star$ |  | $\star$ |  |  |
|  |  | * |  | $\star$ |  | $\star$ |  | $\star$ |  |  | * |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  |  | $\star$ |
|  |  |  |  |  |  |  | - |  | * |  |  |  | $\star$ |  |  | $\star$ |  |  | $\star$ |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |  |
| $\sigma=50$ | $\begin{array}{\|l\|} \hline 8 \times 8 \\ 9 \times 9 \\ 10 \times 10 \\ 11 \times 111 \\ 12 \times 12 \\ \hline \end{array}$ | * |  | $\star$ |  | $\star$ |  | $\star$ |  |  | $\star$ | $\star$ |  |  | $\star$ |  | * |  |  |  | * |  |  |  |  |  |
|  |  |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  |  | * |  |  |  | * | * |  |  | * |
|  |  |  |  |  |  |  |  |  |  |  |  |  | $\star$ |  |  |  |  |  | $\star$ | $\star$ |  |  |  | $\star$ |  |  |
|  |  |  |  |  |  |  |  |  | $\star$ | * |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  | $\star$ |  |  |  |  |  |  |  |  |  |  | $\star$ |  |

4.2. Effectiveness of zero constraint and q-TV. The advantages of representing color images with zero constraint can be seen in Fig. 6. We test the images with noise level $\sigma=35$ and present the results of several sparse representation-based denoising methods. For the K-SVD method, we test their Matlab code with the default parameters. The K-SVD denoising method [32] (the third column) introduces blurring and color distortion. The K-QSVD ${ }^{+}$(the fourth column) represents the best results of different patch sizes and improves the original K-QSVD dictionary learning method. However, there are artifacts shown in some results of the K-QSVD ${ }^{+}$method. From the zooming parts, we see clearly that our pQS model is better than those dictionary learning methods, and can eliminate artifacts and avoid color distortion at the same time.

As for the role of the proposed q-TV term, we compare the proposed pQS and pQSTV by the average numerical results on the tested images with different noise levels. As shown in Fig. 2 and Fig. 12, the TV term consistently helps improve the results.
4.3. Experimental results. In this subsection, we give a thorough evaluation by comparing the proposed models to all the competing methods on three benchmark datasets with different noise levels $\sigma=25,35,50$. In Tables 3,4 , and 5 , respectively, we list all the PSNR and SSIM values of each image as well as the average results of each method. For a clearer display, we also highlight the best results in bold and underline the second-best ones.

As shown in these tables, the proposed pQSTV and pQS methods get the highest and the second-highest numerical results in most cases. From the average values, one can see that our pQSTV model achieves the best numerical results among all the methods, which proves the superiority of the proposed methods. Among the competing methods, the classical K-SVD method proposed in [32] was first used in gray image processing, and showed good image processing proficiency. From those values in Tables 3, 4, and 5, we know that the K-SVD method is still good at the SSIM values of the denoised images. As an improvement method of dictionary learning, the method PGPD represents color images by vectors and shows better results. Nevertheless, it ignores the inherent relationships among the color channels. Different from these methods, K-QSVD can keep the inner relation of RGB channels by calculating the images in the quaternion domain. This explains why the denoising effects of the K-QSVD and the proposed methods are generally better than other dictionary learning methods.

We further compare the proposed models with other two methods including TV terms, i.e., $\ell_{1}$-ROF [5] and SV-TV [20]. The conventional $\ell_{1}$-ROF model [5] may suffer from the oversmoothness and therefore has better performance in those
TABLE 3. PSNR and SSIM values of different denoising models in noise level $\sigma=25$.

| Results of Kodak 24 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| images | noisy | $\ell_{1}$-ROF |  | SV-TV |  | K-SVD |  | K-QSVD |  | K-QSVD ${ }^{+}$ |  | PGPD |  | DnCNN |  | pQS |  | pQSTV |  |
|  | NR | PNR | SS | SNR | SSIM | SN | SSIM | PSNR | SSI | PSNR | SSIM | NR | SS | NR | SSIM | SNR | SSIM | SNR | SS |
| K01 | 20.170 .6294 | 23.11 | 0.7062 | 27.63 | 0.7955 | 25.66 | 0.8217 | 27.90 | 0.8653 | 27.91 | $\underline{0.8829}$ | 26.92 | 0.7456 | 26.89 | 0.8570 | 27.89 | 0.8722 | 28.04 | 0.8908 |
| K02 | 20.180 .8608 | 28.72 | 0.9747 | 29.99 | 0.7159 | 30.09 | 0.9821 | 31.26 | 0.9843 | 31.26 | 0.9843 | 31.32 | 0.7783 | 30.77 | 0.9834 | 31.34 | 0.9848 | 31.68 | 0.9872 |
| K03 | $\begin{array}{lll}20.17 & 0.4438\end{array}$ | 29.89 | 0.9356 | . 32 | 0.7266 | . 78 | 0.9185 | 32.46 | 0.9260 | 2.46 | 0.9260 | 32.53 | 0.8552 | 31.45 | 0.9385 | 32.44 | 0.9191 | 33.09 | 0.9597 |
| K04 | $\begin{array}{lll}20.17 & 0.6235\end{array}$ | 28.18 | 0.9469 | .96 | 0.8242 | 29.85 | 0.9505 | .95 | 0.9575 | 1.00 | 0.9648 | $\underline{31.21}$ | 0.7975 | 30.52 | 0.9586 | 31.0 | 0.9555 | 31.34 | 0.9675 |
| K05 | 20.170 .6002 | 23.13 | 0.7517 | 27.86 | 0.8269 | 24.72 | 0.8223 | 27.91 | 0.8730 | 28.07 | 0.8959 | 27.52 | 0.8107 | 27.09 | 0.8750 | $\underline{28.16}$ | 0.8825 | 28.25 | 0.9038 |
| K06 | 20.170 .5412 | 24.62 | 0.7835 | 28.41 | 0.7592 | 26.57 | 0.8584 | 28.89 | 0.8773 | 28.89 | 0.8957 | 28.33 | 0.7723 | 27.78 | 0.8784 | $\underline{29.12}$ | 0.8886 | 29.18 | 0.9053 |
| K07 | 20.180 .4983 | . 85 | 0.9104 | . 99 | 0.7860 | 9.57 | 9269 | 31.51 | 0.9360 | 31.67 | 0.9516 | 31.83 | 0.8948 | 30.67 | 0.9372 | 31.70 | 0.9356 | 02 | 89 |
| K08 | 20.170 .6271 | 21.72 | 0.7124 | 27.28 | 0.8298 | 23.75 | 0.8150 | 27.80 | 0.8491 | 27.80 | 0.8927 | 27.50 | 0.8372 | 26.53 | 0.8658 | $\underline{27.87}$ | 0.8586 | 27.8 | 0.8994 |
| K09 | 20.170 .3293 | 28.13 | 0.8329 | 30.16 | 0.8110 | 29.54 | 0.8208 | 31.72 | 0.7649 | 31.88 | $\underline{0.8782}$ | 32.02 | 0.8616 | 31.24 | 0.8647 | 31.95 | 0.7628 | 32 | 0.8933 |
| K10 | 20.170 .3401 | 27.78 | 0.8321 | 30.16 | 0.8249 | 29.57 | $\underline{0.8432}$ | 31.72 | 0.8131 | 31.72 | 0.8131 | 31.82 | 0.8421 | 30.93 | 0.8705 | 31.74 | 0.8169 | 32.25 | 0.8981 |
| K11 | 20.170 .4452 | 26.05 | 0.8262 | 9.11 | 0.7473 | 27.26 | 0.8377 | 29.54 | 0.7914 | 29.60 | $\underline{0.8837}$ | 29.32 | 0.7735 | 28.93 | 0.8701 | $\underline{29.73}$ | 0.7977 | 29.88 | 0.8959 |
| K12 | 20.170 .5004 | 29.64 | 0.9205 | 30.25 | 0.7238 | 30.32 | 0.9227 | 31.84 | 0.9311 | 31.84 | 0.9311 | 32.05 | 0.8127 | 31.21 | 0.9335 | 31.78 | 0.9309 | 32.29 | 0.9472 |
| K13 | 20.170 .6270 | 21.35 | 0.7041 | 26.78 | 0.7954 | 22.49 | 0.7719 | 26.12 | 0.8485 | 26.13 | 0.8686 | 25.17 | 0.6769 | 25.20 | 0.8423 | 26.18 | 0.8577 | $\underline{26.21}$ | 0.8745 |
| K14 | $17 \quad 0.5265$ | 25.30 | 0.7675 | 48 | 0.7755 | . 58 | 0.8175 | . 62 | 0.7914 | 8.67 | 0.8529 | 28.18 | 0.7419 | 28.07 | 0.8416 | $\underline{28.79}$ | 0.8061 | 28.83 | 0.8671 |
| K15 | 20.180 .4932 | 28.69 | 0.9085 | 29.96 | 0.7282 | 29.93 | 0.9111 | 31.02 | 0.8976 | 31.08 | 0.9314 | 31.66 | 0.8279 | 30.23 | 0.9167 | 31.10 | 0.8966 | 31.41 | 0.9362 |
| K16 | 20.180 .3672 | 27.48 | 0.7492 | 29.52 | 0.7316 | 29.24 | 0.8134 | 30.44 | 0.7655 | 30.48 | 0.8416 | 30.22 | 0.7791 | 29.79 | 0.8282 | 30.68 | 0.7864 | 31.02 | 0.8666 |
| K17 | 20.170 .3265 | 27.75 | 0.8235 | 30.00 | 0.8489 | 28.89 | 0.8263 | 31.03 | 0.7604 | 31.07 | 0.8711 | 30.95 | 0.8325 | 30.20 | 0.8462 | 31.15 | 0.7579 | 31.35 | 0.8853 |
| 18 | .17 0.4990 | . 59 | 0.7952 | . 45 | 0.8626 | 25.77 | 0.8136 | 32 | 0.7717 | 8.37 | 0.8668 | 27.77 | 0.7539 | 27.3 | 0.8493 | 28.5 | . 7788 | 28.5 | . 8749 |
| K19 | 20.170 .4680 | 25.14 | 0.8537 | 29.05 | 0.8353 | 27.95 | 0.8689 | 0.18 | 0.8358 | 30.18 | 0.8358 | 30.04 | 0.7950 | 29.21 | 0.8970 | $\underline{30.23}$ | 0.8391 | 30.42 | 0.9203 |
| K20 | 20.170 .4085 | 28.66 | 0.9067 | 30.10 | 0.7320 | 29.45 | 0.9043 | 31.55 | 0.7635 | 31.67 | 0.9214 | 31.65 | 0.8491 | 28.69 | 0.9001 | 31.52 | 0.7589 | 31.84 | 0.9342 |
| K21 | $\begin{array}{ll}17 & 0.5283\end{array}$ | 42 | 0.8260 | 95 | 0.7645 | 47 | 0.85 | . 42 | 0.8711 | 29.51 | 0.9056 | 28.83 | 0.8268 | 28.63 | 0.8936 | $\underline{29.53}$ | 0.8767 | 29.5 | 0.9342 |
| 22 | 180.5200 | 72 | 0.8673 | 23 | 0.7457 | 28.09 | 0.8759 | 46 | 0.8593 | 9.66 | 0.8593 | 9.38 | 0.7504 | 9.1 | 0.8980 | 9.7 | 0.8590 | 9.9 | 0.9127 |
| K23 | 20.170 .5729 | 29.89 | 0.9451 | . 70 | 0.7424 | . 66 | 0.9412 | . 04 | 0.9431 | 33.12 | 0.9684 | 33.38 | 0.8848 | 32.15 | 0.9546 | 32.85 | 0.9379 | 33 | 0.9697 |
| K24 | $20.17 \quad 0.4481$ | 23.79 | 0.7596 | 28.30 | 0.7836 | 25.07 | 0.8011 | 28.43 | 0.7863 | 28.51 | 0.8612 | 28.04 | 0.7918 | 27.42 | 0.8451 | 28.64 | 0.8000 | 28.68 | 0.8728 |
| Aver. | 20.170 .50 | 26.40 | 0. | 29.19 | 0.7799 | 27.84 | 0.8634 | 30.06 | 0.8526 | 30.11 | 0.8952 | 29.90 | 0.8038 | 29.17 | 0.8529 | 30.15 | 0.8567 | 30.41 |  |
| Results of Set5 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| S01 | 20.180 .6059 | 29.13 | 0.9057 | 30.20 | 0.8075 | 29.89 | 78 | 0.56 | 0.8281 | 30 | . 8279 | 30.76 | 0.8324 | 30.16 | 0.8129 | 30.80 | 0.8398 | 31.03 | 0.8412 |
| S02 | $\begin{array}{ll}.47 & 0.8283\end{array}$ | . 14 | 0.9211 | . 16 | 0.8479 | 25.33 | 0.9467 | 28.64 | 0.9708 | 28.73 | 0.9043 | 28.28 | 0.9072 | 28.3 | 0.9689 | 28.85 | 0.9037 | 28.86 | 0.9778 |
| S | $18 \quad 0.6832$ | 13 | 0.8042 | 38 | 0.6778 | . 51 | 0.5739 | . 41 | 0.6499 | 8.43 | 0.6505 | $\underline{28.69}$ | 0.6384 | 28.60 | 0.6628 | 28.56 | 0.6637 | 28.80 | 0.6619 |
| S04 | .18 0.4881 | . 45 | $\underline{0.9116}$ | 28.92 | 0.7766 | 26.76 | 0.7057 | 29.06 | 0.7858 | 29.08 | 0.7866 | 30.39 | 0.8281 | 29.45 | 0.7971 | 29.58 | 0.8019 | 30.12 | 0.9122 |
| S05 | 0.18 0.6244 | . 28 | $\underline{0.9042}$ | 29.39 | 0.8127 | 26.45 | 0.7570 | 30.09 | 0.8676 | 30.03 | 0.8680 | 30.21 | 0.8817 | 29.49 | 0.8522 | 30.31 | 0.8730 | 30.57 | 0.9094 |
| Aver | 20.330 .7140 | 27.75 | 0.8814 | 29.22 | 0.7687 | 26.99 | 0.7544 | 29.35 | 0.8204 | 29.37 | 0.807 | 29.67 | 0.8176 | 29.4 | 0.7813 | 29.6 | 0.816 | 29.8 | 0.86 |
| Results of CSet8 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C01 | $20.38 \quad 0.4340$ | 24.50 | 0.7613 | 27.77 | 0.7610 | 25.52 | 0.8077 | 29.09 | 0.8829 | 29.13 | 0.8599 | 28.91 | 0.8575 | 28.61 | 0.8702 | 29.26 | 0.8639 | 29.28 | 0.8715 |
| 02 | . 310.7689 | 21.68 | 0.7361 | 24.79 | 0.7791 | 22.13 | 0.7614 | 25.27 | $\underline{0.8879}$ | 25.14 | 0.7842 | 24.66 | 0.7406 | 24.29 | 0.8518 | 25.39 | 0.8052 | 25.29 | 0.8988 |
| C03 | 20.330 .6513 | 24.31 | 0.8340 | 27.41 | 0.7958 | 26.33 | 0.8793 | 28.72 | 0.9153 | 28.76 | 0.8465 | 28.43 | 0.8345 | 27.62 | 0.8991 | $\underline{28.89}$ | 0.8539 | 28.97 | 0.9244 |
| C04 | $\begin{array}{lll}20.44 & 0.5536\end{array}$ | 23.65 | 0.7922 | 27.69 | 0.7676 | 25.12 | 0.8358 | 28.34 | 0.8952 | 28.23 | 0.8232 | 27.88 | 0.8177 | 27.64 | 0.8850 | $\underline{28.42}$ | 0.8287 | 28.66 | 0.9255 |
| C | 20.470 .8283 | 23.14 | 0.9211 | 28.16 | 0.8479 | 25.33 | 0.9467 | 28.64 | 0.9708 | 28.73 | 0.9043 | 28.28 | 0.9072 | 28.33 | 0.9689 | 28.85 | 0.9037 | $\underline{28.84}$ | 0.9778 |
| C06 | $20.30 \quad 0.6789$ | 27.80 | 0.9272 | 28.53 | 0.7039 | 30.30 | 0.9534 | 31.55 | 0.9638 | 31.65 | 0.8206 | 32.34 | 0.8251 | 31.14 | 0.9601 | 31.59 | 0.8211 | 32.16 | 0.9783 |
| C07 | 20.400 .8271 | 25.80 | 0.9480 | 28.24 | 0.7665 | 27.06 | 0.9589 | 29.88 | 0.9782 | 29.86 | 0.8520 | 29.68 | 0.8519 | 29.13 | 0.9738 | $\underline{30.04}$ | 0.8573 | 18 | 0.9826 |
| C08 | 20.490 .8453 | 25.79 | 0.9515 | 27.26 | 0.7470 | 26.93 | 0.9611 | 28.92 | $\underline{0.9739}$ | 29.07 | 0.8297 | $\underline{29.51}$ | 0.8358 | 29.13 | 0.9743 | 29.33 | 0.8322 | 29.66 | 0.8349 |
| Aver. | 390.6984 | 24.58 | 0.8589 | 7.48 | 0.7711 | 26.09 | 0.8880 | 28.80 | 0.9335 | 28.82 | 0.8401 | 28.71 | 0.83 | 28.24 | 0.9229 | 28.97 | 0.8458 | 29.13 | 0.92 |
| Average results of all three databases |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Aver. | $20.30 \quad 0.6202$ | 26.24 | 0.8584 | 28.63 | 0.7732 | 26.97 | 0.8353 | 29.40 | 0.8688 | 29.43 | 0.8 | 29.43 | 0.8184 | 28.95 | 0.8524 | 29.5 | 0.83 | 29.8 | 0.8998 |


|  |  <br> 気 <br>  |  |  | \％ |
| :---: | :---: | :---: | :---: | :---: |
|  | 事贷呙下 둑 <br>  <br>  |  |  |  |
|  |  |  |  |  |
|  |  <br>  <br>  <br>  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  <br>  <br>  <br>  | （ |
|  |  |  |  | （1） |
|  |  <br>  <br>  |  |  | － |
|  |  <br> 気 <br> 部 <br>  |  |  |  |
|  |  |  |  |  |

TABLE 5. PSNR and SSIM values of different denoising models in noise level $\sigma=50$

| Results of Kodak 24 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| im | noisy |  | $\ell_{1}$-ROF |  | SV-TV |  | K-SVD |  | K-QSVD |  | K-QSVD ${ }^{+}$ |  | PGPD |  | DnCNN |  | pQS |  | pQSTV |  |
|  | SNR | SSIM | SNR | SS | PSNR | SSIM | R | SSIM | PSNR | SS | PSNR | SSI | PSNR | SSIM | R | SSIM | SNR | SSIM | SNR | SS |
| K01 | 14.16 | 0.3364 | 21.94 | 0.6416 | 23.54 | 0.6034 | 23.93 | 0.7448 | 24.39 | 0.7560 | 24.39 | 0.7560 | 24.89 | $\underline{0.7867}$ | 23.86 | 0.7404 | 24.08 | 0.5828 | 25.13 | 0.7958 |
| K02 | 14.15 | 0.6276 | 27.39 | 0.9653 | 25.24 | 0.4645 | 26.91 | 0.9641 | 28.13 | 0.9703 | 28.13 | 0.9703 | 29.05 | 0.7099 | 26.85 | 0.9607 | 28.24 | 0.9718 | 28.93 | 0.9762 |
| K03 | 14.15 | 0.2595 | 28.14 | 0.9034 | 25.37 | 0.4648 | 7.44 | 0.8128 | 28.82 | 0.8979 | 28.97 | 0.9184 | 29.95 | 0.7993 | 27.70 | 0.8652 | 28.89 | 0.8862 | 29.81 | 0.9310 |
| K04 | 14.16 | 0.3464 | 26.70 | 0.9205 | 25.22 | 0.6014 | 6.81 | 0.8889 | 27.91 | 0.9329 | 27.91 | 0.9329 | 28.73 | 0.7232 | 27.13 | 0.9146 | 27.98 | 0.9280 | 28.51 | 0.9406 |
| K05 | 14.1 | 0.3283 | 21.69 | 0.6723 | 23.57 | 0.6427 | 23.25 | 0.7366 | 24.21 | 0.7722 | 24.22 | 0.7723 | 24.07 | 0.662 | 23.31 | 0.7449 | $\underline{24.64}$ | 0.7968 | 24.77 | 0.8014 |
| K06 | 14.15 | 0.2792 | 23.56 | 0.7389 | 24.11 | 0.5378 | 24.67 | 0.7729 | 25.36 | 0.7962 | 25.36 | 0.7962 | 25.47 | 0.6399 | 24.48 | 0.7808 | $\underline{25.75}$ | 0.8138 | 25.92 | 0.8232 |
| K07 | 15 | 0.2463 | 25.47 | 0.8467 | 5.05 | 0.5553 | 26.39 | 0.8187 | 27.39 | 0.8837 | 27.46 | 0.8841 | $\underline{28.24}$ | 0.8219 | 26.55 | 0.8510 | 27.72 | 0.8833 | 28.36 | 0.9129 |
| K08 | 14.16 | 0.3679 | 20.36 | 0.6327 | 23.02 | 0.6662 | 22.54 | 0.7320 | 24.03 | 0.7771 | 24.05 | 0.7760 | 24.03 | 0.7200 | 22.84 | 0.7484 | $\underline{24.40}$ | 0.7987 | 24.51 | 0.8083 |
| K09 | 14.16 | 0.1543 | 26.44 | 0.7692 | 25.20 | 0.5773 | . 50 | 0.6362 | 28.32 | 0.7759 | 28.32 | 0.7759 | 29.04 | $\underline{0.7973}$ | 27.67 | 0.7350 | 28.49 | 0.7697 | 29.02 | 0.8150 |
| K10 | 15 | 0.1397 | 26.27 | 0.7688 | 25.21 | 0.5921 | 26.47 | 0.6795 | 28.16 | 0.7884 | 28.16 | 0.7884 | 28.70 | 0.7658 | 27.32 | 0.7566 | 28.34 | 0.7847 | 28.79 | 0.8186 |
| K11 | 14.15 | 0.2090 | 24.73 | 0.7700 | 24.58 | 0.5192 | 25.12 | 0.7107 | 26.41 | 0.6891 | 26.41 | 0.7951 | 26.49 | 0.6703 | 25.40 | 0.7534 | $\underline{26.65}$ | 0.6928 | 26.83 | 0.8191 |
| K12 | 14.16 | 0.2217 | 27.80 | 0.8941 | 25.34 | 0.4751 | 27.10 | 0.8366 | 28.69 | 0.8812 | 28.73 | 0.8968 | 29.72 | 0.7529 | 27.74 | 0.8766 | 28.69 | 0.8760 | 29.36 | 0.9100 |
| K13 | 15 | 0.3454 | 20.49 | 0.6501 | 22.83 | 0.6147 | 21.57 | 0.7051 | 22.90 | 0.7201 | 22.90 | 0.7201 | 22.30 | 0.5106 | 22.10 | 0.7213 | $\underline{23.11}$ | 0.7400 | 23.15 | 0.7718 |
| K14 | 14.15 | 0.2923 | 23.79 | 0.7036 | 4.30 | 0.5716 | 24.67 | 0.7210 | 25.30 | 0.6608 | 25.45 | 0.7466 | 25.44 | 0.6196 | 24.78 | 0.7328 | $\underline{25.63}$ | 0.6809 | 25.86 | 0.7680 |
| K15 | 14.15 | 0.2552 | 26.98 | 0.8714 | 25.15 | 0.4766 | 27.17 | 0.8251 | 27.97 | 0.8295 | 27.97 | 0.8295 | 29.17 | 0.7699 | 25.78 | 0.8332 | 27.92 | 0.8208 | 28.42 | 0.8847 |
| K16 | . 15 | 0.1481 | 26.40 | 0.6996 | 94 | 0.4871 | 26.43 | 0.6595 | 27.25 | 0.6072 | 27.27 | 0.7218 | $\underline{27.75}$ | 0.6748 | 26.80 | 0.70 | 27.48 | 0.6268 | 27.85 | 0.7551 |
| 17 | 15 | 0.1390 | 26.04 | 0.7422 | 5.13 | 0.6410 | 6.34 | 0.6768 | 27.50 | 0.6050 | 27.64 | 0.7685 | $\underline{27.87}$ | 0.7509 | 25.8 | 0.700 | 27.78 | 0.6020 | 28.06 | 0.7900 |
| K18 | 14.14 | 0.2656 | 23.43 | 0.7376 | 25.15 | 0.6750 | 24.11 | 0.7062 | 25.01 | 0.6444 | 25.01 | 0.7677 | 24.84 | 0.6118 | 24.15 | 0.7338 | 25.32 | 0.6544 | 25.36 | 0.7820 |
| K19 | 14.14 | 0.2422 | 23.83 | 0.8020 | 24.43 | 0.6208 | 25.64 | 0.7419 | 27.25 | 0.6072 | 27.25 | 0.6072 | 27.57 | 0.7260 | 25.92 | 0.7997 | 27.48 | 0.6268 | $\underline{27.59}$ | 0.8623 |
| K20 | 16 | 0.1919 | 26.76 | 0.8580 | 25.16 | 0.4794 | 27.01 | 0.7987 | 28.25 | 0.6942 | 28.37 | 0.8547 | 29.02 | 0.8017 | 23.75 | 0.8071 | 28.23 | 0.6840 | 28.88 | 0.8800 |
| K21 | 14.16 | 0.2603 | 4.07 | 0.7747 | 4.41 | 0.5380 | 54 | 0.7530 | 5.89 | 0.7680 | 5.98 | 0.8189 | 5.86 | 0.7281 | 25.2 | 0.7970 | $\underline{26.19}$ | 0.7793 | 26.36 | 0.8387 |
| K22 | 14.15 | 0.2593 | 25.38 | 0.8249 | 24.79 | 0.5189 | 25.70 | 0.7746 | 26.71 | 0.7708 | 26.73 | 0.8410 | $\underline{26.95}$ | 0.6489 | 26.20 | 0.8181 | 26.81 | 0.7682 | 27.12 | 0.8596 |
| K23 | 14.16 | 0.3323 | 27.79 | 0.9130 | 25.51 | 0.4810 | 27.46 | 0.8655 | 29.64 | 0.8979 | 29.73 | 0.9420 | 30.40 | 0.8397 | 27.92 | 0.9032 | 29.54 | 0.8882 | 30.17 | $\underline{0.9376}$ |
| K24 | 4.16 | 0.2203 | 2.76 | 0.68 | 3.96 | 0.5689 | 3.59 | 0.6706 | 24.96 | 0.6391 | 4.98 | 0.7375 | 24.89 | 0.6606 | 23.96 | 0.7175 | $\underline{25.19}$ | 0.6552 | 25.31 | 0.7557 |
| Aver. | 14.15 | 0.2695 | 24.93 | 0.7829 | 24.63 | 0.5572 | 25.47 | 0.7597 | 26.69 | 0.7652 | 26.7 | 0.8091 | 27.10 | 0.7164 | 25.5 | 0.7916 | 26.8 | 0.763 | 27.25 | 0.842 |
| Results of Set5 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| S01 | 14.16 | 0.3574 | 24.89 | 0.8192 | 25.17 | 0.6386 | 25.00 | 0.5964 | 25.38 | 0.7134 | 25.40 | 0.7136 | 26.52 | 0.7479 | 25.66 | 0.6919 | 25.75 | 0.7305 | 26.32 | 0.8211 |
| S02 | 15.14 | 0.6241 | 21.50 | 0.8794 | 3.52 | 0.7047 | 3.08 | 0.9103 | 23.31 | 0.9162 | 23.08 | 0.7877 | 23.99 | 0.8258 | 24.24 | 0.9264 | 24.07 | 0.8166 | 24.39 | 0.8983 |
| S03 | 15 | 0.4444 | 24.25 | 0.6743 | 3.90 | 0.4839 | 3.99 | 0.4731 | 24.54 | 0.5172 | 24.54 | 0.5171 | 25.33 | 0.5204 | 24.75 | 0.5250 | 24.63 | 0.5225 | 25.34 | 0.6817 |
| S04 | . 16 | 0.2405 | 23.78 | 0.8176 | 23.92 | 0.5824 | 23.95 | 0.5948 | 23.48 | 0.6096 | 23.45 | 0.6088 | 25.19 | 0.6802 | 24.47 | 0.6297 | 23.95 | 0.6298 | $\underline{24.58}$ | 0.8329 |
| S05 | 14.15 | 0.3585 | 23.52 | 0.8091 | 24.21 | 0.6275 | 24.22 | 0.6535 | 24.48 | 0.7341 | 24.49 | 0.7353 | $\underline{25.31}$ | 0.7846 | 24.90 | 0.7176 | 25.05 | 0.7569 | 25.77 | 0.8099 |
| Aver. | 14.64 | 0.487 | . 11 | 0.7801 | 24.30 | 5831 | 24.05 | 0.6456 | 24.24 | 0.6981 | 24.19 | . 72 | $\underline{25.27}$ | 0.71 | 24.95 | 0.6411 | 24.69 | 6913 | 25.28 |  |
| Results of CSet8 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| C01 | .14 | 0.2573 | 22.95 | 0.6224 | 23.82 | 0.5907 | 23.33 | 0.6331 | 23.96 | 0.7545 | 23.97 | 0.7240 | 24.68 | 0.7552 | 24.79 | 0.7612 | 24.63 | 0.7493 | 24.77 | 0.7616 |
| C02 | 14.72 | 0.5156 | 20.81 | 0.6944 | 21.63 | 0.6153 | 20.92 | 0.7000 | 21.06 | 0.6972 | 21.06 | 0.4850 | 21.08 | 0.4783 | 21.36 | 0.7212 | $\underline{21.70}$ | 0.5614 | 21.78 | 0.7606 |
| C03 | 14.77 | 0.3935 | 22.83 | 0.7588 | 3.41 | 0.6202 | 23.80 | 0.7947 | 23.85 | 0.8073 | 23.83 | 0.6715 | 24.69 | 0.7189 | 24.22 | 0.8141 | 24.65 | 0.7114 | 24.79 | 0.7773 |
| C04 | 14.76 | 0.3250 | 22.13 | 0.6740 | 23.18 | 0.5743 | 22.83 | $\underline{0.7010}$ | 23.11 | 0.7652 | 23.08 | 0.6424 | 23.81 | 0.6810 | $\underline{23.89}$ | 0.7742 | 23.74 | 0.6775 | 23.90 | 0.7279 |
| C05 | 15.14 | 0.6241 | 21.50 | 0.8794 | 23.52 | 0.7047 | 23.08 | 0.9103 | 23.31 | 0.9162 | 23.08 | 0.7877 | 23.99 | 0.8258 | 24.24 | 0.9264 | 24.07 | 0.8166 | 24.39 | 0.8983 |
| C06 | 14.72 | 0.3840 | 25.12 | 0.8676 | 24.41 | 0.5104 | 26.51 | 0.8983 | 26.74 | 0.9140 | 26.67 | 0.7397 | $\underline{28.05}$ | 0.7797 | 27.42 | 0.9189 | 27.62 | 0.7561 | 28.24 | 0.9485 |
| C07 | 14.83 | 0.5765 | 23.79 | 0.9159 | 3.98 | 0.5730 | 24.26 | 0.9221 | 24.61 | 0.9335 | 24.67 | 0.7102 | $\underline{25.51}$ | 0.7430 | 25.33 | 0.9397 | 25.48 | 0.7417 | 25.52 | 0.9563 |
| C08 | 15.05 | 0.6227 | 23.49 | 0.9177 | 23.52 | 0.5703 | 23.98 | $\underline{0.9254}$ | 23.70 | 0.9234 | 23.82 | 0.6990 | $\underline{25.07}$ | 0.7391 | 25.04 | 0.9201 | 24.40 | 0.7187 | 25.11 | 0.9285 |
| Aver. | 14 | 0.4623 | 22. | 0.7913 | 23.43 | 0.5949 | 59 | 0.8106 | 23.79 | 0.8389 | 23.77 | 0.6824 | $\underline{24.74}$ | 0.7151 | 24.54 | $\underline{0.8495}$ | 54 | 0.7166 | 24.8 | 0.8561 |
| Average results of all three databases |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Aver. | 17.47 | 0.5287 | 23.96 | $\underline{0.7848}$ | 24.12 | 0.5784 | 24.37 | 0.7386 | 24.91 | 0.7674 | 24.89 | 0.7213 | $\underline{25.70}$ | 0.7144 | 25.02 | 0.7607 | 25.36 | 0.7236 | 25.78 | 0.8 |
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Figure 6. Color image denoising results on K11, K16, and K24. (a) Original image; (b) Noisy image corrupted by Gaussian noise with variance $\sigma=35$; The denoised image reconstructed by: (c) K-SVD [32], (d) K-QSVD ${ }^{+}$[50], (e) the proposed pQS method.

Table 6. Average runtime (in seconds without training) for color
image denoising.

| datasets $\backslash$ methods | $\ell_{1}$-ROF | SV-TV | K-SVD | K-QSVD | K-QSVD $^{+}$ | PGPD | DnCNN | pQS | pQSTV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kodak24 | 32.61 | 14.17 | 75.92 | 72.31 | 89.54 | 140.05 | 13.67 | 101.89 | 96.23 |
| Set5 | 8.07 | 8.64 | 42.49 | 20.34 | 25.41 | 35.61 | 5.19 | 25.55 | 15.59 |
| CSet8 | 3.08 | 6.77 | 19.00 | 15.63 | 21.10 | 19.03 | 2.51 | 21.22 | 13.44 |



Figure 7. Color image denoising results on K22. (a) Original image; (b) Zooming part of the original image; (c) Noisy image corrupted by Gaussian noise with variance $\sigma=25$; The denoised image reconstructed by: (d) $\ell_{1}$-ROF [5], (e) SV-TV [20], (f) CEM [27], (g) K-SVD [32], (h) K-QSVD[50], (i) K-QSVD ${ }^{+}$[50], (j) PGPD [48], (k) DnCNN [56], (m) our pQSTV.


Figure 8. Color image denoising results on C07. (a) Original image; (b) Zooming part of the original image; (c) Noisy image corrupted by Gaussian noise with variance $\sigma=35$; The denoised image reconstructed by: (d) $\ell_{1}$-ROF [5], (e) SV-TV [20], (f) CEM [27], (g) K-SVD [32], (h) K-QSVD[50], (i) K-QSVD ${ }^{+}$[50], (j) PGPD [48], (k) DnCNN [56], (m) our pQSTV.

(a) K13

(d) $\ell_{1}$-ROF (20.49)

(g) K-SVD (21.57)

(j) PGPD (22.30)

(b) ground-truth

(e) SV-TV (22.83)

(h) K-QSVD (22.90)

(k) DnCNN (22.10)

(c) noisy (15.15)

(f) CEM (20.71)

(i) K-QSVD ${ }^{+}$(22.90)

(m) pQSTV (23.15)

Figure 9. Color image denoising results on K13. (a) Original image; (b) Zooming part of the original image; (c) Noisy image corrupted by Gaussian noise with variance $\sigma=50$; The denoised image reconstructed by: (d) $\ell_{1}$-ROF [5], (e) SV-TV [20], (f) CEM [27], (g) K-SVD [32], (h) K-QSVD[50], (i) K-QSVD ${ }^{+}$[50], (j) PGPD [48], (k) DnCNN [56], (m) our pQSTV.
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Figure 10. Color image denoising results on K17. (a) Original image; (b) Zooming part of the original image; (c) Noisy image corrupted by Gaussian noise with variance $\sigma=50$; The denoised image reconstructed by: (d) $\ell_{1}$-ROF [5], (e) SV-TV [20], (f) CEM [27], (g) K-SVD [32], (h) K-QSVD[50], (i) K-QSVD ${ }^{+}$[50], (j) PGPD [48], (k) DnCNN [56], (m) our pQSTV.


Figure 11. Quantitative evaluations on datasets Kodak24, Set5, and CSet8. Our method performs competitively against the state-of-the-art methods.


Figure 12. Quantitative results of our method pQS and pQSTV with different noise levels. The total variation prior consistently helps improve the results.
images with less texture. As a result of independent process to each channel of RGB, $\ell_{1}$-ROF model also brings about the color distortion to the restored color images. Contrastly, the SV-TV method handles images in HSV (Hue, Saturation, Value) space instead of traditional RGB space. As shown in Fig. 7(e), Fig. 8(e), and Fig. 9(e) the SV-TV model eliminates color distortion in image denoising to some extent when noise level $\sigma$ is less than or equal to 25 . However, when noise levels go to 35 and 50 , the results of the SV-TV method become unsatisfactory. Compared to these methods, the proposed methods have a stable and pleasing performance in different noise levels in terms of both noise removal and texture reservation abilities. For the denoising results of CEM [27], we can see that CEM has a competitive denoising performance for images with a low noise level, but for images with a high noise level, there still has room for improvement.

We also compare the proposed models with a learning-based denoising method DnCNN [56], which trains a deep neural network by a huge number of data beforehand. Compared to this data-driven network, our model computes a specific dictionary for any given noisy image and therefore produces more reliable results. The numerical results in the table also show that our methods are better than DnCNN. For all the methods compared, we list the average running time in Table 6. Here, the training time of the network and the dictionary are not considered.

Lastly, we exhibit some examples with different noise levels in Figs. 7, 8, 9, and 10 for visual comparison. To get a better observation, we reveal the zooming parts of the denoised images in the figures. As shown in the zooming parts, some noise spots still remain in the images denoised by K-SVD and SV-TV methods. Tuning to the best overlapping patch size for K-QSVD, the K-QSVD ${ }^{+}$method removes Gaussian noise completely, however it introduces color bias and some artifacts, especially in Figs. 9 and 10. Model $\ell_{1}$-ROF also removes Gaussian noise well, but this method brings about the well-known staircasing artifacts or the oversmooth problem, as shown in Figs. 7(d), 8(d), 9(d), and 10(d). Comparing with these methods, the PGPD model overcomes the problems of color bias and different artifacts with a slight loss of details. As an improvement of PGPD, the proposed pQSTV method avoids the oversmoothness and achieves the best visual quality among all competing methods.

## 5. Conclusion

In this paper, we proposed a novel color image denoising model which combines the total variation and dictionary learning method for color image denoising. Specially, we proposed a pure quaternion strategy to describe the correlation between channels of color images very well. Secondly, we proposed a novel q-TV regularizer and combined the q-TV with the proposed pQS model. In this way, our method can eliminate artifacts and better preserve the true color of color images, simultaneously. Our model can process three color channels holistically and preserve the correlations of RGB channels. Extensive experiments have demonstrated the effectiveness of our pQSTV method in color image denoising. In the future, we plan to extend this denoising model to other color image processing tasks, like deblurring, inpainting, and super-resolution, etc.

## Appendix

## Proof of Proposition 1

Proof. It is obvious that both $\ell_{1}$ and $\ell_{2}$ norms are continuous and convex on the Banach Space, so the Eq. (28) is continuous and convex. Additionally for any sequence $\left\|\dot{X}^{k}\right\| \rightarrow+\infty, \sum_{\iota=0}^{3}\left\|\mathbf{X}_{\iota}-\mathbf{Y}_{\iota}\right\|_{2}^{2}$ will go to infinity. $\sum_{\iota=0}^{3}\left\|\nabla_{\iota} \mathbf{X}_{\iota}\right\|_{1}$, $\sum_{i j} \sum_{\iota=0}^{3}\left\|\mathbf{D}_{\iota} \mathbf{a}_{\iota_{i j}}-\mathcal{R}_{\iota_{i j}} \mathbf{X}_{\iota}\right\|_{2}^{2}$, and $\Phi_{0}(\dot{\mathbf{X}})$ are non-negative. So $J(\mathbf{X})$ will go to infinity, which means $J(\mathbf{X})$ is coercive and has a global minimizer.
Moreover, suppose that $\dot{\mathbf{u}}=\mathbf{u}_{0}+\mathbf{u}_{1} \mathbf{i}+\mathbf{u}_{2} \mathbf{j}+\mathbf{u}_{3} \mathbf{k} \in \mathbb{H}^{m \times n}$ and $\dot{\mathbf{v}}=\mathbf{v}_{0}+\mathbf{v}_{1} \mathbf{i}+$ $\mathbf{v}_{2} \mathbf{j}+\mathbf{v}_{3} \mathbf{k} \in \mathbb{H}^{m \times n}$ are both minimizers of $J(\mathbf{X})$. Since $J(\mathbf{X})$ is strictly convex, we have for any $0 \leq t \leq 1$ that

$$
\begin{equation*}
J(t \dot{\mathbf{u}}+(1-t) \dot{\mathbf{v}})=t J(\dot{\mathbf{u}})+(1-t) J(\dot{\mathbf{v}}) \tag{37}
\end{equation*}
$$

Since each term of $J(\mathbf{X})$ is convex, then (37) implies that $\dot{\mathbf{u}}=\dot{\mathbf{v}}$. Hence $J(\mathbf{X})$ has a unique minimizer.
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[^0]:    ${ }^{1}$ The K-QSVD algorithm is the extension of the K-SVD algorithm, with all algebra operations in quaternion system.
    ${ }^{2}$ The QOMP algorithm is the extension of the OMP algorithm, with all algebra operations in quaternion system.

[^1]:    $3^{3}$ http://www.r0k.us/graphics/kodak/
    ${ }^{4}$ http://people.rennes.inria.fr/Aline.Roumy/results/SR_BMVC12.html
    $5^{\text {https:///github.com/ysix7/Dataset }}$

