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AN EFFECTIVE ALGORITHM FOR COMPUTING

FRACTIONAL DERIVATIVES AND APPLICATION TO

FRACTIONAL DIFFERENTIAL EQUATIONS

MINLING ZHENG, FAWANG LIU, AND VO ANH

Abstract. In recent years, fractional differential equations have been extensively applied to

model various complex dynamic systems. The studies on highly accurate and efficient numerical
methods for fractional differential equations have become necessary. In this paper, an effective
recurrence algorithm for computing both the fractional Riemann-Liouville and Caputo derivatives
is proposed, and then spectral collocation methods based on the algorithm are investigated for

solving fractional differential equations. By the recurrence method, the numerical stability with
respect to N , the number of collocation points, can be improved remarkably in comparison with
direct algorithm. Its robustness ensures that a highly accurate spectral collocation method can

be applied widely to various fractional differential equations.

Key words. Riemann-Liouville derivative, Caputo fractional derivative, Riesz fractional deriva-
tive, spectral collocation method, fractional differentiation matrix.

1. Introduction

Fractional differential equations (FDEs) have been applied widely in many re-
cent studies in applied mathematics, theoretical physics and mechanics, biology,
and economics [22, 23, 30, 31]. The fractional derivative is a powerful tool to
describe complex systems that have long memory and long-range spatial inter-
actions. In general, however, numerical methods for fractional derivatives and
fractional differential equations suffer from heavy costs of computing due to their
nature of non-locality. Therefore, numerical study on fractional differential equa-
tions by highly accurate and efficient methods is an imperative task. The spectral
method, which is suitable for the discretization of the fractional derivative as a
global scheme, has begun to draw more and more attentions from scientific re-
searchers [1, 14, 16, 20, 34, 35, 38, 39, 40].

However, one has to overcome two main difficulties for the spectral method
dealing with FDEs: one is the computation of fractional derivatives, and the other
is the singularity of the solution of FDEs. Indeed, both difficulties are related with
the choice of basis functions the spectral method adopted. Today, it is clear that the
use of fractional Jacobi functions (also are called the generalized Jacobi functions)
as basis functions is more suitable to deal with the singularity of the solution [3,
6, 7, 10, 32, 33]. Nevertheless, the classical polynomial basis is convenient for
the computations of FDEs and also to the analysis of spectral approximation [11,
15, 29]. Moreover, using the polynomials as basis function is still highly accurate
compared with the other numerical methods, such as finite difference method and
finite element method [15]. It is worthwhile to note that some authors engaged in
high order methods for the discretization of fractional derivatives, see [17, 18] and
the recent works [8, 19] for example.

In this paper, we are concerned with developing an effective algorithm for com-
puting fractional derivatives. The classical polynomials are still adopted here due
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to the consideration that the singularity near boundary can be overcome by the
spectral element method based on polynomials, see the recent paper [21] for de-
tails. Several recurrence methods are proposed for the computation of the left- and
right- Riemann-Liouville fractional derivatives and the left- and right- Caputo frac-
tional derivatives here. Especially, we compare the stability of our method to one
of the direct methods [4, 5, 11, 26]. Then, some applications based on the spectral
collocation method are presented. Meanwhile, a comparison with the collocation
method based on fractional Jacobi functions [32, 33] is performed.

In [15], Li, Zeng and Liu developed a recurrence method to compute fractional
integrals and derivatives. Utilizing the three-term recurrence relation and the prop-
erty of Jacobi polynomials, the authors established a recurrence scheme for the com-
putation of fractional derivatives. In [37] the author presented a spectral/spectral
collocation method by using this recurrence method for solving the space fractional
diffusion equation. Anyway, the recurrence algorithm is worth further developing
for the spectral collocation method due to its high efficiency and accuracy.

We shall take a different route to compute the differentiation matrix in this
paper. The main idea comes from the fact that if f ∈ Pα,β

n (x), then it implies

∂xf ∈ Pα+1,β+1
n−1 (x), where Pα,β

n (x) designates the class of Jacobi polynomials.

Therefore, for the Chebyshev polynomials of the first kind with α = β = −1
2 , their

derivatives of the first order are the Chebyshev polynomials of the second kind with
α = β = 1

2 . Thus, some properties of the Chebyshev polynomials of the second
kind can be employed, and a simplified and effective recurrence algorithm for the
computation of fractional derivatives of the Chebyshev polynomials of the first kind
is then derived.

The paper is arranged as follows. In Section 2 we introduce the series expansion
of the Jacobi polynomials in detail starting from an eigenvalue problem, and present
the direct method for computing the fractional derivatives. The derivations of the
recurrence algorithms are presented in Section 3. In Section 4, the fractional differ-
entiation matrices are investigated, and then the approximated errors are proposed,
and several examples are presented to illustrate the stability of our method for large
polynomial degree. Some applications of our method are considered in Section 5.
Here, we mainly consider the multi-term fractional equations, time-space fractional
diffusion equations, and the Riesz fractional diffusion equations. We also consider
the non-smooth problem, and a comparison with the corrected backward formulae
is carried out in this section. Finally, some remarks and conclusions are presented
in Section 6.

2. Preliminaries

At first, we recall a fundamental result about the singular eigenvalue problem
and some useful analytical formulations of Jacobi polynomials for computation of
fractional derivatives(see also [5, 11, 15, 24]). Consider the following eigenvalue
problem

(1) (wφy′n)
′
(x) = λnw(x)yn(x).

where the weight function satisfies the Pearson equation (see [13] for details)

(wφ)′(x) = w(x)ψ(x)

and φ(x) = x2 + 2rx+ s, ψ(x) = 2px+ q, and the eigenvalue λn = n(n− 1 + 2p).

Lemma 2.1 ([12]). Let α > −1, β > −1, and r, s, p, q satisfy

2r = −a− b, s = ab, 2p = α+ β + 2, q = −a(β + 1)− b(α+ 1).
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Then, the following results hold:
i). The eigenvalue problem (1) has a sequence of solutions of polynomials yn

corresponding to λn which are orthogonal on (a, b) with respect to weight w(x) =
(x− a)α(b− x)β, and satisfy the three-term recurrence relation

y0(x) = 1, y1(x) = x− a(β + 1) + b(α+ 1)

α+ β + 2
,

yn+1(x) = − n(n+ α)(n+ β)(n+ α+ β)(b− a)2

(2n+ α+ β − 1)(2n+ α+ β)2(2n+ α+ β + 1)
yn−1(x)

+

{
x− 2n(n+ α+ β + 1)(a+ b) + [a(β + 1) + b(α+ 1)](α+ β)

(2n+ α+ β)(2n+ α+ β + 2)

}
yn(x).

ii). If (c+ a)(c+ b) = 0, then the solution yn(x) can be written into

yn(x) =

n∑
k=0

Cn,k
(x+ c)k

k!
,

where

(n− k)(n+ k + α+ β + 1)Cn,k =

− [(2k + α+ β + 2)c+ (a+ b)(k + 1) + aβ + bα]Cn,k+1

for k = 0, 1, 2, · · · , n− 1 and Cn,n = n!. �

Denote by rFs(a1, · · · , ar; b1, · · · , bs; z) the hypergeometric function defined by

rFs(a1, · · · , ar; b1, · · · , bs; z) =
∞∑
k=0

(a1)k · · · (ar)k
(b1)k · · · (bs)k

zk

k!
,

where (·)k is the Pochhammer symbol defined by

(a)0 = 1, (a)k =

k∏
i=1

(a+ i− 1) for k = 1, 2, · · · .

Let Pα,β
n (x) be the Jacobi polynomials corresponding to weight function w(x) =

(1− x)α(1 + x)β . Then, by their hypergeometric representations [2],

Pα,β
n (x) =

(α+ 1)n
n!

2F1

(
−n, n+ α+ β + 1;α+ 1;

1− x

2

)
.

Set a = −1, b = 1, and let us consider the weight w(x) = [x− (−1)]β(1−x)α, by
Lemma 2.1, we derive

yn(x) =
n∑

k=0

(−2)n(β + 1)n(−n)k(n+ α+ β + 1)k
(n+ α+ β + 1)n(β + 1)k

(
1

2

)k
(x+ 1)k

k!

=
(−2)n(β + 1)n

(n+ α+ β + 1)n
2F1

(
−n, n+ α+ β + 1;β + 1;

x+ 1

2

)
,(2)

or

yn(x) =
n∑

k=0

2n(α+ 1)n(−n)k(n+ α+ β + 1)k
(n+ α+ β + 1)n(α+ 1)k

(
−1

2

)k
(x− 1)k

k!

=
2n(α+ 1)n

(n+ α+ β + 1)n
2F1

(
−n, n+ α+ β + 1;α+ 1;−x− 1

2

)
.(3)
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In light of (3) and the hypergeometric representation of Pα,β
n (x), it follows that

yn(x) =
2nn!

(n+ α+ β + 1)n
Pα,β
n (x).

Hence,

Pα,β
n (x) =

n∑
k=0

(
n

k

)
(n+ α+ β + 1)kΓ(n+ α+ 1)

n!Γ(k + α+ 1)

(
x− 1

2

)k

(4)

or

Pα,β
n (x) = (−1)n

n∑
k=0

(
n

k

)
(n+ α+ β + 1)kΓ(n+ β + 1)

n!Γ(k + β + 1)

(
x+ 1

−2

)k

.(5)

The Chebyshev polynomials of the first kind Tn(x) and the second kind Un(x)
are defined by:

Tn(x) =
P

− 1
2 ,−

1
2

n (x)

P
− 1

2 ,−
1
2

n (1)
,

Un(x)

n+ 1
=
P

1
2 ,

1
2

n (x)

P
1
2 ,

1
2

n (1)
.(6)

Therefore, substituting into Tn(x) and Un(x) of (6) respectively with (4) or (5),
the Chebyshev expansions into power series of (x+1) or (1− x) are obtained. The
Chebyshev polynomials of the first kind, for instance, can be expanded as

Tn(x) =

n∑
k=0

(−1)n
(
n

k

)
(n)kΓ(n+ 1

2 )

( 12 )nΓ(k +
1
2 )

(
x+ 1

−2

)k

,

or

Tn(x) =
n∑

k=0

(−1)k
(
n

k

)
(n)kΓ(n+ 1

2 )

( 12 )nΓ(k +
1
2 )

(
1− x

2

)k

.

Now, we derive the direct formulae for computing the fractional derivatives. Let
us denote C

−1D
γ
x and RL

−1D
γ
x the left Caputo fractional derivatives and left Riemann-

Liouville fractional derivatives with n− 1 ≤ γ < n, respectively, that is (see [25]),

C
−1D

γ
xu(x) =

1

Γ(n− γ)

∫ x

−1

u(n)(s)ds

(x− s)−n+γ+1
,

RL
−1D

γ
xu(x) =

1

Γ(n− γ)

dn

dxn

∫ x

−1

u(s)ds

(x− s)−n+γ+1
.

Similarly, denote the right Caputo fractional derivatives and right Riemann-Liouville
fractional derivatives by C

xD
γ
1 and RL

xD
γ
1 for n− 1 ≤ γ < n, respectively, which are

defined as

C
xD

γ
1u(x) =

(−1)n

Γ(n− γ)

∫ 1

x

u(n)(s)ds

(s− x)−n+γ+1
,

RL
xD

γ
1u(x) =

(−1)n

Γ(n− γ)

dn

dxn

∫ 1

x

u(s)ds

(s− x)−n+γ+1
.

The integrals above exist almost everywhere for u ∈ ACn[−1, 1].
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Here, we mainly consider the computation of fractional derivatives of order 0 <
γ < 2. Let us keep the following relations in mind

C
−1D

α
xu(x) =

RL
−1D

α
x

[
u(x)−

n−1∑
k=0

u(k)(−1)

k!
(x+ 1)k

]
,(7)

C
xD

α
1 u(x) =

RL
xD

α
1

[
u(x)−

n−1∑
k=0

(−1)k
u(k)(1)

k!
(1− x)k

]
(8)

for any n− 1 ≤ α < n.
By (6) and combining with (4),(5), we can directly obtain the following formulae

RL
−1D

γ
xTm(x) =

m∑
j=0

(−1)m−j

(
m

j

)
(m)jΓ(j + 1)

2j( 12 )jΓ(j − γ + 1)
(x+ 1)j−γ ,(9)

RL
xD

γ
1Tm(x) =

m∑
j=0

(−1)j
(
m

j

)
(m)jΓ(j + 1)

2j( 12 )jΓ(j − γ + 1)
(1− x)j−γ ,(10)

since

RL
−1D

γ
x [(x+1)β ] =

Γ(β + 1)

Γ(β − γ + 1)
(x+1)β−γ , RL

xD
γ
1 [(1−x)β ] =

Γ(β + 1)

Γ(β − γ + 1)
(1−x)β−γ

for any β ∈ R. Note that

T (k)
m (−1) =


0, k > m,

(−1)m−k

(
m

k

)
(m)kΓ(k + 1)

2k( 12 )k
, k ≤ m.

Thus,

Tm(x)−
n−1∑
k=0

T
(k)
m (−1)

k!
(x+ 1)k =


0, 0 ≤ m ≤ n− 1,

m∑
j=n

(−1)m−j

(
m

j

)
(m)j

2j( 12 )j
(x+ 1)j , m ≥ n.

Substituting the last identity into (7) and employing (9), then we can obtain the
Caputo fractional derivatives as

C
−1D

γ
xTm(x) =

m∑
j=Id(γ)

(−1)m−j

(
m

j

)
(m)jΓ(j + 1)

2j( 12 )jΓ(j − γ + 1)
(x+ 1)j−γ(11)

for m ≥ Id(γ), where

Id(γ) =

{
1, 0 < γ < 1,

2, 1 < γ < 2,

and C
−1D

γ
xTm(x) = 0 for other m’s. Similarly,

C
xD

γ
1Tm(x) =

m∑
j=Id(γ)

(−1)j
(
m

j

)
(m)jΓ(j + 1)

2j( 12 )jΓ(j − γ + 1)
(1− x)j−γ(12)

for m ≥ Id(γ), and C
xD

γ
1Tm(x) = 0 for other m’s.

Thereafter, we designate the formulas (9)-(12) as Method-I.
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3. Recurrence formulae for fractional derivatives

In this section, we shall make use of the properties of the Chebyshev polynomials
of the second kind to gain the recurrence algorithms for computations of the left
and right Caputo and Riemann-Liouville fractional derivatives.

The Chebyshev polynomials of the second kind Un(x) may be explicitly written
as

Un(x) =
sin[(n+ 1) arccosx]√

1− x2
, n = 0, 1, 2, · · · .

Especially,

T ′
n+1(x) = (n+ 1)Un(x), T ′′

n+1(x) = (n+ 1)U ′
n(x),

and the corresponding three-term recurrence relation of the Chebyshev polynomials
of the second kind is{

U0(x) = 1, U1(x) = 2x,

Un+1(x) = 2xUn(x)− Un−1(x), n ≥ 1.

The following two properties are needed in the present paper.

Proposition 3.1 ([28]). For Tn(x) and Un(x)(n = 2, 3, · · · ) , the following relation
holds:

2Tn(x) = Un(x)− Un−2(x),(13)

and Un(−1) = (−1)nn,Un(1) = n for n = 0, , 1, 2, · · · .

Proposition 3.2 ([28]). The Chebyshev polynomials of the second kind satisfy the
following formula

2Un(x) =
U ′
n+1(x)

n+ 1
−
U ′
n−1(x)

n+ 1
.

Now, we firstly compute the left Caputo fractional derivatives of γ order with
0 < γ < 1 by two steps. Let LDγ

m(x) = C
−1D

γ
xTm(x).

Step 1. Compute the fractional integral of Um(x). We denote Bα
m(x) =

1
Γ(α)

∫ x

−1
(x− s)α−1Um(s)ds with α > 0. Then, it is easy to obtain

Bα
0 (x) =

(x+ 1)α

Γ(1 + α)
, Bα

1 (x) =
2(x+ 1)1+α

Γ(2 + α)
− 2(x+ 1)α

Γ(1 + α)
.

By using the recurrence relation, we have

Bα
n+1(x) =

1

Γ(α)

∫ x

−1

(x− s)α−1Un+1(s)ds

=
1

Γ(α)

∫ x

−1

(x− s)α−1[2sUn(s)− Un−1(s)]ds

= 2xBα
n (x)−Bα

n−1(x)−
2

Γ(α)

∫ x

−1

(x− s)αUn(s)ds.

By Proposition 3.2,

Bα
n+1(x) =2xBα

n (x)−Bα
n−1(x)

− 1

(n+ 1)Γ(α)

∫ x

−1

(x− s)α
[
U ′
n+1(x)− U ′

n−1(s)
]
ds

=2xBα
n (x)−Bα

n−1(x)−
αBα

n+1(x)

n+ 1
+
αBα

n−1(x)

(n+ 1)
− (−1)n · 2(x+ 1)α

(n+ 1)Γ(α)
.
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By rearrangement, we have

Bα
n+1(x) =

2x(n+ 1)

n+ 1− α
Bα

n (x)−
n+ 1− α

n+ 1 + α
Bα

n−1(x)−
(−1)n · 2(x+ 1)α

(n+ 1 + α)Γ(α)
.

Therefore, we can obtain the recurrence relation to compute Bα
n (x)



Bα
0 (x) =

(x+ 1)α

Γ(1 + α)
,

Bα
1 (x) =

2(x+ 1)1+α

Γ(2 + α)
− 2(x+ 1)α

Γ(1 + α)
,

Bα
n+1(x) =

2(n+ 1)x

n+ 1 + α
Bα

n (x)−
(n+ 1− α)

n+ 1 + α
Bα

n−1(x)−
2(−1)n(x+ 1)α

(n+ 1 + α)Γ(α)
, n ≥ 1.

(14)

Step 2. Compute the left Caputo fractional derivatives LDγ
m(x). Clearly,

LDγ
0 (x) =

C
−1D

γ
xT0(x) = 0, LDγ

1 (x) =
C

−1D
γ
xT1(x) =

(x+ 1)1−γ

Γ(2− γ)
.

By the second identity of (13), we derive for any m ≥ 1 that

LDγ
m+1(x) =

1

Γ(1− γ)

∫ x

−1

(x− s)−γT ′
m+1(s)ds

=
m+ 1

Γ(1− γ)

∫ x

−1

(x− s)−γUm(s)ds = (m+ 1)B1−γ
m (x).(15)

Therefore, the computation scheme of LDγ
m(x) = C

−1D
γ
xTm(x)(0 < γ < 1) is as

follows {
LDγ

0 (x) = 0,

LDγ
m+1(x) = (m+ 1)B1−γ

m (x), for m ≥ 0,
(16)

where B1−γ
m (x) is defined as (14). �

Secondly, we calculate the left Caputo fractional derivatives of 1 + γ order with
0 < γ < 1 by two steps. Let LD1+γ

m (x) = C
−1D

1+γ
x Tm(x).

Step 1. Compute the fractional integral of U ′
m(x). Note that T ′′

n (x) = nU ′
n−1(x),

then it is sufficient to compute the fractional integral of U ′
n(x). Denote by B̂α

m(x) =
1

Γ(α)

∫ x

−1
(x− s)α−1U ′

m(s)ds. We have

(17) B̂α
0 (x) = 0, B̂α

1 (x) =
2(x+ 1)α

Γ(1 + α)
.

Since U ′
m+1(x) = 2(m+1)Um(x)+U ′

m−1(x) by Proposition 3.2, thus for any α > 0
and m ≥ 1,

B̂α
m+1(x) =

1

Γ(α)

∫ x

−1

(x− s)α−1U ′
m+1(s)ds

=
1

Γ(α)

∫ x

−1

(x− s)α−1[2(m+ 1)Um(s) + U ′
m−1(s)]ds

= 2(m+ 1)Bα
m(x) + B̂α

m−1(x).(18)

Step 2. Compute the left Caputo fractional derivatives LD1+γ
m (x). For m =

0, 1,

LD1+γ
m (x) =

1

Γ(1− γ)

∫ x

−1

(x− s)−γT ′′
m(s)ds = 0.
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For any m ≥ 2, one can get

LD1+γ
m (x) =

1

Γ(1− γ)

∫ x

−1

(x− s)−γT ′′
m(s)ds

=
m

Γ(1− γ)

∫ x

−1

(x− s)−γU ′
m−1(s)ds = mB̂1−γ

m−1(x).(19)

Therefore, we obtain the computation scheme of LD1+γ
m (x) = C

−1D
1+γ
x Tm(x) as

follows {
LD1+γ

0 (x) = LD1+γ
1 (x) = 0,

LD1+γ
m (x) = mB̂1−γ

m−1(x), m ≥ 2,
(20)

where B̂1−γ
m (x) is defined in (17)-(18). �

Finally, we consider the computation of right fractional derivatives of order γ
and 1 + γ with 0 < γ < 1. Similar to the process above, let

Cα
n (x) =

1

Γ(α)

∫ 1

x

(s− x)α−1Un(s)ds

for α > 0. Then, by some computations we have



Cα
0 (x) =

(1− x)α

Γ(1 + α)
,

Cα
1 (x) = −2(1− x)1+α

Γ(2 + α)
+

2(1− x)α

Γ(1 + α)
,

Cα
n+1(x) =

2(n+ 1)x

n+ 1 + α
Cα

n (x)−
n+ 1− α

n+ 1 + α
Cα

n−1(x) +
2(1− x)α

(n+ 1 + α)Γ(α)
, n ≥ 1.

(21)

Denote Ĉα
n (x) =

1
Γ(α)

∫ 1

x
(s− x)α−1U ′

n(s)ds. Then it can be obtained that Ĉα
0 (x) = 0, Ĉα

1 (x) =
2(1− x)α

Γ(1 + α)
,

Ĉα
n+1(x) = 2(n+ 1)Cα

n (x) + Ĉα
n−1(x), n ≥ 1.

(22)

Denote RDγ
m(x) = C

xD
γ
1Tm(x), RD1+γ

m (x) = C
xD

1+γ
1 Tm(x) for 0 < γ < 1. Then,

similar to (15) and (20) we can derive{
RDγ

0 (x) = 0,

RDγ
m(x) = −mC1−γ

m−1(x), m ≥ 1,
(23)

and {
RD1+γ

0 (x) = RD1+γ
1 (x) = 0,

RD1+γ
m (x) = mĈ1−γ

m−1(x), m ≥ 2.
(24)

Hereafter, we designate this recurrence algorithm as Method-II.

4. Fractional differentiation matrices and consistency analysis

4.1. Left and right fractional differentiation matrices. Denote by {x̂j}Nj=0

the collocation points on [−1, 1]. Let lj(x) be the Lagrange interpolation functions



466 M. ZHENG, F. LIU, AND V. ANH

based on x̂j for j = 0, 1, 2, · · · , N ,

lj(x) =
N∏

k=0
k ̸=j

x− x̂k
x̂j − x̂k

.

Here, we make use of the Gauss-Chebyshev-Lobatto points as the collocation points.
Let

DL
γ = (DL

ij)M×(N+1), D
L
ij =

RL
−1D

γ
xlj(xi),(25)

DR
γ = (DR

ij)M×(N+1), D
R
ij =

RL
xD

γ
1 lj(xi).(26)

where x1, x2, · · · , xM are grid points. The matrices DL
γ , D

R
γ are called the left and

right fractional differentiation matrices. In the following, we shall establish these
matrices. To the end, we first expand lj(x) by using the Chebyshev polynomials

lj(x) =
N∑

k=0

bjkTk(x),

where

bjk =


1

π
(lj(x), Tk(x))w−1/2,−1/2 , k = 0,

2

π
(lj(x), Tk(x))w−1/2,−1/2 , k = 1, 2, · · · .

Therefore, the kth column of the differentiation matrix is derived by

DL
·k = RL

−1D
γ
xlk(·) =

N∑
j=0

bkj · RL
−1D

γ
xTj(·)

or

DR
·k = RL

xD
γ
1 lk(·) =

N∑
j=0

bkj · RL
xD

γ
1Tj(·)

for k = 0, 1, · · · , N .
Consider a uniform grid {x1, x2, · · · , xM} and a set of data {u0, u1, · · · , uN}

obtained from a certain suitably regular function u(x) at the collocation points,
then the discrete left fractional derivatives RL

−1D
γ
xu(xj) are obtained by

RL
−1D

γ
xu(x1)

RL
−1D

γ
xu(x2)

. . .

RL
−1D

γ
xu(xM )

 = DL
γ · U =


DL

10 DL
11 · · · DL

1N

DL
20 DL

21 · · · DL
2N

· · · · · · · · · · · ·
DL

M0 DL
M1 · · · DL

MN



u0

u1

. . .

uN

 .

Analogically, the discrete right fractional derivatives can be obtained by right frac-
tional differentiation matrix, that is, by DR

γ · U .
By using Method-I and Method-II, two types of schemes to compute the differ-

entiation matrices can be obtained. However, Method-I may cause instability with
N increasing. In what follows, we shall compare the performance of recurrence
algorithm to that of direct method.

Example 1. Consider the computation of left fractional derivatives of polynomial
function u(x) = (1− x2)2.
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The maximum errors of the left Riemann-Liouville fractional derivatives of func-
tion u(x) are obtained by using different schemes, Method-I and Method-II, respec-
tively. The results are shown in Figure 1, where two orders of fractional derivative
0 < γ < 1 are considered. From the plots we see that the maximum errors by
Method-I are increasing when the polynomial degree N > 20, and the approxi-
mation getd worse as N > 30 and faild to converge even, whereas the results by
Method-II are very satisfactory.
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Figure 1. The left Riemann-Liouville fractional derivatives of
(1 − x2)2. Left column: the maximum errors by Method-I. Right
column: the maximum errors by Method-II.

Example 2. Consider the left Riemann-Liouville fractional derivatives of a finite
regular function u(x) = (x+ 1)

9
2 .

Here, we consider the order γ = 0.9. The results are shown in Figure 2 which
are plotted in log-log scale. Figure 2 illustrates Method-I is stable for N ≤ 20, and
both methods have the same accuracy, whereas in case of N > 20 only Method-II
is still effective. It can also be seen that only the accuracy of 1E-08 is attained
by Method-I. Figure 2 shows also that an algebraic convergence is obtained for the
finite regular problem by Method-II.

Example 3. Consider the left Riemann-Liouville fractional derivatives of func-
tion u(x) = ex for order 0 < γ < 1.

In this example we compute the left fractional derivatives of a smooth and infin-
itely differentiable function as order γ ∈ (0, 1). The results are shown in Figure 3
which are plotted in log scale. It can be seen that both methods are exponentially
convergent from Figure 3, which converge to the computer precision fast. However,
Method-I is unstable when N > 23.
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Figure 2. The left Riemann-Liouville fractional derivatives of
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9
2 with order γ = 0.9. Left: the maximum errors by Method-

I. Right: the maximum errors by Method-II.
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Figure 3. The left Riemann-Liouville fractional derivatives of ex

with order γ = 0.5. Left: the maximum errors by Method-I. Right:
the maximum errors by Method-II.

Example 4. Consider the right Riemann-Liouville fractional derivatives of func-
tion u(x) = ex for order 1 < γ < 2.

In this example we compute the right fractional derivatives of a smooth and
infinitely differentiable function as order γ = 1.9, 1.1. The results are shown in
Figure 4 which are plotted in log scale. It can be also seen that both methods are
exponentially convergent from Figure 4, which converge to the computer precision
1E-14 fast. However, Method-I is unstable when N > 20.

4.2. Consistency error analysis. Set Λ = (−1, 1), and wα,β(x) = (1− x)α(1 +
x)β . Denote by (·, ·) and (·, ·)wα,β the inner products of the Hilbert spaces L2(Λ)
and L2

wα,β (Λ), by ∥ · ∥ the L2− norm and ∥ · ∥wα,β the weighted L2−norm. Let
Hm

wα,β ,∗(Λ) be the non-uniformly Jacobi-weighted Sobolev space [9]:

Hm
wα,β ,∗(Λ) = {v|v is measurable and ∥v∥m,wα,β ,∗ <∞}, m ∈ N,

equipped with the following norm and semi-norm,

∥v∥m,wα,β ,∗ =

(
m∑

k=0

∥∂kxv∥2wα+k,β+k

)1/2

, |v|m,wα,β ,∗ = ∥∂mx v∥wα+m,β+m .

Denote by INu the Lagrange interpolation of u. Note that RL
−1D

γ
xINu = DL

γ ·
U , and RL

xD
γ
1 INu = DR

γ · U . Then, we have the following error estimation for
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Figure 4. The right Riemann-Liouville fractional derivatives of
ex with order γ. Left: the maximum errors by Method-I. Right:
the maximum errors by Method-II.

interpolation, which is also used to illustrate high order accuracy of the spectral
collocation method.

Theorem 4.1. Let u ∈ Hm
w−1/2,−1/2,∗(Λ) with m > γ. Then, we have

∥RL
−1D

γ
x(u− INu)∥w−1/2,−1/2+2γ ≤ CNγ−m∥∂mx u∥w−1/2+m,−1/2+m ,(27)

∥RL
xD

γ
1 (u− INu)∥w−1/2+2γ,−1/2 ≤ CNγ−m∥∂mx u∥w−1/2+m,−1/2+m ,(28)

where C is a constant independent of N and u.

Proof The proof of this theorem is provided in Appendix. �

5. Applications to fractional differential equations

In this section, we shall solve some linear and nonlinear fractional differen-
tial equations by spectral collocation method based on the recurrence algorithm,
Method-II, to demonstrate the performance of our new method. Hereafter, we take
the Gauss-Chebyshev-Lobatto nodes as the collocation points.

5.1. General fractional derivatives. At first, we consider the computations of
the general fractional derivatives RL

aD
γ
xu(x),

RL
xD

γ
b u(x),

RL
aD

1+γ
x u(x), and RL

xD
1+γ
b u(x)

for γ ∈ (0, 1) and x ∈ [a, b].
Let x = a+b

2 + b−a
2 ξ (−1 ≤ ξ ≤ 1), and denote û(ξ) = u(a+b

2 + b−a
2 ξ). Notice

that

u′(x) =
2

b− a
û′(ξ), u′′(x) =

(
2

b− a

)2

û′′(ξ).
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Thus, for general left fractional derivatives one has

C
aD

γ
xu(x) =

1

Γ(1− γ)

∫ x

a

(x− s)−γ ∂u

∂s
(s)ds =

(
b− a

2

)−γ
C

−1D
γ
ξ û(ξ),(29)

and,

C
aD

1+γ
x u(x) =

1

Γ(1− γ)

∫ x

a

(x− s)−γ ∂
2u

∂s2
(s)ds =

(
b− a

2

)−1−γ
C

−1D
1+γ
ξ û(ξ).(30)

For general right fractional derivatives,

C
xD

γ
b u(x) =

−1

Γ(1− γ)

∫ b

x

(s− x)−γ ∂u

∂s
(s)ds =

(
b− a

2

)−γ
C
ξD

γ
1 û(ξ),(31)

C
xD

1+γ
b u(x) =

1

Γ(1− γ)

∫ b

x

(s− x)−γ ∂
2u

∂s2
(s)ds =

(
b− a

2

)−1−γ
C
ξD

1+γ
1 û(ξ).(32)

Hence, the Riemann-Liouville fractional derivatives are obtained as

RL
aD

γ
xu(x) =

C
aD

γ
xu(x) +

u(a)

Γ(1− γ)
(x− a)−γ

=

(
b− a

2

)−γ [
C

−1D
γ
ξ û(ξ) +

û(−1)

Γ(1− γ)
(ξ + 1)−γ

]
,(33)

and

RL
aD

1+γ
x u(x) = C

aD
1+γ
x u(x) +

u′(a)

Γ(1− γ)
(x− a)−γ +

u(a)

Γ(−γ)
(x− a)−1−γ

=

(
b− a

2

)−1−γ [
C

−1D
1+γ
ξ û(ξ) +

û(−1)

Γ(1− γ)
(ξ + 1)−γ +

û(−1)

Γ(−γ)
(ξ + 1)−1−γ

]
.(34)

Similarly,

RL
xD

γ
b u(x) =

(
b− a

2

)−γ [
C
ξD

γ
1 û(ξ) +

û(1)

Γ(1− γ)
(1− ξ)−γ

]
,(35)

RL
xD

1+γ
b u(x) =

(
b− a

2

)−1−γ [
C
ξD

1+γ
1 û(ξ)− û(1)

Γ(1− γ)
(1− ξ)−γ

+
û(1)

Γ(−γ)
(1− ξ)−1−γ

]
.(36)

5.2. Multi-term fractional differential equations. The spectral collocation
method can be applied to solve various multi-term fractional differential equations
effectively. Here, we only consider a two-term steady-state linear fractional equation{

d1
RL
−1D

r1
x u(x) + d2

RL
−1D

1+r2
x u(x) = f(x), x ∈ (−1, 1)

u(−1) = 0, u(1) = ur = 26+9/17,
(37)

where 0 < r1, r2 < 1 , d1, d2 are constants and

f(x) =
Γ( 12817 )

Γ( 12817 − r1)
(1 + x)

111
17 −r1 −

(
111

17
− r2

)
Γ(12817 )

Γ( 12817 − r2)
(1 + x)

94
17−r2 .

We take d1 = 1, d2 = −1. This problem (37) comes from [33] whose exact
solution is u(x) = (1 + x)6+9/17. Here, the exact solution has finite regularity
like H7(Λ). Let PN (Λ) be the set of polynomials of degree at most N . Let xj(j =



EFFECTIVE ALGORITHM FOR COMPUTING FRACTIONAL DERIVATIVES 471

0, 1, 2, · · · , N) be the collocation points. The spectral collocation method for solving
(37) is to find solution uN (x) ∈ PN (Λ) such that

RL
−1D

r1
x uN (x)|xj − RL

−1D
1+r2
x uN (x)|xj = f(xj), j = 1, 2, · · · , N − 1.(38)

Let uN (x) =
∑N

j=0 uN (xj)lj(x), where lj(x) are the Lagrange interpolation func-

tions based on nodes xj(j = 0, 1, · · · , N). Substituting uN (x) into (38), a system
of equations is obtained:

(DL
r1 −DL

1+r2)U = F,(39)

where U = (U0, U1, · · · , UN )T with Uk ≈ uN (xk), F = (f(x1), f(x2), · · · , f(xN−1))
T .

Considering the boundary conditions, it gives that U0 = uN (x0) = 0, UN =
uN (xN ) = ur. Adding these two equations to (39) a closed linear system is de-
rived.
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Figure 5. Multi-term fractional differential equation: the maxi-
mum errors of (37) in log-scale, versus N .
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Figure 6. Multi-term fractional differential equation (37): the
comparison of corresponding condition numbers corresponding to
GJF-Method and Method-II, in log-scale versus N , for r1 = 1/3,
r2 = 2/3 (Left), and r1 = r2 = 0.1 (Right).

Here, we consider four cases: r1 = r2 = 0.9, r1 = r2 = 0.1, r1 = 1/3, r2 = 2/3,
r1 = 0.1, r2 = 0.9. The maximum errors in log-scale versus N are plotted in
Figure 5. It can be seen that the same convergence (algebraic convergence) is
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obtained for these four cases. In order to compare our method with that from [33], in
Figure 6 we plot the corresponding condition number of the linear system resulting
from fractional differentiation matrix in log-scale versus N . It indicates that our
method (Method-II) works better than that from [33] (GJF-Method).

Figure 6 also tells us that the condition number of the linear system for solving
(37) is dominated by the diffusion index r2. The larger the index r2 is, the larger
the condition number becomes.

5.3. Time-dependent FPDEs. We examine time-dependent FPDEs where the
temporal derivative is fractional derivative (Caputo- or Riemann-Liouville-type)
and the spatial derivative is left or right Riemann-Liouville fractional derivative.

5.3.1. Time- and space-fractional advection-diffusion equations. We
consider the following problem from [33]

{
RL
0D

τ
t u(x, t) + cRL

−1D
r1
x u(x, t)−KRL

−1D
1+r2
x u(x, t) = f(x, t), x ∈ (−1, 1), t ∈ (0, T ],

u(x, 0) = 0, u(−1, t) = 0, u(1, t) = ur(t),

(40)

where τ, r1, r2 ∈ (0, 1), and c,K are constants.
Let t′ = 2

T t− 1, û(x, t′) = u (x, (1 + t′)T/2). By (33) and the initial condition of
(40), the problem above is reformulated as

(T/2)
−τ RL

−1D
τ
t′ û(x, t

′) + cRL
−1D

r1
x û(x, t

′)−KRL
−1D

1+r2
x û(x, t′) = f̂(x, t′)(41)

for x ∈ (−1, 1), t′ ∈ (−1, 1), and prescribed with initial-boundary conditions

û(x,−1) = 0, û(−1, t′) = 0, u(1, t′) = ûr(t
′)

where f̂(x, t′) = f(x, T2 + T
2 t

′), ûr(t
′) = ur(

T
2 + T

2 t
′).

Set
WL = Span{lti(t′)lxj (x), i = 0, 1, · · · ,M, j = 0, 1, · · · , N},

where lti(t
′) is the Lagrange polynomials of degree M and lxj (x) the Lagrange poly-

nomials of degree N based on the Gauss-Chebyshev-Lobatto nodes on [-1,1]. We
find uL(x, t

′) ∈ WL such that uL satisfies the initial-boundary problem (41). Let

uL(x, t
′) =

∑M
i=0

∑N
j=0 uij l

t
i(t

′)lxj (x). The zero initial and boundary conditions
yield that u0j and ui0 are zero for i = 0, 1, 2, · · · ,M and j = 0, 1, 2, · · · , N . Then,
making use of the other nodes the following linear system of equations is derived

(42)
[
(T/2)

−τ
EN−1 ⊗DL

τ

]
U +

[
(cDL

r1 −KDL
1+r2)⊗ EM

]
U = F,

where EN−1 and EM are identity matrices of order N − 1 and M respectively, and
⊗ stands for Kronecker product.

U = [u11, u21, · · · , uM1, u12, u22, · · · , uM2, · · · , u1,N , u2,N , · · · , uM,N ]T ,

F = [f11, f21, · · · , fM1, f12, f22, · · · , fM2, · · · , f1,N−1, f2,N−1, · · · , fM,N−1]
T

with fij = f̂(xj , t
′
i). The boundary conditions uL(xN , t

′) = ûr(t
′) are considered

to complement the system of equations (42) as a close system. Noting that the
coefficient matrix of (42) is a band matrix, many classical approaches for solving
linear algebra systems can be used to obtain these unknowns uij .

In light of [33], for the exact solution u(x, t) = t6+
2
3

[
(1 + x)6+

9
17 − 2(1 + x)5+

9
17

]
we study the temporal accuracy of our method. Here, we consider the fractional
advection-diffusion equations with T = 1, whose orders are r1 = 0.1, r2 = 0.9 and
r1 = 1/3, r2 = 2/3 respectively. For both cases, the time fractional derivatives of
order τ = 0.1 and τ = 0.9 are investigated. Numerical results at t = 1 are shown
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in Figure 7, where the left panel corresponds to the orders r1 = 0.1, r2 = 0.9,
and the right panel to r1 = 1/3, r2 = 2/3. Clearly, they show that our method is
exponentially convergent for the time discretization. Additionally, our method is
also efficient for large degree M or N .
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Figure 7. The maximum errors of (40) in log-scale, versus M
with N = 50. Left: r1 = 0.1, r2 = 0.9; Right: r1 = 1/3, r2 = 2/3.

5.3.2. Time-space Riesz fractional diffusion equations. Especially, our
method can be applied to solve the Riesz fractional PDEs.

Consider the following equation

(43)


C
0D

α
t u(x, t) =

∂2β

∂|x|2β
u(x, t) + f(x, t), (x, t) ∈ (−1, 1]× (0, 1],

u(x, 0) = 0, x ∈ (−1, 1),

u(−1, t) = u(1, t) = 0, t ∈ (0, 1],

where 0 < α < 1 and ∂2β

∂|x|2β u(x, t)(1/2 < β < 1) is the Riesz fractional derivative

defined by

∂γ

∂|x|γ
f(x) = −cγ(RL

−1D
γ
x + RL

xD
γ
1 )f(x), and cγ =

1

2 cos πγ
2

.

Similar to the above strategy, let t̃ = 2t− 1, and (43) is converted into

(1/2)−α C
−1D

α
t̃ û(x, t̃) = −cγ(RL

−1D
γ
x + RL

xD
γ
1 )û(x, t̃) + f̂(x, t̃),(44)

where û(x, t̃) = u(x, 12 + 1
2 t̃), f̂(x, t̃) = f(x, 12 + 1

2 t̃).
For the Riesz fractional diffusion equation (43), we consider the exact solution

u(x, t) = t3+α(x + 1)2(1 − x)2. The temporal and spatial accuracies are shown in
Figure 8 for t = 1, where the left column corresponds to β = 0.55, and the right
column to β = 0.95. The top row shows the temporal accuracies versusM , and the
bottom row shows the spatial accuracies versus N .

5.4. Nonlinear fractional differential equations. Now, we consider a nonlin-
ear fractional differential equation below by using our method

C
0D

α
t y(t) =

40320

Γ(9− α)
t8−α − 3

Γ(5 + α/2)

Γ(5− α/2)
t4−α/2 +

9

4
Γ(α+ 1)

+

(
3

2
tα/2 − t4

)3

− [y(t)]
3
2 , 0 < t ≤ 1,(45)
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Figure 8. The maximum errors of (43) in log-scale. Top row:
temporal accuracies; Bottom row: spatial accuracies. Left column:
β = 0.55; Right column: β = 0.95.

with initial values y(0) = y′(0) = 0. Here, the order of fractional derivative 1 <
α < 2. This equation (45) is from [26] and its exact solution is

y(t) = t8 − 3t4+α/2 +
9

4
tα.

In order to use our method, the domain [0, 1] is firstly transferred into [−1, 1].
Let t̃ = 2t− 1. Then, the equation (45) is rewritten into

(1/2)−α C
−1D

α
t̃ ŷ(t̃) =

40320

Γ(9− α)

(
t̃+ 1

2

)8−α

− 3
Γ(5 + α/2)

Γ(5− α/2)

(
t̃+ 1

2

)4−α/2

+
9

4
Γ(α+ 1) +

[
3

2

(
t̃+ 1

2

)α/2

−
(
t̃+ 1

2

)4
]3

− [ŷ(t̃)]
3
2(46)

in which t̃ ∈ (−1, 1).
Assume that t̃j(j = 0, 1, · · · ,M) are the collocation points on [−1, 1], and that

yN (t̃) is the spectral collocation solution of (46) such that

yN (t̃) =
M∑
i=0

y(t̃i)li(t̃),

where li(t̃)|Mi=0 are the Lagrange interpolation polynomials based on t̃j(j = 0, 1, · · · ,
M). Let DC

1+r be the fractional differentiation matrix with the entries dij =
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C
−1D

1+r
t̃

lj(t̃i) for r = α− 1. By the initial conditions,

yN (−1) =
M∑
i=0

y(t̃i)li(−1) = 0, and y′N (−1) =
M∑
i=0

y(t̃i)l
′
i(−1) = 0,

then the other M − 1 equations are derived from (46) for yN (t̃) by taking M − 1
collocation points t̃1, t̃2, · · · , t̃M−1. Hence, a closed nonlinear system of equations
is obtained which is solved by the Newton iteration method. In addition, noting
that

l′i(t̃) = li(t̃)
M∑
k=0
k ̸=i

(t̃− t̃k)
−1.

The numerical results are shown in Table 1. In order to see the algebraic conver-
gence, we plot the maximum errors in Figure 9 in log-log scale. It shows that the
spectral collocation method is algebraically convergent.

Table 1. The L∞−errors for solving the equation (45) by spectral
collocation method.

M α = 1.1 α = 1.9
8 2.4734e-02 6.2521e-03
16 5.4184e-03 1.5486e-03
32 1.2447e-03 3.8633e-04
64 3.2404e-04 9.6533e-05
128 7.1096e-05 2.3827e-05
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Figure 9. The maximum errors of (45) in log-log scale.

5.5. Non-smooth problems. To end this section, we consider a subdiffusion
problem with non-smooth data by the spectral collocation method and the corrected
backward differentiation formulas (BDFs) proposed in the recent paper [19]. Here,
we shall compare the convergence rates and the run-time of these two methods. All
the computations are carried out on a personal lapton with 64bit operation system.
The problem is expressed by

C
0D

α
t u(t, x)−△u(t, x) = f(t, x), t > 0, 0 < x < 1(47)
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with the initial conditions u(0, x) = 0, and a homogeneous Dirichlet boundary
condition, in which 0 < α < 1, and △ designates the Laplacian operator. Here, the
source f(t, x) = 2tα + Γ(1 + α)x(1− x) is not regular enough in time.

In this example, because the Laplacian is a regular operator and the data in space

are all smooth, the approximated solution of the form
∑M

i=0

∑N
j=0 uij li(t)lj(x) can

attain the desired accuracy by the lower number N . Here, we choose N = 30 which
is enough to obtain higher accuracy in space compared with the time direction.
The errors in L2−norm and CPU time for the cases γ = 0.25, 0.5, 0.75 are listed in
Table 2.

Table 2. The L2−errors and CPU time (sec) for solving the equa-
tion (47) versus M with N = 30 by spectral collocation method.

α = 0.25 α = 0.5 α = 0.75
M

∥u− uN∥L2 time ∥u− uN∥L2 time ∥u− uN∥L2 time
10 5.4532e-05 0.15 2.3786e-05 0.11 5.0307e-06 0.10
20 1.0029e-05 0.12 5.9305-07 0.11 1.2557e-06 0.11
40 1.6007e-06 0.23 5.0310e-07 0.22 3.0839e-07 0.30
80 2.0755e-07 0.64 1.3485e-07 0.64 7.7287e-08 0.64
160 1.6803e-08 3.42 3.3563e-08 3.57 1.9355e-08 3.51

In order to show the efficiency and high convergence rate of the space-time
spectral collocation method, we list the errors in L2−norm and CPU time for the
same fractional derivative orders γ in Table 3, by using the corrected BDF2 [19] in
temporal discretization and spectral collocation in spatial discretization with the
same collocation points as the above space-time spectral collocation method. From
Table 2 and Table 3, it can be seen that the space-time spectral collocation method
based on the recurrence formulas is still an efficient and highly accurate method
even for nonsingular fractional PDEs.

Table 3. The L2−errors and CPU time (sec) for solving the equa-
tion (47) versus M with N = 30 by spectral collocation method in
spatial discretization and corrected BDF2 in temporal discretiza-
tion with time-step τ = 1/M .

α = 0.25 α = 0.5 α = 0.75
M

∥u− uN∥L2 time ∥u− uN∥L2 time ∥u− uN∥L2 time
50 3.5277e-05 0.05 1.3238e-05 0.06 2.7487e-06 0.05
100 1.4844e-05 0.05 4.7061e-06 0.05 8.2912e-07 0.07
200 6.2451e-06 0.08 1.6705e-06 0.07 2.4941e-07 0.09
400 2.6269e-06 0.18 5.9237e-07 0.16 7.4877e-08 0.17
800 1.1048e-06 0.44 2.0989e-07 0.41 2.2443e-08 0.47
1600 4.6460e-07 1.56 7.4322e-08 1.52 6.7180e-09 1.42

6. Conclusion

For fractional differential equations, high-order methods are more complicated
than the classical counterparts due to the long-range effect of the fractional deriva-
tives, so that the computational complexity of the fractional derivatives are larger
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compared with the cases of the integer order. In order to derive a high order
scheme, the discretization of the fractional derivative term becomes the largest
handicap to be overcome. In this paper, a new algorithm used for computing the
fractional derivatives of various types is proposed. The computing schemes for
fractional derivatives are derived by recurrence formulas based on the Chebyshev
polynomials of the second kind. Base on this algorithm, the spectral collocation
method is investigated. Our method is efficient for solving various fractional equa-
tions, such as the multi-term fractional equations, the time and/or space fractional
diffusion equations, the time-space Riesz fractional diffusion equations, nonlinear
fractional differential equations and non-smooth problems. Our method may em-
ploy high-degree polynomials to deal with some problems of lower regularity and
attain high accuracy. It is worthwhile noting that our method is quite convenient
for the analysis of error estimate compared to those using the generalized Jacobi
functions.
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Appendix.
Here, we present the proof of Theorem 4.1. This proof follows the line of one of

Theorem 3.4 in [36].
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Proof of Theorem 4.1. Let P a,b
j (x) be Jacobi polynomials with weighted func-

tion wa,b(x) = (1− x)a(1 + x)b. Then, one has (see [27] for details),

(A.1)

∫ 1

−1

P a,b
m (x)P a,b

n (x)wa,bdx = δmnβ
a,b
n ,

where δmn is the Kronecker delta symbol and

βa,b
n =

2a+b+1Γ(n+ a+ 1)Γ(n+ b+ 1)

(2n+ a+ b+ 1)n!Γ(n+ a+ b+ 1)
.

Note that the differential property of the Jacobi polynomials

(A.2)
dm

dxm
P a,b
n (x) = da,bn,mP

a+m,b+m
n−m (x), da,bn,m =

Γ(n+m+ a+ b+ 1)

2mΓ(n+ a+ b+ 1)
, n ≥ m.

Denote by ha,bn,m = (da,bn,m)2βa,b
n−m.

By (9) and (10), we have

∥RL
−1D

γ
xTn(x)∥2w−1/2,2γ−1/2 ≤ Cn2γβ−1/2,−1/2

n ,(A.3)

∥RL
xD

γ
1Tn(x)∥2w2γ−1/2,−1/2 ≤ Cn2γβ−1/2,−1/2

n ,(A.4)

since Γ(k+1)
Γ(k−γ+1) = O(kγ). Further, it follows that

∥RL
−1D

γ
xϕ∥wa,2γ+b ≤ CNγ∥ϕ∥wa,b ,(A.5)

∥RL
xD

γ
1ϕ∥w2γ+a,b ≤ CNγ∥ϕ∥wa,b ,(A.6)

for any ϕ ∈ PN .
Let u ∈ Hm

w−1/2,−1/2,∗(Λ), define the orthogonal projection ΠN : L2 → PN such

that

(ΠNu− u,w) = 0, ∀w ∈ PN .

Then, ΠNu =
∑N

k=0 ûnTn(x), where ûn = 1

β
−1/2,−1/2
n

(u, Tn)w−1/2,−1/2 . By combin-

ing (A.3) with (A.1) and (A.2), we have

∥RL
−1D

γ
x(ΠNu− u)∥2w−1/2,2γ−1/2 ≤ C

∞∑
n=N+1

n2γ |ûn|2β−1/2,−1/2
n

= C

∞∑
n=N+1

|ûn|2h
− 1

2 ,−
1
2

n,m n2γ
β
−1/2,−1/2
n h

− 1
2 ,−

1
2

n,0

h
− 1

2 ,−
1
2

n,m

≤ CN2γ−2m∥∂mx u∥2wm−1/2,m−1/2 ,(A.7)

where the fact

h
− 1

2 ,−
1
2

n,0

h
− 1

2 ,−
1
2

n,m

=
Γ(n)Γ(n−m+ 1)

Γ(n+m)Γ(n+ 1)
= O(n−2m)

is used. Hence, by (A.5) and (A.7), it yields that

∥RL
−1D

γ
x(INu− u)∥w−1/2,2γ−1/2

≤ ∥RL
−1D

γ
x(ΠNu− u)∥w−1/2,2γ−1/2 + ∥RL

−1D
γ
xIN (u−ΠNu)∥w−1/2,2γ−1/2

≤ CNr−m∥∂mx u∥wm−1/2,m−1/2 + CNγ∥IN (u−ΠNu)∥w−1/2,−1/2 .(A.8)

Note that

∥IN (u−ΠNu)∥w−1/2,−1/2 ≤ ∥ΠNu− u∥w−1/2,−1/2 + ∥INu− u∥w−1/2,−1/2

≤ CN−m∥∂mx u∥wm−1/2,m−1/2 ,
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this gives the estimation of ∥RL
−1D

γ
x(INu− u)∥w−1/2,2γ−1/2 .

Similarly, the estimation of ∥RL
xD

γ
1 (INu − u)∥w−1/2,2γ−1/2 can be derived. The

proof is completed. �
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