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[D ij (u)]d� d is the velocity-dependent di�usion-dispersion tensor, which may be
given in di�erent forms (see [4, 34] for details). We assume that the system is
de�ned in a bounded domain 
 in Rd (d = 2 ; 3) and t 2 [0; T ].

In the last several decades, numerous e�ort has been devoted to the development
of numerical methods for the system (1)-(4),e:g: see [18, 26, 28, 25] for Galerkin
FEMs, [7, 9, 10, 13, 30] for Galerkin-mixed methods, [11, 15, 19, 20, 41] for char-
acteristics type methods, [38, 39] for ELLAM and [1, 23, 36] for others. Numerical
simulations have been made extensively in various engineering areas [10, 14, 17].
Two review articles for numerical methods in these areas were presented by Ewing
and Wang [21] and Scovazzi et al.[35], respectively. Theoretical analysis for the ex-
istence of weak solutions of the system was studied by Feng [22], while the existence
of classical solutions is unknown so far.

As the system consists of a parabolic concentration equation and an elliptic
pressure equation, one should choose a proper approximation to each of these com-
putational components, more precisely the degree of piecewise polynomial used for
each component. Since the concentration is the most important physical compo-
nent, the accuracy of numerical concentration is a major concern in applications.
Existing algorithms are mainly based on previous error estimates which however
may not be optimal in some sense. Therefore, these algorithms often requires a high
computational cost and complicated implementation. Numerical analysis for the
system (1)-(4) in two-dimensional space was �rst presented by Ewing and Wheeler
[18] for a standard Galerkin-Galerkin approximation (ch ; ph ) 2 (V r

h ; bV k
h ) where V r

h
denotesC0 Lagrange �nite element space of piecewise polynomials of degreer and
bV k

h := V k
h =f constantg. Further analysis for Galerkin-Galerkin FEMs can be found

in literature [25, 32, 43]. Due to the nature of discontinuity of the gradient of the
pressure and continuity of the Darcy velocity in applications, the Galerkin-mixed
method is more popular in many areas. In this method, a standardC0 Lagrange
type approximation ch 2 V r

h is applied for the concentration equation and a mixed
approximation in the Raviart{Thomas �nite element space (or other mixed FE
space) (ph ; uh ) 2 Sk

h � H k
h is used for the pressure equation. The error estimate

was �rst presented in [12] for a semi-discrete Galerkin-mixed method and later, in
[13] for a fully discrete semi-implicit Euler scheme. In [13], the error estimate

kcn � cn
h kL 2 + kpn � pn

h kL 2 + kun � un
h kL 2 � C(� + hr +1

c + hk+1
p )(5)

was established ford = 2 under the time step restriction � = o(h) and an extra
spatial mesh condition

h� 1
c hk+1

p = o(1)(6)

where hc and hp denote the mesh sizes of FE discretization for the concentration
and pressure equations, respectively. Further studies on time step restriction and
spatial mesh condition were presented in [7, 10, 26, 28, 32]. Analysis for many
other methods can be found in literature [1, 6, 15, 38, 41]. Based on the error
estimate (5), it was suggested in [13] to use the �nite element spaceV r

h � Sr
h � H r

(k = r > 0) and later, such a combination of �nite element spaces was used widely in
computations. On the other hand, due to the discontinuity of physical parameters
in applications, the most popular Galerkin-mixed method is the lowest order one
(r = 1 ; k = 0) [7, 9, 13, 15, 21, 35],i:e:, a linear approximation to the concentration
and the zero-order Raviart{Thomas approximation to the pressure and velocity.
The lowest order Galerkin-mixed method has been widely used in a variety of
numerical simulations, e:g:, see [13, 17, 19, 35]. In this case, the error estimate (5)
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reduces to

kcn � cn
h kL 2 + kpn � pn

h kL 2 + kun � un
h kL 2 � C(� + hp + h2

c)(7)

and the spatial mesh condition (6) becomes

h� 1
c hp = o(1)(8)

where the commonly-used meshhp = hc is excluded. The low convergence rate of
the method is often a major concern in both analysis and computation. Clearly,
the error estimate (7) is not optimal for the concentration in general, while the
concentration is a more important physical component in practice. Due to the
strong coupling of the system, it was assumed that the one-order lower accuracy of
the numerical pressure/velocity may pollute the numerical concentration through
the di�usion-dispersion tensor D (u) and the viscosity � = � (c). The non-optimality
of the error estimate (7) had not been addressed until our recent work in [37] where
a new and optimal error estimate

kcn � cn
h kL 2 � C(� + h2)(9)

kpn � pn
h kL 2 + kun � un

h kL 2 � C(� + h)(10)

for h = hp = hc was presented for the lowest-order Galerkin-mixed method uncon-
ditionally.

This paper focuses on numerical study of Galerkin-mixed FEMs withk = r � 1
for solving the system (1)-(4). We make a systematic numerical simulation on in-
compressible miscible 
ow in a general case, including the problem in both two-
and three-dimensional porous media with smooth and non-smooth solutions and
physical parameters. Our numerical results show that such Galerkin-mixed FEMs
(k = r � 1) give numerical solutions of optimal convergence rates for all three
physical components. The methods are more e�cient in computation and im-
plementation since a lower order approximation is used in these mixed methods.
Moreover, we propose a post-processing technique, with which one can obtain the
numerical velocity/pressure of the same order of convergence rate as the numerical
concentration at certain time level by resolving the elliptic pressure equation with
a high-order mixed method.

The rest of the paper is organized as follows. In Section 2, we introduce fully
decoupled and linearized Euler and Crank-Nicolson schemes with Galerkin-mixed
approximations in the spatial direction for the system (1)-(4) and a post-processing
technique for the velocity/pressure. In Section 3, we study the problems with
smooth solutions in both two- and three-dimensional space to con�rm theoretical
analysis presented in [37] in a more general case and to show the high-order ac-
curacy of numerical pressure/velocity in our algorithm. In Section 4, we present
two examples. The �rst one is de�ned on a L -shape domain with non-smooth solu-
tion due to the singularity around the reentrant corner. Our numerical results on
uniform meshes show the optimal convergence rates of the algorithm for all three
components based on the regularity of the solution and classical interpolation ap-
proximation. With an adaptive local re�nement of mesh, the convergence rate of the
numerical concentration by the lowest-order Galerkin-mixed method increases from
O(h3=2� � ) to O(h2). In all these cases, the one-order lower approximation to the
velocity/pressure does not in
uence the accuracy of the concentration. Moreover,
in terms of the proposed post-processing, the algorithm based on the lowest-order
Galerkin-mixed method provides the second-order accuracy for all three physical
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components. In the second example, a practical model with discontinuous perme-
ability coe�cient, large mobility ratios and a point source and sink is simulated in
comparison with numerical results obtained by other methods.

2. Galerkin-mixed FEMs

Here we present the commonly-used Galerkin-mixed methods and our algo-
rithms. For simplicity, we introduce some notations below. Let L 2(
) be the
standard function space of all the square integrable functions in 
. We denote the
Sobolev spaces by

H 1(
) := f v 2 L 2(
)
�� r v 2 [L 2(
)] dg

bH 1(
) := H 1(
) =f constantsg

H 1(div ) := f v 2 [L 2(
)] d ��div v 2 L 2(
) g

H 1
0(div ) := f v 2 H 1(div ) jv � n = 0 on @
 g :

Let Th be a regular triangular partition of 
 with 
 = [ K 
 K and the mesh
size h = max 
 K 2T h f diam 
 K g. Let f tn gN

n =0 be a uniform partition in the time
direction with the step size � = T=N and we denote

pn = p(x; t n ); un = u(x; t n ); cn = c(x; t n ) :

For any sequence of functionsf f n gN
n =0 , we de�ne

D t f n +1 =
f n +1 � f n

�
:

The weak formulation of the system (1)-(4) is to seek the solution (c; p;u) 2
(H 1; bH 1; H 1

0(div )) such that
�

� ct ; �
�

+
�

D (u)r c; r �
�

+
�

u � r c; �
�

=
�

ĉqI � cqP ; �
�

;(11)
�

� (c)K � 1u; v
�

=
�

p; r � v
�

;(12)
�

r � u; ’
�

=
�

qI � qP ; ’
�

;(13)

for ( �; ’; v ) 2 (H 1; H 1; H 1
0(div )).

We de�ne below the �nite element spaces used in Galerkin-mixed methods. For
a given partition Th , we denote the classical Lagrange �nite element spaces by

V r
h = f vh 2 C0(
) : vh jK 2 Pr (K ); 8K 2 Th g;

where Pr is the space of polynomials of degreer � 1. Here we focus our attention
on the Raviart-Thomas mixed FEMs. Some other types of mixed FEMs can be
found in literature [5, 33] and the extension of the current schemes to those mixed
methods is straightforward. We de�ne the Raviart-Thomas �nite element spaces
[5, 33] by

H k
h := f vh 2 H (div ) : vh jK 2 [Pk (K )]d + xPk (K ); 8K 2 Th g

Sk
h := f vh 2 L 2 : vh jK 2 Pk (K ); 8K 2 Th g; bSk

h := Sk
h =f constantsg:

We denote by I h the Lagrange nodal interpolation operator on these �nite element
spaces.
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Euler-GM (r; k ) algorithm. A fully discrete linearized Euler Galerkin-mixed
FEM (denoted by GM (r; k )) for r � 1 andk � 0 is to �nd ( cn

h ; pn
h ; un

h ) 2 (V r
h ; bSk

h ; H k
h ),

n = 0 ; 1; � � � ; N , such that for all ( � h ; ’ h ; vh ) 2 (V r
h ; Sk

h ; H k
h ),

�
� D t cn +1

h ; � h

�
+

�
D (un

h )r cn +1
h ; r � h

�

+
�

un
h � r cn

h ; � h

�
=

�
ĉqI � cn +1

h qP ; � h

�
;(14)

�
� (cn

h )K � 1un +1
h ; vh

�
= �

�
pn +1

h ; r � vh

�
;(15)

�
r � un +1

h ; ’ h

�
=

�
qI � qP ; ’ h

�
;(16)

where the initial data c0
h = I h c0. At each time step of the above algorithm, one

only needs to solve the linear parabolic �nite element system (14) for the con-
centration and the linear mixed system (15)-(16) for the velocity and pressure.
These two systems are decoupled and the computation can be performed in par-
allel. Since the coe�cient matrix of the system (14) is symmetric positive de�nite
and the mixed system (15)-(16) de�nes a standard saddle point problem, the exis-
tence and uniqueness of the numerical solution follow immediately. Some slightly
di�erent schemes were investigated by several authors,e:g:, see [7, 13, 27]. Among
these Galerkin-mixed methods,GM (1; 0) is most popular in applications, in which
a linear approximation is used for the concentration and lowest-order (0-order)
Raviart-Thomas element is used for the velocity and pressure.

The error analysis of the Galerkin-mixed methods was �rst studied in [12], in
which the L 2-norm error estimate (5) was presented under certain time-step re-
striction and the mesh condition. In our recent work [37], theoretical analysis of
the Galerkin-mixed method GM (r; r � 1) was investigated. In terms of an elliptic
quasi-projection, the optimal error estimate of Euler-GM (1; 0) was established. It
is not di�cult to extend the analysis to the general case r � 0 to obtain the optimal
L 2-norm error estimate

kcn � cn
h kL 2 � C(� + h2)(17)

kun � un
h kL 2 + kpn � pn

h kL 2 � C(� + hr +1 )(18)

for Euler-GM (r; r � 1) method. One can see from the above estimates that the
Galerkin-mixed method GM (1; 0) provides the second-order accuracy for the nu-
merical concentration in the spatial direction, instead of O(h) as presented in pre-
vious work [12, 13]. Moreover, the accuracy of numerical velocity/pressure by the
GM (r; r � 1) method is one-order lower than that of numerical concentration. To
obtain the numerical pressure and velocity with the same order accuracy at certain
time level, we propose aGM + (r; r � 1) algorithm below.

Euler-GM + (r; r � 1) algorithm. We �rst solve the system (14)-(16) by the
Galerkin-mixed method GM (r; r � 1) for n = 1 ; 2; :::; N . Then, with the obtained
cm

h , we resolve the velocity/pressure system (15)-(16) att = tm by the Galerkin-
mixed method GM (r; r ), i:e:, �nding ( epm

h ; eum
h ) 2 ( bSr

h ; H r
h ) such that

�
� (cm

h )K � 1eum
h ; vh

�
= �

�
epm

h ; r � vh

�
;(19)

�
r � eum

h ; ’ h

�
=

�
qI � qP ; ’ h

�
:(20)
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Based on the estimate (18), we have the following error estimate for the Euler-
GM + (r; r � 1) algorithm.

Proposition 2.1. Let (cn
h ; epm

h ; eum
h ) be the solution of GM + (r; r � 1) algorithm.

Then

max
n

kcn
h � cn kL 2 + kepm

h � pm kL 2 + keum
h � um kL 2 � C(� + hr +1 ) :(21)

As (19)-(20) de�nes a discrete elliptic system, they can be solved in parallel if
numerical velocity/pressure at several time levels are required.

Crank-Nicolson-GM (r; k ) algorithm. To obtain a second-order accuracy in
the time direction, we present a fully discrete linearized Crank-NicolsonGM (r; k )
methods, which is to �nd ( cn

h ; pn
h ; un

h ) 2 (V r
h ; bSk

h ; H k
h ), n = 2 ; 3; � � � ; N , such that

for all ( � h ; ’ h ; vh ) 2 (V r
h ; Sk

h ; H k
h ),

�
� D t cn

h ; � h

�
+

�
D (bun � 1=2

h )r cn � 1=2
h ; r � h

�

+
�

bun � 1=2
h � r cn � 1=2

h ; � h

�
=

�
ĉqI � cn � 1=2

h qP ; � h

�
;(22)

�
� (bcn

h )K � 1un
h ; vh

�
= �

�
pn

h ; r � vh

�
;(23)

�
r � un

h ; ’ h

�
=

�
qI � qP ; ’ h

�
;(24)

where

vn � 1=2 =
vn + vn � 1

2

and bun � 1=2
h and bcn

h denote the standard extrapolation by

bun � 1=2 =
1
2

(3un � 1 � un � 2)

bcn = 2cn � 1 � cn � 2 :

At the initial time step, we choose u0
h = I h u0 and (c1

h ; u1; p1
h ) can be calculated by

the Euler-GM(r,k) algorithm.
The extension of the theoretical analysis given in [37] for the Euler-GM (r; r � 1)

method to the Crank-Nicolson-GM (r; r � 1) method is straightforward. To obtain
a more accurate numerical velocity and pressure, we propose the Crank-Nicolson-
GM + (r; r � 1) algorithm below.

Crank-Nicolson GM + (r; r � 1) algorithm. With the obtained cm
h by Crank-

Nicolson-GM (r; r � 1) algorithm, a new numerical velocity/pressure (epm
h ; eum

h ) 2
bSr

h � H r
h can be obtained by resolving the following mixed system byGM (r; r )

method
�

� (cm
h )K � 1eum

h ; vh

�
= �

�
epm

h ; r � vh

�
;(25)

�
r � eum

h ; ’ h

�
=

�
qI � qP ; ’ h

�
:(26)

The following optimal error estimate holds for the Crank-Nicolson-GM + (r; r � 1)
algorithm.
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Proposition 2.2. Let (cn
h ; epm

h ; eum
h ) be the solution of Crank-Nicolson-GM + (r; r �

1) algorithm. Then

max
n

kcn
h � cn kL 2 + kepm

h � pm kL 2 + keum
h � um kL 2 � C(� 2 + hr +1 ); for r � 1 :

(27)

Remarks. The lowest-order Galerkin-mixed methodGM (1; 0) is most popular
in reservoir simulations and exploration of underground water and oil, while the
previous analysis only showed the �rst-order convergence rate under certain condi-
tions on time step and spatial mesh size. To get a high-order accuracy, one often
use the Galerkin-mixed method GM (r; r ) ( r � 1) in some applications based on
previous error estimate (5). From the new error analysis (10), the Galerkin-mixed
method GM (r; r � 1) produces the same order convergence rateO(hr +1 ) for the
concentration asGM (r; r ) and one-order lower rate for the velocity/pressure. The
method requires less computational cost since a lower-order mixed approximation
is used for the pressure equation. The proposedGM + (r; r � 1) algorithm shows the
optimal convergence rateO(hr +1 ) for all three components. Indeed, the proposed
GM + (1; 0) algorithm is more competitive both in e�ciency and accuracy. In the
following two sections, we shall present a systematic numerical simulation to fur-
ther con�rm the theoretical analysis in [37] in a more general case and show the
accuracy and e�ciency for the proposed GM + (r; r � 1) algorithm in comparison
with the classical GM (r; r ) method.

3. Numerical simulations for smooth solutions

In this section, we present numerical results for incompressible miscible 
ows in
both two- and three-dimensional porous media to con�rm theoretical analysis given
in Propositions 1-2 and [37] and show the accuracy and e�ciency of our algorithms.
All computations in the following two sections are performed by using the software
FEniCS [31].

Example 3.1. We rewrite the system (1)-(2) by

@c
@t

� r � (D (u)r c) + u � r c = g;(28)

r � u = f;(29)

u = �
K

� (c)
r p(30)

with the boundary/initial conditions de�ned in (3), where D (u) = I + ju j2=(1 +
ju j2) + u 
 u and � (c) = 1 + c2.

First, we consider the two-dimensional model in 
 = [0 ; 1] � [0; 1] with K being
the identity matrix. We set the terminal time T = 1 :0. The functions f , g and c0
are chosen correspondingly to the exact solution

p = e� t cos(2�x ) cos(2�y );(31)

c = cos(
�t
3

)(1 + cos(2�x ) cos(2�y )) ;(32)

which satis�es the boundary condition (3).
A uniform triangular mesh with M+1 vertices in each direction is used in this

example, whereh =
p

2
M (see Figure 1 for the illustration with M = 8). We solve
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Figure 1. A uniform triangular/tetrahedron mesh on the unit square/cube.

the Euler discrete system (14)-(16) and the Crank-Nicolson discrete system (22)-
(24) by GM (r; r � 1) and GM (r; r ) for r = 1 ; 2, respectively. With the obtained
numerical concentration cN

h from GM (r; r � 1) method, following the GM + (r; r � 1)
algorithm we resolve the system (19)-(20) and the system (25)-(26), respectively,
to get a new numerical pressure and velocity (epN

h ; euN
h ). A general L 2-norm error is

de�ned by

Ew = max
0� n � N

kw(tn ; x) � wn
h (x)kL 2 (
) ; E ew = kw(tN ; x) � ewN

h kL 2(33)

with w = c;u; p.

Table 1. L 2-norm errors of Euler Galerkin-mixed FEMs ( GM
and GM + ) in 2D (Example 3.1).

E c E p E u E c E p E u E ep E eu
� = 16 h 2 GM (1 ; 0) GM (1 ; 1) GM + (1 ; 0)

M=16 1.91e-01 3.67e-02 5.68e-01 2.27e-01 5.01e-02 6.52e-02 3.16e-02 3.86e-02
M=32 4.52e-02 8.97e-03 2.97e-01 5.55e-02 1.20e-02 1.84e-02 6.28e-03 1.02e-02
M=64 1.11e-02 2.23e-03 1.50e-01 1.37e-02 2.94e-03 4.72e-03 1.47e-03 2.73e-03
M=128 3.22e-03 8.19e-03 5.42e-02 3.42e-03 7.33e-04 1.19e-03 3.62e-04 6.87e-04
rate 2.03 1.04 0.98 2.02 2.03 1.93 2.14 1.94

� = 64 h 3 GM (2 ; 1) GM (2 ; 2) GM + (2 ; 1)

M=8 4.64e-02 5.75e-02 1.61e-01 5.45e-02 5.32e-02 7.78e-02 5.51e-03 1.09e-02
M=16 5.42e-03 8.83e-03 4.43e-02 6.30e-03 7.22e-03 1.15e-02 6.12e-04 1.36e-03
M=32 6.49e-04 1.54e-03 1.12e-02 7.19e-04 9.11e-04 1.47e-03 7.29e-05 1.66e-04
M=64 8.04e-05 3.31e-04 2.82e-03 8.50e-05 1.14e-04 1.85e-04 9.02e-06 2.08e-05
rate 3.06 2.08 1.95 3.11 2.96 2.91 3.08 3.01

Table 2. L 2-norm errors of Crank-Nicolson Galerkin-mixed
FEMs ( GM and GM + ) in 2D (Example 3.1).

E c E p E u E c E p E u E ep E eu
� = h= 16 GM (1 ; 0) GM (1 ; 1) GM + (1 ; 0)

M=16 1.10e-01 6.52e-02 3.42e-01 1.58e-01 2.97e-02 2.82e-02 1.70e-02 9.78e-03
M=32 2.69e-02 3.27e-02 1.72e-01 3.90e-02 6.86e-03 7.07e-03 3.84e-03 2.43e-03
M=64 6.66e-03 1.63e-02 8.59e-02 9.68e-03 1.67e-03 1.77e-03 9.32e-04 6.07e-04
M=128 1.66e-03 8.18e-03 4.30e-02 2.42e-03 4.18e-04 4.43e-04 2.31e-04 1.52e-04
rate 2.03 1.00 1.00 2.01 2.16 1.98 2.15 2.01

� = ( h
16 ) 1 : 5 GM (2 ; 1) GM (2 ; 2) GM + (2 ; 1)

M=16 7.68e-04 4.96e-03 4.43e-02 5.92e-04 2.76e-04 1.89e-03 1.41e-04 5.12e-04
M=32 6.97e-05 1.24e-03 1.12e-02 7.02e-05 3.45e-05 2.38e-04 1.41e-05 6.41e-05
M=64 1.10e-05 3.11e-04 2.82e-03 8.59e-05 4.32e-06 2.98e-05 1.61e-06 7.61e-06
rate 3.06 2.00 1.95 3.04 3.00 2.97 3.23 3.04
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For comparison, we take the time-step� = Chr +1 for Euler-GM (r; r � 1) and
Euler-GM (r; r ) and � = Ch( r +1) =2 for the corresponding Crank-Nicolson schemes
with r = 1 ; 2 in our computation. We present in Table 1 the L 2-norm errors of
numerical concentration, pressure and velocity obtained by these six Euler-type
methods. The corresponding numerical results by Crank-Nicolson scheme are pre-
sented in Table 2. Several observations are as follows.

� Numerical results in Table 1 show clearly that all these six methods provide
optimal accuracy for each of three components, concentration, pressure and velocity
with the convergence rate

kcn � cn
h kL 2 + kpn � pn

h kL 2 + kun � un
h kL 2 � C(� + hr +1 )(34)

for GM (r; r ) and

kcn � cn
h kL 2 + h(kpn � pn

h kL 2 + kun � un
h kL 2 ) � C(� + hr +1 )(35)

for GM (r; r � 1). The former was proved theoretically in [12, 13] under the time
step condition � = o(h) and the spatial mesh condition (6) and in [27] for r >
0 unconditionally. The latter was shown in [37] unconditionally. On the other
hand, the mesh-size restriction in (8) seems not necessary. From Table 2, the
corresponding Crank-Nicolson Galerkin-mixed methods provide the same accuracy
in the spatial direction.

� Numerical pressure and velocity given byGM (r; r ) are more accurate than by
GM (r; r � 1) since a higher-order mixed approximation has been used for the pres-
sure/velocity. However, there is no much di�erence between numerical concentra-
tions obtained by these two methods and both are in the order ofO(hr +1 ). Clearly
the concentration is a more important component in applications. The GM (r; r )
method requires a higher computational cost at each time step. Moreover, our
results also show that for the Euler-GM (r; r � 1) method, the one-order lower ap-
proximation to ( p;u) does not pollute the numerical concentration, although the
system is nonlinear and strongly coupled.

� The proposedGM + (r; r � 1) algorithm is based on theGM (r; r � 1) algorithm
and a re�ned solution of the pressure equation by a high-order mixed method at the
time level t = tN . The algorithm produces the optimal convergence rate as given in
(21) for all three components. After resolving the pressure equation, the accuracy
of numerical pressure and velocity gets much improved, even better than results
from GM (r; r ), while in the latter, a higher-order mixed approximation is used for
the pressure equation at all time levels and more computational cost is required.
Therefore, the proposed algorithm shows better performance in both accuracy and
e�ciency.

� Due to the nature of the discontinuity of media in applications, the GM (1; 0)
method is most popular. The previous analysis given in [12, 13] only showed the
�rst-order accuracy for all three components in L 2-norm. The second-order ac-
curacy of the numerical concentration was established in [37], which is con�rmed
by our numerical results. Moreover, the proposedGM + (1; 0) algorithm shows the
second-order accuracy for all three components.

Example 3.2 . Secondly we consider the incompressible miscible 
ow in a three-
dimensional porous medium, described by the system (31)-(32) in the unit cube

 = [0 ; 1]3. Similarly we set the terminal time T = 1 :0 and the functions f , g and
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c0 are chosen correspondingly to the exact solution

p = e� t cos(2�x ) cos(2�y ) cos(2�z );(36)

c = cos(
�t
3

)(1 + cos(2�x ) cos(2�y ) cos(2�z )) ;(37)

which satis�es the boundary condition (3).
We use a uniform partition with M+1 vertices in each direction, where h =

p
3

M
(see Figure 1 for the illustration). We solve the Euler system (14)-(16) and the
Crank-Nicolson system (22)-(24) by GM (1; 0) and GM (1; 1), respectively. With
the obtained numerical concentration cN

h , we follow the GM + (1; 0) algorithm and
resolve the system (19)-(20) to get a new numerical pressureepN

h and velocity euN
h .

For comparison, we present in Table 3 numerical errors of Euler-GM (1; 0), Euler-
GM + (1; 0), Crank-Nicolson-GM (1; 0) and Crank-Nicolson-GM + (1; 0) algorithms.
Again, we can see from Table 3 that theGM (1; 0) algorithm provides the second-
order accuracy in the spatial direction for the concentration and the GM + (1; 0)
algorithm shows the second-order accuracy for all three components.

Table 3. L 2-norm errors of Euler/Crank-Nicolson Galerkin-
mixed FEMs ( GM and GM + ) in 3D (Example 3.2).

Euler GM (1 ; 0) GM + (1 ; 0)

� = 16 h 2 E c E p E u E ep E eu
M=8 4.37e-02 4.60e-02 2.22e-01 2.07e-03 7.08e-03
M=16 1.17e-02 2.41e-02 1.16e-01 5.09e-04 1.78e-03
M=32 2.99e-03 1.22e-02 5.88e-02 1.27e-04 4.46e-04
rate 1.94 0.96 0.96 2.01 1.99

Crank-Nicolson GM (1 ; 0) GM + (1 ; 0)

� = h= 16 E c E p E u E ep E eu
M=8 4.24e-02 4.73e-02 2.29e-01 2.04e-03 7.07e-03
M=16 1.10e-02 2.41e-02 1.16e-01 4.96e-04 1.78e-03
M=32 2.76e-03 1.22e-02 5.86e-02 1.23e-04 4.45e-04
rate 1.97 0.98 0.98 2.03 2.00

4. Numerical simulations for non-smooth solutions

In this section, we study two examples with non-smooth solutions.

Example 4.1. We consider the system (28)-(30) in a two-dimensionalL -shaped
domain. The solution around the reentrant corner is not smooth. Here the functions
f , g and c0 are chosen correspondingly to the exact solution

c =
�
1 + (1 + x2)(1 � x2)2(1 + y2)(1 � y2)2r 2=3 cos

2�
3

�
(2 � t2)(38)

p = (1 + x2)(1 � x2)2(1 + y2)(1 � y2)2r 2=3 cos
2�
3

cos
�t
3

:(39)

We see that

c 2 H 1+ s; p 2 H 1+ s; u 2 H s; for s < 2=3 :(40)

Theoretical analysis for the problem in a non-convex domain was not done,
although the optimal error estimate under the assumption of the solution being
smooth was presented in [37]. Based on the regularity of the solution and classical
interpolation error estimates, the expected optimal error estimate in the spatial
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Figure 2. Top Left: the uniform mesh with M = 16. Top Right:
the �rst mesh with 1010 nodes and 2024 elements. Bottom Left:
the second mesh with 4020 nodes and 8044 elements. Bottom
Right: the third mesh with 16138 nodes and 32280 elements.

direction is

kc � ch kL 2 = O(h2s)
kp � ph kL 2 = O(h)
ku � uh kL 2 = O(hs)

for Euler-GM (1; 0) algorithm and

kp � eph kL 2 = O(h2s)
ku � euh kL 2 = O(hs)

for Euler-GM + (1; 0) algorithm. We present in Table 4 the L 2-norm error of Euler-
GM (1; 0) and Euler-GM + (1; 0) algorithms on a uniform mesh. We observe from
Table 4 that numerical results are in good agreement with the prediction above.
Numerical results are improved in all cases by using Euler-GM + (1; 0) algorithm.
The convergence rate for the pressure increases fromO(h) to O(h2s), while the
convergence rate for the velocity is unchanged due to its weak regularity. The
convergence rate of the numerical concentration for both algorithms is in the order
2s which is even better than the rate shown in previous analysis [12, 13] under a
smooth setting.

Clearly the regularity of the exact solution near the reentrant corner of the L -
shape is not enough to get a second order convergence for the linear FEM on a
uniform mesh. It has been noted that a local re�nement may improve the con-
vergence rate further. Here we test our algorithms with locally re�ned meshes.
We present three non-uniform meshes in Figure 2 with a �ner mesh distribution
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around the reentrant corner. These three meshes are generated by the software
Gmsh [24] with six speci�ed element-size parameters at each corner of the polygon.
In order to test the convergence rate in the spatial direction, we set� = 16=Nt
and we present theL 2-norm errors of both Euler-GM (1; 0) and Euler-GM + (1; 0)
algorithms in Table 4, where N t denotes the number of total unknowns. One can
observe that the optimal rates in L 2-norm for all three components are achieved,
i:e:, the second order (proportional to N t ) for ch , eph and euh and the �rst order for
ph and uh .

Table 4. L 2-norm errors of Euler Galerkin-mixed FEMs (GM
and GM + ) in 2D L -shape (Example 4.1).

� = 1 =M 2 No.of unknowns GM (1 ; 0) GM + (1 ; 0)

Uniform mesh N t E c E p E u E ep E eu
M=16 833 9.98e-03 1.80e-02 3.26e-02 8.60e-04 7.80e-03
M=32 3201 3.55e-03 8.78e-03 1.79e-02 3.22e-04 4.84e-03
M=64 12545 1.29e-03 4.32e-03 1.01e-02 1.24e-04 3.04e-03

rate 1.48 1.03 0.83 1.39 0.68
expected rate 1.33 1.0 0.67 1.33 0.67

� = 64 =N t No.of unknowns GM (1 ; 0) GM + (1 ; 0)

Re�ned mesh N t E c E p E u E ep E eu
mesh 1 1010 1.02e-01 3.16e-02 5.51e-02 1.03e-02 7.02e-03
mesh 2 4020 2.43e-02 1.70e-02 2.95e-02 2.53e-03 2.15e-03
mesh 3 16138 5.99e-03 8.63e-03 1.51e-02 6.30e-04 5.66e-04

rate 2.05 0.98 0.97 2.02 1.93
expected rate 2.0 1.0 1.0 2.0 2.0

Example 4.2. Finally, we study a physical problem described by the system
(1)-(3) with several di�erent settings, including large mobility ratios, anisotropic
dispersion, discontinuous permeability and porosity and point sources and sinks.
Numerical experiments simulate miscible displacement within a horizontal reservoir
of a thickness of one unit and a spatial domain 
 = (0 ; 1000)� (0; 1000)f t 2 over a
period of 10 years. An injection well is located at the upper-right corner (1000; 1000)
with the injection rate qI = 30f t 2=day and the injection concentration ĉ = 1 :0.
A production well is put at the lower-left corner (0 ; 0) with the production rate
qP = 30f t 2=day. The initial concentration c0(x; y) = 0.

Here the viscosity is de�ned by

� (c) = � (0)
�

1 + ( M 1=4
r � 1)c

� � 4
;(41)

where M r denotes the mobility ratio between the resident and injected 
uids and
� (0) denotes the viscosity of resident 
uid. The di�usion-dispersion tensor is de�ned
by

D (u) = 	
�

dm I + ju j(dl E(u) + dt (I � E(u)))
�

;(42)

where dm denotes the molecular di�usion coe�cient, dl and dt denotes the con-
stant longitudinal and transversal dispersivities of the isotropic porous medium,
respectively, E(u) =

�
u i u j
ju j2

�

1� i;j � 2
and I is the 2 � 2 identity matrix.

The problem was studied in [39] using the ELLAM-MFEM and later, by many
authors, such as see [3, 8], using di�erent methods. Here we consider the following
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two di�erent tests with the same parameters as given in [3, 39],

Test I
�

K = 80I ; 	 = 0 :1; M r = 41; � (0) = 1 cp;
dm = 0 f t 2=day; dl = 50f t; d t = 5 f t;

Test II

8
<

:

K = 80I on (0; 1000)� (0; 500);
K = 20I on (0; 1000)� (500; 1000); 	 = 0 :1; M r = 41; � (0) = 1 cp;
dm = 0 f t 2=day; dl = 50f t; d t = 5 f t;

In our numerical simulations, we use a standard uniform partition as shown in
Figure 1 with h = 10f t and a uniform time step � = 120days (4 months). Nu-
merical results reported here are based on the proposed Galerkin-mixed algorithm
GM + (1; 0). Numerical simulations with �ner spatial meshes and smaller time steps
were made to further verify our numerical results. We present in Figure 3 the sur-
face and contour plots of the concentration for Test I at t = 1 ; 3; 5; 7; 10 years. Due
to the nature of the physical model, the 
uid 
ow moves mainly along the diagonal
direction from the injection well to the production well. Because of the e�ect of the
no-
ow boundary condition and the production well, one can observe a clear inter-
face and a channel of a �xed angle to the production well, which leads to a large
variation of the concentration around the production well and therefore, a large
variation of the viscosity � (c) across the interface. Since the molecular di�usion
coe�cient dm = 0 in this test, the problem is degenerate and the magnitude of the
velocity is greater along the diagonal direction between the injection and produc-
tion wells. From a qualitative point of view, the patterns shown in the Figure 3 are
similar to those presented in [39]. We refer readers to [17, 39] for detailed physical
description on these aspects.

The results for the Test II are presented in Figure 4 fort = 1 ; 3; 5; 7; 10 years. In
this case, the permeability is discontinuous and the permeability in the lower half
domain is greater than that in the upper half domain. Thus in the �rst year, the
contour and surface plots are similar to those in Test I since the 
uid is still in the
half domain. However, when the 
uid reaches the higher permeability domain, that
is, the lower half domain, it moves faster in the horizontal direction compared with
the 
uid in the upper half domain. These e�ects are illustrated by the contour and
surface plots in Figure 4.

5. Conclusions

We have proposed a Galerkin-mixed algorithm for a nonlinear and strongly cou-
pled parabolic system from incompressible miscible 
ow in porous media, which
is based on classical Galerkin-mixed methods with certain combination of �nite
element spaces. The algorithm is more e�cient due to the use of a lower-order
mixed approximation for the time-dependent concentration equations and a post-
processing technique for the elliptic pressure equation. Our numerical experiments
have been presented for a more general case with both smooth and non-smooth
solutions. Numerical results show that the algorithm provides optimal accuracy for
all three physical components. In particular, based on the most commonly-used
lowest-order Galerkin-mixed approximation, the algorithm provides the second or-
der convergence rateO(h2) for the solution being smooth and the problem in a
non-convex polygon with local re�ned meshes. Theoretical analysis of the second-
order convergence rate for the concentration was presented in our recent [37] under
the assumption of the solution being smooth. All other previous works only proved
the �rst-order accuracy under certain time-step restriction and the mesh-size condi-
tion, excluding more practical caseh = hp = hc. More important is that nonlinear












