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Abstract. We consider a linear singularly perturbed reaction-diffusion problem in three dimen-
sions and its numerical solution by a Galerkin finite element method with trilinear elements. The
problem is discretised on a Shishkin mesh with $N$ intervals in each coordinate direction. Deriva-
tion of an error estimate for such a method is usually based on the (Shishkin) decomposition of
the solution into distinct layer components. Our contribution is to provide a careful and detailed
analysis of the trilinear interpolants of these components. From this analysis it is shown that, in
the usual energy norm the errors converge at a rate of $O\left(N^{-2} + \varepsilon^{1/2} N^{-1} \ln N\right)$. This is validated
by numerical results.
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1. Introduction

Consider the following three-dimensional singularly perturbed reaction-diffusion
problem posed on the unit cube

$$Lu := -\varepsilon^2 \Delta u + bu = f \quad \text{in } \Omega := (0, 1)^3,$$

$$u = 0 \quad \text{on } \partial \Omega,$$

where the reaction coefficient $b(x, y, z) \geq 2 \beta^2$, and $\beta$ is a positive constant. In the
case of interest, the diffusion parameter, $\varepsilon$, can be arbitrarily small, i.e. $0 < \varepsilon \ll 1$,
and so the problem (1) is singularly perturbed. As such, its solution typically
exhibits layers of width $O(\varepsilon)$ along the boundary of the domain, $\partial \Omega$.

It is well known that computing numerical solutions to singularly perturbed prob-
lems presents many difficulties. Solutions to these problems tend to be anisotropic
in nature on regions along the boundary or interior of the domain. Over the course
of the past five decades there have been many advances in devising specialised nu-
merical schemes to deal with this phenomenon. Many of these schemes fall into the
category of “fitted mesh” methods, where a standard discretisation is applied on a
specially designed non-uniform mesh.

The idea of using non-uniform meshes to solve singularly perturbed problems
was first introduced in 1969 by Bakhvalov [4]. However, it wasn’t until the early
1990s, with the introduction of the piecewise uniform mesh of Shishkin [19, 20], that
fitted mesh methods gained major prominence in the literature. In particular, the
application of finite difference methods to the one- and two-dimensional analogues
of (1) is well understood, see, e.g., [7, 17].

Finite element methods (FEMs) for one- and two-dimensional singularly per-
turbed reaction-diffusion problems, discretised on Shishkin meshes, are also well
documented in the literature. In the one-dimensional setting, Sun and Stynes [22]
prove almost optimal convergence using piecewise polynomial elements, see also \cite{10} Thm. 6.6. In two dimensions, Li and Navon \cite{8} provide the first numerical analysis for a Galerkin FEM applied to a singularly perturbed reaction-diffusion problem. They prove almost second-order convergence in the $L^2$-norm. Using piecewise polynomial elements of order $k$, and quantifying the error in the energy norm, Apel \cite{3} proves convergence of $O(N^{-k-1} + \varepsilon^{1/2} N^{-k} (\ln N)^{k+1})$. Using piecewise bilinear elements, Liu et al. \cite{11} prove convergence in the energy norm of $O(N^{-2} + \varepsilon^{1/2} N^{-1} \ln N)$. In that same paper, the authors provide the first full numerical analysis of a sparse grid FEM applied to a singularly perturbed problem. For a two-scale sparse grid method applied to a reaction-diffusion problem they prove that the method converges at the same rate as the standard Galerkin FEM. Madden and Russell \cite{15}, extend the results of \cite{11} and prove convergence of a multiscale sparse grid FEM applied to the same problem.

The analysis of three-dimensional singularly perturbed reaction-diffusion problems has received, comparatively, little attention. The work of most relevance to this paper is that of Shishkin and Shishkina \cite{21}, which provides a valuable solution decomposition in three dimensions. Crucial bounds on the derivatives of each of the solution decomposition components are also given. Chadha and Kopteva \cite{5} provide maximum norm *a posteriori* error estimates for a finite difference method applied to a semi-linear reaction-diffusion problem in three dimensions. We also make note of the work of Lopez and co-authors \cite{12,13,14}.

The numerical solution of three dimensional problems is computationally demanding, which motivates the use of sparse grid techniques, such as those referred to above. In particular, the authors have devised and analysed a two-scale sparse grid method for \cite{1,18}. However, that analysis establishes the difference between the sparse grid and standard Galerkin solutions, so, for completeness, a full analysis of the latter method is required; this paper provides that. It does so by employing a Shishkin decomposition of the solution into distinct layer components, established by Shishkin and Shishkina \cite{21}. We then provide a careful and detailed analysis of the trilinear interpolants of these components. From this, the numerical analysis of the method follows. It should be noted that the interpolation results given here also form the basis for the analysis of other techniques, such as the balanced norm method of Lin and Stynes \cite{9} and the FOSLS-type method of Adler et al. \cite{1}.

This paper is organised as follows. In Section 2.1 we present a canonical example of a solution to (1), which motivates a three-dimensional piecewise uniform mesh. The Shishkin decomposition is presented in Section 2.2 and standard bounds on the components are reported. The heart of this paper is in Section 3 where we give a detailed analysis of the decomposition components in the energy norm. The FEM is given in Section 4 and the error estimate is readily deduced from the preceding interpolation analysis. Numerical results, presented in Section 5 verify that the theoretical results are sharp.

**Notation.** We use the following standard notation for function spaces and norms (see, e.g., \cite{6}):

- let $C^p(\Omega)$ be the space of all real-valued functions, $v$, defined on $\Omega$, such that $v$ and all its partial derivatives up to order $p$, are continuous on $\Omega$;
- $C^{m,\alpha}(\Omega) = \{v \in C^m(\Omega); \forall \beta, |\beta| = m, \exists C_\beta, \forall x, y \in \Omega, |\partial^\beta v(x) - \partial^\beta v(y)| \leq C_\beta ||x - y||^\alpha\};
the space \( L^p(\Omega) := \{ v : \int\int\int_{\Omega} |v|^p < \infty \} \);

- the Sobolev space \( W^{m,p}(\Omega) := \{ v \in L^p(\Omega) ; \forall \alpha, |\alpha| \leq m, \partial^\alpha v \in L^p(\Omega) \} \);

- let \( T \) be a bounded linear operator \( T : W^{1,p}(\Omega) \rightarrow L^p(\partial \Omega) \) such that
  
  \[
  Tu = u|_{\partial \Omega}, \quad u \in W^{1,p}(\Omega) \cap C(\Omega),
  \]
  
  \[
  \|Tu\|_{L^p(\partial \Omega)} \leq C(p,\Omega) \|u\|_{W^{1,p}(\Omega)}, \quad u \in W^{1,p}(\Omega),
  \]
  
  where \( Tu \) is the trace of \( u \).

- the spaces \( H^1(\Omega) := \{ v \in L^2(\Omega) ; \partial v \in L^2(\Omega) \} \), and \( H^1_0(\Omega) := \{ v \in H^1(\Omega) ; Tu = 0 \} \);

- the norms \( \|v\|_{0,\Omega} := (\int\int\int_{\Omega} |v|^2dx)^{1/2} \), \( \|v\|_{4,\Omega} := (\sum_{|\alpha| \leq 4} \int\int\int_{\Omega} |\partial^\alpha v|^2dx)^{1/2} \),

  \[
  \|v\|_{0,\infty,\Omega} := \text{ess. sup}_{x \in \Omega} |v(x)|, \quad \text{and} \quad \|v\|_{1,\infty,\Omega} := \max_{|\alpha| \leq 1} \{ \text{ess. sup}_{x \in \Omega} |\partial^\alpha v(x)| \}.
  \]

We use \( B(\cdot,\cdot) \) to denote the bilinear form associated with the reaction-diffusion problem \((1)\), that is

\[
B(u,v) := \varepsilon^2(\nabla u,\nabla v) + (bu,v).
\]

The corresponding energy norm is

\[
\|u\|_\varepsilon := (\varepsilon^2\|\nabla u\|_{0,\Omega}^2 + \|u\|_{0,\partial \Omega}^2)^{1/2}.
\]

Throughout this paper we shall use the letter \( C \), with or without subscript, to denote a generic positive constant that is independent of the diffusion parameter \( \varepsilon \) and the discretisation parameter \( N \). It may stand for different values in different places.

2. Shishkin mesh and decomposition

2.1. A three-dimensional piecewise uniform mesh. Solutions to three-dimensional problems are, by their nature, more difficult to visualise than their one- and two-dimensional counterparts. Furthermore, since the problem is singularly perturbed its solution possesses layers along the boundary of the domain. In an attempt to provide some insight into the nature of the layers, we consider the following sample problem, taken from Chadha and Kopteva [5].

Example 1. In \((1)\), set \( b \equiv 1 \) and \( f \) such that

\[
u(x) = \left( \cos \left( \frac{\pi x}{2} \right) - \frac{e^{-\varepsilon|x|} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}} \right) \left( 1 - y - \frac{e^{-y/\varepsilon} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}} \right) \cdot \left( 1 - z^2 - \frac{e^{-z/\varepsilon} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}} \right).
\]

This problem exhibits 1D exponential layers near the faces of the domain, \((0, y, z)\), \((x, 0, z)\) and \((x, y, 0)\), as well as 2D layers near the edges, \((0, 0, z)\), \((0, y, 0)\) and \((x, 0, 0)\), and a 3D layer at the origin \((0, 0, 0)\). We visualise \( u \) in Figure\([\text{I}]\) by taking cross-sections at \( z = 1/2 \), \( y = 1/2 \) and \( x = 1/2 \) in sub-plots (a), (b) and (c), respectively.

Remark 2. The problem that has \([\text{I}]\) as its solution is artificially simplified. In general, solutions to \((1)\) feature six 1D, twelve 2D and eight 3D layers. Therefore, when the interior of the domain is included, there are 27 distinct regions to be analysed. However, Example\([\text{I}]\) captures the essence of the problem: it features 1D, 2D and 3D layers, and so possesses all the mathematical complexity of the most general version of \((1)\), but the amount of notation and repetitive analysis is greatly
reduced. Extending the mesh to resolve all 26 possible layers in the solution to (1) is trivial computationally, but would greatly increase the amount of technical mathematical arguments, without providing any new insights.

Motivated by Example 1 we now define and label the sub-regions of the domain, \( \Omega \). To start, faces of the boundary, \( \partial \Omega \), are denoted by

\[
\Gamma_1 := \{(x,0,z)|0 \leq x \leq 1, \ 0 \leq z \leq 1\}, \quad \Gamma_2 := \{(0,y,z)|0 \leq y \leq 1, \ 0 \leq z \leq 1\},
\]
\[
\Gamma_3 := \{(x,y,0)|0 \leq x \leq 1, \ 0 \leq y \leq 1\}, \quad \Gamma_4 := \{(x,1,z)|0 \leq x \leq 1, \ 0 \leq z \leq 1\},
\]
\[
\Gamma_5 := \{(1,y,z)|0 \leq y \leq 1, \ 0 \leq z \leq 1\}, \quad \Gamma_6 := \{(x,y,1)|0 \leq x \leq 1, \ 0 \leq y \leq 1\}.
\]
Let \( E_1 := \Gamma_1 \cap \Gamma_3, E_2 := \Gamma_2 \cap \Gamma_3, E_3 := \Gamma_1 \cap \Gamma_2 \) be the three edges that intersect at the point \((0, 0, 0)\), and let \( c := \Gamma_1 \cap \Gamma_2 \cap \Gamma_3 \) denote the corner at the point \((0, 0, 0)\). See Figure 2.

![Figure 2. Labelling of faces, edges and corner of interest for Test Problem (3).](image)

Let \( N \) be a positive integer. Let \( \tau \) be the transition parameter that specifies the point where the mesh transitions between coarse and fine, defined as

\[ \tau = \min \left\{ \frac{1}{2}, \frac{2 \varepsilon \ln N}{\beta} \right\}. \]

**Assumption 3.** We make the assumption that \( \varepsilon \leq C N^{-1} \), as otherwise the analysis can be carried out on a uniform mesh using standard arguments. In particular, the subsequent analysis assumes that

\[ \tau = 2 \varepsilon^{-1} \ln N. \]

We also make the assumption that \( b, f \in C^{4,\alpha}(\bar{\Omega}), \alpha \in (0, 1) \). Along with this we assume that the corner compatibility conditions are such that \( u \in C^{6,\alpha}(\Omega) \cap C^{3,\alpha}(\bar{\Omega}) \), (see [21, 23, 24] for more details).

Divide the one-dimensional \( x \)-interval \([0, 1]\) into two subintervals: \([0, \tau]\) and \([\tau, 1]\). These subintervals are then both partitioned into \( N/2 \) mesh intervals. This gives a one-dimensional piecewise uniform mesh on the \( x \)-interval that we denote as \( T_N[0, 1] \). The corresponding meshes in the \( y \) - and \( z \) -directions are constructed in the same way. The three-dimensional Shishkin mesh, \( T_{N,N,N}(\bar{\Omega}) \), is constructed by taking the tensor product of these three one-dimensional meshes, as visualised in Figure 3.

We now present notation used to denote the various subdomains of \( \Omega \). We use the subscripts \( B, I, \) and \( U \) to represent, respectively, the intervals \([0, \tau]\) (which contains the boundary layer), \([\tau, 1]\) (the interior region), and \([0, 1]\) (the unit interval). These can be combined so that, for example, \( \Omega_{BBB} \) is the corner layer region; see Figure 4. Also, for example, \( \Omega_{UBI} \) is the region \([0, 1] \times [0, \tau] \times [\tau, 1] = \Omega_{BBI} \cup \Omega_{IBI} \).
2.2. Solution decomposition. In order to present a thorough analysis of a numerical method on a Shishkin mesh, a solution decomposition is required. We use a variant of the solution decomposition proposed by Shishkin and Shishkina [21, Section 3.2]. This decomposition represents $u$ as the sum of
Lemma 4 ([21] Theorem 3.2.2]). Let \( b, f \in C^{4,\alpha}(\bar{\Omega}), \alpha \in (0, 1) \). Then the solution, \( u \), to (1) can be decomposed as

\[
u = v + \sum_{i=1}^{3} r_i + \sum_{i=1}^{3} s_i + t,
\]

where for \( l, m, n \geq 0 \) there exists a constant \( C \), such that

\[
\begin{align*}
\frac{\partial^{l+m+n}v}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C \left( 1 + \varepsilon^{2-l-m-n} \right), \quad \text{for } 0 \leq l + m + n \leq 4, \\
\frac{\partial^{l+m+n}r_1}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-l-n})\varepsilon^{-m}e^{-\beta y/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}r_2}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-m-n})\varepsilon^{-l}e^{-\beta x/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}r_3}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-l-m})\varepsilon^{-n}e^{-\beta z/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}s_1}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-l})\varepsilon^{-m-n}e^{-\beta(y+z)/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}s_2}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-m})\varepsilon^{-l-n}e^{-\beta(x+z)/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}s_3}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C(1 + \varepsilon^{2-n})\varepsilon^{-l-m}e^{-\beta(x+y)/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3, \\
\frac{\partial^{l+m+n}t}{\partial x^l \partial y^m \partial z^n}(x, y, z) &\leq C\varepsilon^{-l-m-n}e^{-\beta(x+y+z)/\varepsilon}, \quad \text{for } 0 \leq l + m + n \leq 3.
\end{align*}
\]

The following lemma provides bounds on derivatives in the \( L^2 \)-norm required for the analysis of the interpolation error.
Lemma 5. For $0 \leq l + m + n \leq 3$, where the solution, $u$, to (1) is once again decomposed as in (5), there exists a constant, $C$, such that

\[
\frac{\| \partial^{l+m+n}r_1 \|_{0,\Omega_{BB}}}{\| \partial^{l+m+n}r_1 \|_{0,\Omega_{BU}}} \leq C(1 + \epsilon^{2-l-n})\epsilon^{1/2-m},
\]

\[
\frac{\| \partial^{l+m+n}r_2 \|_{0,\Omega_{BU}}}{\| \partial^{l+m+n}r_2 \|_{0,\Omega_{BU}}} \leq C(1 + \epsilon^{2-l-n})\epsilon^{1/2-m} N^{-2},
\]

\[
\frac{\| \partial^{l+m+n}s_1 \|_{0,\Omega_{BB}}}{\| \partial^{l+m+n}s_1 \|_{0,\Omega_{UB}}} \leq C(1 + \epsilon^{2-l})\epsilon^{1-m-n},
\]

\[
\frac{\| \partial^{l+m+n}s_2 \|_{0,\Omega_{UB}}}{\| \partial^{l+m+n}s_2 \|_{0,\Omega_{UB}}} \leq C(1 + \epsilon^{2-m})\epsilon^{1-l-n},
\]

\[
\frac{\| \partial^{l+m+n}s_3 \|_{0,\Omega_{UB}}}{\| \partial^{l+m+n}s_3 \|_{0,\Omega_{UB}}} \leq C(1 + \epsilon^{2-m})\epsilon^{1-l-n} N^{-2},
\]

Analogous bounds for $r_3$ and $s_3$, on the relevant subdomains, also hold.

Proof. The results follow directly from Lemma 4 and the definition of the $L^2$-norm.

3. Trilinear interpolation

Recall the one-dimensional piecewise uniform mesh, $T_N[0,1]$, and the associated three-dimensional Shishkin mesh $T_{N,N,N}(\Omega)$ defined in Section 2.4. Let $V_N[0,1] \subset H^1[0,1]$ be the space of piecewise linear functions on $T_N[0,1]$. The space of piecewise trilinear functions is $V_{N,N,N}(\Omega) = V_N[0,1] \times V_N[0,1] \times V_N[0,1]$. We now define $I_{N,N,N} : C(\Omega) \to V_{N,N,N}(\Omega)$ to be the nodal piecewise trilinear interpolation operator on $T_{N,N,N}(\Omega)$.

Since we are analysing a finite element method on a layer-adapted mesh, specialised anisotropic interpolation estimates are needed. However, as highlighted by Roos [10] §3.1, the approach that is usually taken for two-dimensional problems is not useful in three dimensions.

To obtain useful interpolation error estimates on the layer regions of the domain we use the following anisotropic interpolation analysis results of Apel and Dobrowolski [2] and Apel [3].
Lemma 6. [2] Theorem 3] Let $\mathcal{Y}$ be any mesh brick of size $h_x \times h_y \times h_z$. Let $\phi \in H^2(\mathcal{Y}) \cap C(\Omega)$. Then its piecewise trilinear nodal interpolant $I_{N,N,N}\phi$ satisfies the bounds

\begin{equation}
\|\phi - I_{N,N,N}\phi\|_{0,\mathcal{Y}} \leq C(h_x^2\|\phi_{xx}\|_{0,\mathcal{Y}} + h_y^2\|\phi_{yy}\|_{0,\mathcal{Y}} + h_z^2\|\phi_{zz}\|_{0,\mathcal{Y}} + h_xh_y\|\phi_{xy}\|_{0,\mathcal{Y}} + h_xh_z\|\phi_{xz}\|_{0,\mathcal{Y}} + h_yh_z\|\phi_{yz}\|_{0,\mathcal{Y}}).
\end{equation}

The result (7) is the natural three-dimensional extension of its two-dimensional counterpart for bilinear interpolants, see, e.g., [11, Lemma 2.2]. Providing that the bounds (9a)

\begin{align}
(9a) \quad \|\phi - I_{N,N,N}\phi\|_{0,\mathcal{Y}} & \leq C(h_x\|\phi_{xx}\|_{0,\mathcal{Y}} + h_xh_y\|\phi_{xy}\|_{0,\mathcal{Y}} + h_xh_z\|\phi_{xz}\|_{0,\mathcal{Y}} + h_yh_z\|\phi_{yz}\|_{0,\mathcal{Y}}), \\
(9b) \quad \|\phi - I_{N,N,N}\phi\|_{0,\mathcal{Y}} & \leq C(h_y\|\phi_{yy}\|_{0,\mathcal{Y}} + h_xh_y\|\phi_{xy}\|_{0,\mathcal{Y}} + h_xh_z\|\phi_{xz}\|_{0,\mathcal{Y}} + h_yh_z\|\phi_{yz}\|_{0,\mathcal{Y}}), \\
(9c) \quad \|\phi - I_{N,N,N}\phi\|_{0,\mathcal{Y}} & \leq C(h_z\|\phi_{zz}\|_{0,\mathcal{Y}} + h_xh_y\|\phi_{xyz}\|_{0,\mathcal{Y}} + h_xh_z\|\phi_{xzz}\|_{0,\mathcal{Y}} + h_yh_z\|\phi_{yzz}\|_{0,\mathcal{Y}}).
\end{align}

Using these results, we now present an analysis for the interpolation error in the $L^2$-norm.

Remark 8. Generally, one only assumes that the solution to the variational form of (1) is found in $H^1_0(\Omega)$. However, in addition, $u$ solves (1), so, in light of Assumption 3 which is required for the solution decomposition to exist, the premise of Lemma 7 is entirely reasonable.

Lemma 9. Suppose $\Omega = (0,1)^3$. Let $u \in H^1_0(\Omega)$ be the solution to (1), and $I_{N,N,N}u$ be its piecewise trilinear nodal interpolant. Then there exists a constant $C$, independent of $\varepsilon$ and $N$ such that

$$
\|u - I_{N,N,N}u\|_{0,\Omega} \leq CN^{-2}.
$$

Proof. Recall the solution decomposition (3): $u = v + \sum_{i=1}^3 r_i + \sum_{i=1}^3 s_i + t$. We analyse each component of $u$ separately, frequently making use of Assumption 3.
Analysing the $v$ component first, we have from (6a) and (7) that

$$\|v - I_{N,N}v\|_{0,\Omega} \leq C N^{-2} \left( \left\| \frac{\partial^2 v}{\partial x^2} \right\|_{0,\Omega} + \left\| \frac{\partial^2 v}{\partial y^2} \right\|_{0,\Omega} + \left\| \frac{\partial^2 v}{\partial z^2} \right\|_{0,\Omega} + \left\| \frac{\partial^2 v}{\partial x\partial y} \right\|_{0,\Omega} + \left\| \frac{\partial^2 v}{\partial x\partial z} \right\|_{0,\Omega} + \left\| \frac{\partial^2 v}{\partial y\partial z} \right\|_{0,\Omega} \right) \leq C N^{-2}.$$ 

For the $r_1$ term on the region $\Omega_{UBU} := \Omega_{BBB} \cup \Omega_{IBB} \cup \Omega_{IBI} \cup \Omega_{BBI}$, we have, by Lemmas 5 and 6, that

$$\|r_1 - I_{N,N}r_1\|_{0,\Omega_{UBU}} \leq C \left( N^{-2} \left\| \frac{\partial^2 r_1}{\partial x^2} \right\|_{0,\Omega_{UBU}} + (\varepsilon N^{-1} \ln N)^2 \left\| \frac{\partial^2 r_1}{\partial y^2} \right\|_{0,\Omega_{UBU}} + N^{-2} \left\| \frac{\partial^2 r_1}{\partial x\partial z} \right\|_{0,\Omega_{UBU}} + (\varepsilon N^{-1} \ln N) N^{-1} \left\| \frac{\partial^2 r_1}{\partial y\partial z} \right\|_{0,\Omega_{UBU}} \right) \leq C \left( \varepsilon^{1/2} N^{-2} + \varepsilon^{1/2} N^{-2} \ln^2 N + \varepsilon^{1/2} N^{-2} + \varepsilon^{1/2} N^{-2} \ln N \right) \leq C \varepsilon^{1/2} N^{-2} \ln^2 N.$$ 

On the region $\Omega \setminus \Omega_{UBU}$, applying a triangle inequality and (6b) yields

$$\|r_1 - I_{N,N}r_1\|_{0,\Omega \setminus \Omega_{UBU}} \leq \|r_1\|_{0,\Omega \setminus \Omega_{UBU}} + \|I_{N,N}r_1\|_{0,\Omega \setminus \Omega_{UBU}} \leq C \varepsilon^{1/2} N^{-2} + C \sqrt{\text{meas}(\Omega \setminus \Omega_{UBU})} \|r_1\|_{0,\infty,\Omega \setminus \Omega_{UBU}} \leq C N^{-2}.$$ 

Combining these last two inequalities we can see that $\|r_1 - I_{N,N}r_1\|_{0,\Omega} \leq C N^{-2}$. Analogous arguments can be applied to show that the same bound holds for the $r_2$ and $r_3$ components.
Next we analyse the $s_1$ component, which is associated with the 2D layer near $x = 0$. By using Lemmas 5 and 6 on the region $\Omega_{UBB} := \Omega_{BBB} \cup \Omega_{IBB}$ one has

\[
\|s_1 - I_{N,N,N}s_1\|_{0,\Omega_{UBB}} 
\leq C \left( N^{-2} \left\| \frac{\partial^2 s_1}{\partial x^2} \right\|_{0,\Omega_{UBB}} + (\varepsilon N^{-1} \ln N)^2 \left\| \frac{\partial^2 s_1}{\partial y^2} \right\|_{0,\Omega_{UBB}} 
+ (\varepsilon N^{-1} \ln N)^2 \left\| \frac{\partial^2 s_1}{\partial z^2} \right\|_{0,\Omega_{UBB}} + N^{-1}(\varepsilon N^{-1} \ln N) \left\| \frac{\partial^2 s_1}{\partial x \partial y} \right\|_{0,\Omega_{UBB}} 
+ N^{-1}(\varepsilon N^{-1} \ln N) \left\| \frac{\partial^2 s_1}{\partial x \partial z} \right\|_{0,\Omega_{UBB}} + (\varepsilon N^{-1} \ln N)^2 \left\| \frac{\partial^2 s_1}{\partial y \partial z} \right\|_{0,\Omega_{UBB}} \right)
\leq C \varepsilon N^{-2} + C \sqrt{\text{meas}(\Omega \setminus \Omega_{UBB})} \|s_1\|_{0,\infty,\Omega \setminus \Omega_{UBB}} \leq CN^{-2}.
\]

Using Lemma 5 on the region $\Omega \setminus \Omega_{UBB}$ gives

\[
\|s_1 - I_{N,N,N}s_1\|_{0,\Omega \setminus \Omega_{UBB}} 
\leq \|s_1\|_{0,\Omega \setminus \Omega_{UBB}} + \|I_{N,N,N}s_1\|_{0,\Omega \setminus \Omega_{UBB}} 
\leq C \varepsilon N^{-2} + C \sqrt{\text{meas}(\Omega \setminus \Omega_{UBB})} \|s_1\|_{0,\infty,\Omega \setminus \Omega_{UBB}} \leq CN^{-2}.
\]

Similar results are valid for $s_2$ and $s_3$.

Finally we look at the corner layer function, $t$, first over the region $\Omega_{BBB}$. By applying Lemma 9 and bounds from Lemma 5 one has

\[
\|t - I_{N,N,N}t\|_{0,\Omega_{BBB}} 
\leq C(\varepsilon N^{-1} \ln N)^2 \left( \left\| \frac{\partial^2 t}{\partial x^2} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^2 t}{\partial y^2} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^2 t}{\partial z^2} \right\|_{0,\Omega_{BBB}} 
+ \left\| \frac{\partial^2 t}{\partial x \partial y} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^2 t}{\partial x \partial z} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^2 t}{\partial y \partial z} \right\|_{0,\Omega_{BBB}} \right)
\leq C \varepsilon^{3/2} N^{-2} \ln^2 N.
\]

Using the result 5a on the region $\Omega \setminus \Omega_{BBB}$ yields

\[
\|t - I_{N,N,N}t\|_{0,\Omega \setminus \Omega_{BBB}} \leq \|t\|_{0,\infty,\Omega \setminus \Omega_{BBB}} \leq CN^{-2}.
\]

Collecting these results and invoking Assumption 8 yields the desired result. □

**Lemma 10.** Let $u$ and $I_{N,N,N}u$ be as defined in Lemma 9. Then there exists a constant $C$, independent of $\varepsilon$ and $N$ such that

\[
\varepsilon \| \nabla (u - I_{N,N,N}u) \|_{0,\Omega} \leq C \varepsilon^{1/2} N^{-1} \ln N.
\]
Proof. We decompose $u$ as in the solution decomposition (5), and analyse each term in turn. By Lemma 7 we have

$$
\varepsilon \left\| \frac{\partial}{\partial x}(v - I_{N,N,v}) \right\|_{0,\Omega} \leq C \varepsilon N^{-1} \left\| \frac{\partial^2 v}{\partial x^2} \right\|_{0,\Omega} + C \varepsilon N^{-2} \left( \left\| \frac{\partial^3 v}{\partial x^2 \partial y} \right\|_{0,\Omega} + \left\| \frac{\partial^3 v}{\partial x^2 \partial z} \right\|_{0,\Omega} + \frac{\partial^3 v}{\partial x \partial y \partial z} \right)_{0,\Omega} \leq C(\varepsilon N^{-1} + N^{-2}) \leq CN^{-2}.
$$

For the $r_1$ term on the region $\Omega_{UBU} := \Omega_{BBB} \cup \Omega_{IBB} \cup \Omega_{IBI} \cup \Omega_{BBI}$, Lemmas 5 and 7 give that

$$
\varepsilon \left\| \frac{\partial}{\partial x}(r_1 - I_{N,N,N,r_1}) \right\|_{0,\Omega_{UBU}} \leq C \varepsilon \left( N^{-1} \left\| \frac{\partial^2 r_1}{\partial x^2} \right\|_{0,\Omega_{UBU}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 r_1}{\partial x^2 \partial y} \right\|_{0,\Omega_{UBU}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 r_1}{\partial x^2 \partial z} \right\|_{0,\Omega_{UBU}} + N^{-2} \left\| \frac{\partial^3 r_1}{\partial x \partial y \partial z} \right\|_{0,\Omega_{UBU}} \right) \leq C(\varepsilon^{3/2} N^{-1} + \varepsilon^{3/2} N^{-2} \ln N + N^{-2} + \varepsilon^{3/2} N^{-2} \ln N + N^{-2} + \varepsilon^{3/2} N^{-2} \ln N + N^{-2})
$$

while on the region $\Omega \setminus \Omega_{UBU}$ the results of Lemmas 5 and 7 together with an inverse inequality yield

$$
\varepsilon \left\| \frac{\partial}{\partial x}(r_1 - I_{N,N,N,r_1}) \right\|_{0,\Omega \setminus \Omega_{UBU}} \leq \varepsilon \left( \left\| \frac{\partial r_1}{\partial x} \right\|_{0,\Omega \setminus \Omega_{UBU}} + \left\| \frac{\partial}{\partial x} I_{N,N,N,r_1} \right\|_{0,\Omega \setminus \Omega_{UBU}} \right) \leq C \varepsilon \left( \max_{(x,y,z) \in \Omega \setminus \Omega_{UBU}} \frac{e^{-\beta y / \varepsilon}}{e^{-\beta y / \varepsilon}} + N \left\| I_{N,N,N,r_1} \right\|_{0,\Omega \setminus \Omega_{UBU}} \right) \leq C \varepsilon \left( N^{-2} + \left\| r_1 \right\|_{0,\infty,\Omega \setminus \Omega_{UBU}} \right) \leq CN^{-2}.
$$

Notice that the pointwise bound on $r_1$ does not depend on $x$. Similarly, the pointwise bound on $r_3$ does not depend on $x$, so analogous arguments can be used to bound the $r_3$ term. The pointwise bound on $r_2$ does depend on $x$, so different arguments are used. We proceed as follows. By applying Lemmas 5 and 7 on the
region $\Omega_{BUU} := \Omega_{BBB} \cup \Omega_{BIB} \cup \Omega_{BII} \cup \Omega_{BBI}$, one has
\[
\varepsilon \left\| \frac{\partial}{\partial x} (r_2 - I_{N,N,N} r_2) \right\|_{0, \Omega_{BUU}} 
\leq C \varepsilon \left( \varepsilon N^{-1} \ln N \left\| \frac{\partial^2 r_2}{\partial x^2} \right\|_{0, \Omega_{BUU}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 r_2}{\partial x^2 \partial y} \right\|_{0, \Omega_{BUU}} 
+ \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 r_2}{\partial^2 x \partial y} \right\|_{0, \Omega_{BUU}} 
+ \varepsilon^2 N^{-2} \ln^2 N \left\| \frac{\partial^3 r_2}{\partial^3 x} \right\|_{0, \Omega_{BUU}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 r_2}{\partial x^2 \partial y} \right\|_{0, \Omega_{BUU}} \right)
\leq C \left( \varepsilon^{1/2} N^{-1} \ln N + \varepsilon^{1/2} N^{-2} \ln N + \varepsilon^{1/2} N^{-2} \ln N 
+ \varepsilon^{1/2} N^{-2} + \varepsilon^{1/2} N^{-2} \ln^2 N + \varepsilon^{1/2} N^{-2} + \varepsilon^{1/2} N^{-2} \right)
\leq C \varepsilon^{1/2} N^{-1} \ln N.
\tag{11}
\]

On the region $\Omega \setminus \Omega_{BUU}$, Lemmas 4 and 5 along with an inverse estimate, yield
\[
\varepsilon \left\| \frac{\partial}{\partial x} (r_2 - I_{N,N,N} r_2) \right\|_{0, \Omega \setminus \Omega_{BUU}} 
\leq C \varepsilon \left( \varepsilon^{-1/2} N^{-2} + N \left\| I_{N,N,N} r_2 \right\|_{0, \Omega \setminus \Omega_{BUU}} \right)
\leq C \varepsilon \left( \varepsilon^{-1/2} N^{-2} + N \left\| r_2 \right\|_{0, \infty, \Omega \setminus \Omega_{BUU}} \right) 
\leq C N^{-2}.
\]

Moving on to the 2D layer, using Lemmas 5 and 7 firstly on the region $\Omega_{UBB} := \Omega_{BBB} \cup \Omega_{BIB}$, and then Lemma 6 together with an inverse inequality on the region $\Omega \setminus \Omega_{UBB}$ one has
\[
\varepsilon \left\| \frac{\partial}{\partial x} (s_1 - I_{N,N,N} s_1) \right\|_{0, \Omega_{UBB}} 
\leq C \varepsilon \left( N^{-1} \left\| \frac{\partial^2 s_1}{\partial x^2} \right\|_{0, \Omega_{UBB}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 s_1}{\partial^2 x \partial y} \right\|_{0, \Omega_{UBB}} \right)
\leq C \left( \varepsilon^2 N^{-1} + \varepsilon^2 N^{-2} \ln N + \varepsilon^2 N^{-2} \ln N 
+ \varepsilon^2 N^{-2} \ln^2 N + \varepsilon^2 N^{-2} \ln^2 N \right) 
\leq C \left( N^{-2} + \varepsilon^2 N^{-1} + \varepsilon^2 N^{-2} \ln^2 N \right),
\]
and

\[ \varepsilon \left\| \frac{\partial}{\partial x} (s_1 - I_{N,N,N}s_1) \right\|_{0,\Omega \setminus \Omega_{UBB}} \leq \varepsilon \left( \left\| \frac{\partial s_1}{\partial x} \right\|_{0,\Omega \setminus \Omega_{UBB}} + \left\| \frac{\partial}{\partial x} I_{N,N,N}s_1 \right\|_{0,\Omega \setminus \Omega_{UBB}} \right) \]

\[ \leq C \varepsilon \left( N^{-2} + N \left\| I_{N,N,N}s_1 \right\|_{0,\Omega \setminus \Omega_{UBB}} \right) \]

\[ \leq C \varepsilon \left( N^{-2} + N \| s_1 \|_{0,\infty,\Omega \setminus \Omega_{UBB}} \right) \]

\[ \leq CN^{-2}. \]

For the \( s_2 \) component, by applying Lemmas 5 and 7 on the region \( \Omega_{BUB} := \Omega_{BBB} \cup \Omega_{BIB} \) one obtains

\[ \varepsilon \left\| \frac{\partial}{\partial x} (s_2 - I_{N,N,N}s_2) \right\|_{0,\Omega_{BUB}} \]

\[ \leq C \varepsilon \left( \varepsilon N^{-1} \ln N \left\| \frac{\partial^2 s_2}{\partial x^2} \right\|_{0,\Omega_{BUB}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 s_2}{\partial x^2 \partial y} \right\|_{0,\Omega_{BUB}} ight) \]

\[ + \varepsilon^2 N^{-2} \ln^2 N \left\| \frac{\partial^3 s_2}{\partial x \partial y^2} \right\|_{0,\Omega_{BUB}} + \varepsilon N^{-2} \ln N \left\| \frac{\partial^3 s_2}{\partial x \partial y \partial z} \right\|_{0,\Omega_{BUB}} \]

\[ + \varepsilon^2 N^{-2} \ln^2 N \left\| \frac{\partial^3 s_2}{\partial x \partial z^2} \right\|_{0,\Omega_{BUB}} \]

\[ \leq C \varepsilon N^{-1} \ln N + \varepsilon N^{-2} \ln N + \varepsilon^2 N^{-2} \ln^2 N + \varepsilon N^{-2} + \varepsilon N^{-2} \ln^2 N \]

\[ \leq C \varepsilon N^{-1} \ln N, \]

while on \( \Omega \setminus \Omega_{BUB} \), Lemmas 4 and 5 along with an inverse inequality, yield

\[ \varepsilon \left\| \frac{\partial}{\partial x} (s_2 - I_{N,N,N}s_2) \right\|_{0,\Omega \setminus \Omega_{BUB}} \]

\[ \leq \varepsilon \left( \left\| \frac{\partial s_2}{\partial x} \right\|_{0,\Omega \setminus \Omega_{BUB}} + \left\| \frac{\partial}{\partial x} I_{N,N,N}s_2 \right\|_{0,\Omega \setminus \Omega_{BUB}} \right) \]

\[ \leq C \varepsilon \left( N^{-2} + N \left\| I_{N,N,N}s_2 \right\|_{0,\Omega \setminus \Omega_{BUB}} \right) \]

\[ \leq C \varepsilon \left( N^{-2} + N \| s_2 \|_{0,\infty,\Omega \setminus \Omega_{BUB}} \right) \]

\[ \leq CN^{-2}. \]

A bound for \( s_3 \) is found using a similar argument to that of \( s_2 \).
Finally, we deal with the corner layer component \( t \). On the region \( \Omega_{BBB} \), Lemmas 5 and 7 give
\[
\varepsilon \left\| \frac{\partial}{\partial x} (t - I_{N,N,N} t) \right\|_{0,\Omega_{BBB}} \leq C \varepsilon^2 N^{-1} \ln N \left\| \frac{\partial^2 t}{\partial x^2} \right\|_{0,\Omega_{BBB}} + C \varepsilon^3 N^{-2} \ln^2 N \left( \left\| \frac{\partial^3 t}{\partial^2 x \partial y} \right\|_{0,\Omega_{BBB}} \right.
\]
\[
+ \left\| \frac{\partial^3 t}{\partial^2 x \partial z} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^3 t}{\partial x \partial y \partial z} \right\|_{0,\Omega_{BBB}} + \left\| \frac{\partial^3 t}{\partial^3 x} \right\|_{0,\Omega_{BBB}}
\]
\[
\leq C \left( \varepsilon^{3/2} N^{-1} \ln N + \varepsilon^{3/2} N^{-2} \ln^2 N \right)
\]
while on the region \( \Omega \setminus \Omega_{BBB} \) one has, by Lemmas 4 and 5 and an inverse inequality, that
\[
\varepsilon \left\| \frac{\partial}{\partial x} (t - I_{N,N,N} t) \right\|_{0,\Omega \setminus \Omega_{BBB}} \leq \varepsilon \left( \left\| \frac{\partial t}{\partial x} \right\|_{0,\Omega \setminus \Omega_{BBB}} + \left\| \frac{\partial I_{N,N,N} t}{\partial x} \right\|_{0,\Omega \setminus \Omega_{BBB}} \right)
\]
\[
\leq \varepsilon \left( \varepsilon^{1/2} N^{-2} + N \left\| I_{N,N,N} t \right\|_{0,\Omega \setminus \Omega_{BBB}} \right)
\]
\[
\leq \varepsilon \left( \varepsilon^{1/2} N^{-2} + N \left\| t \right\|_{0,\infty,\Omega_{BBB}} \right)
\]
\[
\leq C N^{-2}.
\]
Using Assumption 3 it is clear that the bounds from (10) and (11) dominate all the others. Combining them gives the desired result for \( \varepsilon \| \partial/\partial x (u - I_{N,N,N} u) \|_{0,\Omega} \). Using the same approach, corresponding bounds for \( \varepsilon \| \partial/\partial y (u - I_{N,N,N} u) \|_{0,\Omega} \) and \( \varepsilon \| \partial/\partial z (u - I_{N,N,N} u) \|_{0,\Omega} \) can be obtained, completing the proof.

We now present the main result of this section.

**Theorem 11.** Let \( u \) and \( I_{N,N,N} u \) be defined as in Lemma 7. Then there exists a constant \( C \), independent of \( \varepsilon \) and \( N \), such that
\[
\| u - I_{N,N,N} u \|_2 \leq C \left( N^{-2} + \varepsilon^{1/2} N^{-1} \ln N \right).
\]

**Proof.** The desired result is a direct consequence of the definition (2) of the energy norm and Lemmas 4 and 10. \( \square \)

### 4. A Galerkin finite element method

The weak form of (1) is: find \( u \in H^1_0(\Omega) \) such that
\[
B(u, v) := \varepsilon^2 (\nabla u, \nabla v) + (bu, v) = (f, v) \quad \forall v \in H^1_0(\Omega).
\]
Restricting \( u \) and \( v \) to a suitable finite dimensional subspace of \( H^1_0(\Omega) \) gives a Galerkin finite element method for the problem. A standard choice is the space of piecewise trilinear functions defined on the tensor product Shishkin mesh described...
in Section 2. One first forms the one-dimensional piecewise linear basis functions \( \psi^N_i(x) \) on \( T_{N_x}[0,1] \):

\[
\psi^N_i(x) = \begin{cases} 
\frac{x - x_{i-1}}{x_i - x_{i-1}} & \text{if } x_{i-1} \leq x < x_i, \\
\frac{x - x_i}{x_{i+1} - x_i} & \text{if } x_i \leq x < x_{i+1}, \\
0 & \text{otherwise.}
\end{cases}
\]

Define the basis functions \( \psi^N_j(y) \) on \( T_{N_y}[0,1] \), and \( \psi^N_k(z) \) on \( T_{N_z}[0,1] \) in a similar manner. Now define the space of piecewise trilinear functions of a given mesh \( V_{N,N,N}(\Omega) \subset H^1_0(\Omega) \) as

\[
V_{N,N,N}(\Omega) = \text{span}\{ \psi^N_i(x)\psi^N_j(y)\psi^N_k(z) \}, 
\]

for \( i = 1, 2, \ldots, N - 1 \), \( j = 1, 2, \ldots, N - 1 \), \( k = 1, 2, \ldots, N - 1 \).

The Galerkin finite element method for (1) is then defined as: find \( u_{N,N,N} \in V_{N,N,N}(\Omega) \) such that

\[
B(u_{N,N,N}, v_{N,N,N}) = (f, v_{N,N,N}) \quad \text{for all } v_{N,N,N} \in V_{N,N,N}(\Omega).
\]

**Theorem 12.** Let \( u \) be the solution to (1), and \( u_{N,N,N} \) the solution to (15). Then there exists a constant \( C \), independent of \( \varepsilon \) and \( N \), such that

\[
\|u - u_{N,N,N}\|_{\varepsilon} \leq C(N^{-2} + \varepsilon^{1/2}N^{-1}\ln N).
\]

**Proof.** The trilinear form defined in (12) is continuous and coercive, so (15) possesses a unique solution. Thus, one has the following quasi-optimal bound:

\[
\|u - u_{N,N,N}\|_{\varepsilon} \leq C \inf_{\psi \in V_{N,N,N}(\Omega)} \|u - \psi\|_{\varepsilon}.
\]

Since \( I_{N,N,N}u \in V_{N,N,N}(\Omega) \), the result follows as an immediate consequence of Theorem 11. \( \square \)

5. Numerical results

To verify the analytical results of the previous section we use the test problem (3), taken from [5],

\[
-\varepsilon^2 \Delta u + u = f \quad \text{on } (0,1)^3,
\]

where \( u = 0 \) on the boundary, and \( f \) is chosen such that

\[
u = \left(\cos\frac{\pi x}{2} - \frac{e^{-x/\varepsilon} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}}\right) \left(1 - y - \frac{e^{-y/\varepsilon} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}}\right) \left(1 - z^2 - \frac{e^{-z/\varepsilon} - e^{-1/\varepsilon}}{1 - e^{-1/\varepsilon}}\right).
\]

This problem exhibits exponential boundary layers near \( x = 0, y = 0 \) and \( z = 0 \), as well as at the point \((0,0,0)\). See Figure 1.

In Table 1 we present, in the energy norm, the errors for the standard Galerkin FEM for the test problem (16), for a range of values of \( N \) and \( \varepsilon \).

The results in Table 1 show that Theorem 12 is sharp. When \( \varepsilon = 1 \), it is obvious that the error is proportional to \( N^{-1} \). For small \( N \) and \( \varepsilon \), the \( O(N^{-2}) \) term in Theorem 12 appears to dominate. For larger \( N \), it is clear that the \( O(\varepsilon^{1/2}N^{-1}\ln N) \)
Table 1. Errors, $\|u - u_{N,N,N}\|_{e}$, for the standard Galerkin FEM with trilinear elements for various $N$ and $\varepsilon$.

<table>
<thead>
<tr>
<th>$\varepsilon^2$</th>
<th>$|u - u_{N,N,N}|_{e} \times \rho$</th>
<th>$N = 4$</th>
<th>$N = 8$</th>
<th>$N = 16$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
<th>$N = 256$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 1$</td>
<td>0.458e-2</td>
<td>0.269</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>$\rho = 0.034$</td>
<td>0.446e-2</td>
<td>0.166</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>$\rho = 0.034$</td>
<td>0.458e-2</td>
<td>0.269</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
<tr>
<td>$\rho = 0.034$</td>
<td>0.458e-2</td>
<td>0.269</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
<td>0.034</td>
</tr>
</tbody>
</table>

The term is dominating. These results can be further visualised in the log-log plot of Figure 5.
6. Concluding remarks and observations

It has been shown by Liu et al., that for a Galerkin finite element method applied to a singularly perturbed reaction-diffusion problem in two dimensions, one has the following result

\[ \| u - u_{N,N} \| \varepsilon \leq C(N^{-2} + \varepsilon^{1/2}N^{-1}\ln N) \]

where \( u_{N,N} \) is the numerical solution computed on a Shishkin mesh \[11\]. Theorem \[12\] proves that the same result applies to the analogous problem in three dimensions, suggesting that the error estimate of this method is independent of the dimension in which the problem is posed. However, although this result is not surprising, until now, a proof is not available in the literature.

This theorem has other applications. For example, Liu et al. not only prove \[17\], but also establish a similar bound for a two-scale sparse grid method applied to a two-dimensional problem \[11\]. Since the development of sparse grid methods for the three-dimensional problem is even more pertinent, in a companion paper we have done just that \[13\]. However, the analysis hinges on the theory presented here.

Finally, we note that the estimate given above is not “balanced”, in the sense in which that term is introduced by Lin and Stynes \[9\]. That is, the presence of \( \varepsilon^{1/2} \) term in the error estimate means this component is under-weighted (and the results presented in Table 1 verify that this under-weighting is observed in practice, and is not just an artefact of the analysis). However, to extend the FOSLS-type approach of Adler et al. \[1\], for example, requires the results of Theorem \[11\] (as well as addition interpolation results for higher derivatives). Therefore, this theorem has applications beyond its direct use to prove Theorem \[12\].
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