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AN EMBEDDED SDG METHOD FOR THE

CONVECTION-DIFFUSION EQUATION

SIU WUN CHEUNG AND ERIC T. CHUNG

Abstract. In this paper, we present an embedded staggered discontinuous Galerkin method for
the convection-diffusion equation. The new method combines the advantages of staggered dis-

continuous Galerkin (SDG) and embedded discontinuous Galerkin (EDG) method, and results in
many good properties, namely local and global conservations, free of carefully designed stabiliza-
tion terms or flux conditions and high computational efficiency. In applying the new method to
convection-dominated problems, the method provides optimal convergence in potential and sub-

optimal convergence in flux, which is comparable to other existing DG methods, and achieves L2

stability by making use of a skew-symmetric discretization of the convection term, irrespective of
diffusivity. We will present numerical results to show the performance of the method.

Key words. Embedded method, staggered discontinuous Galerkin method, convection-diffusion

equation.

1. Introduction

Discontinuous Galerkin (DG) methods were first introduced by Reed and Hill
for solving hyperbolic equations [40]. The DG methods have been proven superior
to the classical continuous Galerkin (CG) methods for hyperbolic problems. In
the past two decades, DG methods have also been applied to second-order elliptic
problems. A comprehensive study on DG methods for elliptic problems is given in
[1]. The original DG methods for elliptic problems, using polynomial approxima-
tions of degree k for both the potential and the flux, converge with optimal order
k + 1 for the potential but suboptimal order k for the flux. While the same or-
ders of convergence can be obtained by using classical CG finite element methods,
the DG methods give rise to a discrete problem with a higher number of degrees
of freedom. DG methods have therefore been criticized for its high computation
cost and judged to be not being particularly useful for elliptic problems. Later,
the hybridizible discontinuous Galerkin (HDG) method was introduced for solving
elliptic problems [23]. The HDG method provides optimal orders of convergence
for both the potential and the flux in L2 norm. Moreover, superconvergence can
be obtained for the potential through a local postprocessing technique.

In recent years, there are active developments of DG methods for problems in
fluid dynamics and wave propagations, see for example [6, 22, 24, 27, 28, 32, 36,
41, 42, 37]. On the other hand, staggered meshes bring the advantages of reducing
numerical dissipation in computational fluid dynamics [2, 3, 31], and numerical dis-
persion in computational wave propagation [9, 10, 11, 12, 13, 14, 17]. Combining
the ideas of DG methods and staggered meshes, a new class of staggered discontin-
uous Galerkin (SDG) methods was proposed for approximations of Stokes system
[34], convection-diffusion equation [19], and incompressible Navier-Stokes equations
[7]. The new class of SDG methods possesses many good properties, including local
and global conservations, stability in energy, and optimal convergence. For a more
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complete discussion on the SDG method, see also [11, 12, 13, 14, 18, 19, 35] and
the references therein.

In [15, 16], it was shown that the SDG method can be regarded as a limit of
the HDG method. The SDG method can be obtained from the HDG method
by setting the stabilization parameter on a set of edges to be zero and letting
the parameter on another set of edges to infinity. As a result, the SDG method
inherits the advantages of the HDG method, including superconvergence through
the use of a local postprocessing technique. Furthermore, in the SDG method for
incompressible Navier-Stokes equations [7], using the postprocessing and a spectro-
consistent discretizations with a novel splitting of the diffusion and the convection
term, stability in L2 energy is achieved.

The embedded discontinuous Galerkin (EDG) method was first introduced for
solving the linear shell problems [30]. Later, an EDG method for solving second
order elliptic problems was discussed and analyzed in [26]. The EDG method was
obtained from HDG method by enforcing strong continuity for hybrid unknowns
[23]. This greatly reduces the number of degrees of freedom in the globally coupled
system and makes the EDG method has a higher computational efficiency compared
with other DG methods. As a tradeoff for this advantage, the EDG method is not
locally conservative and loses the optimal convergence in the flux achieved by the
HDG method [38]. The loss in accuracy makes the EDG method a less attractive
candidate compared with the HDG method. However, the optimal order of conver-
gence for HDG method is also lost in the case of convection-dominated problems as
shown the numerical examples [25]. In this case, the EDG method becomes appeal-
ing alternative to all other DG methods including the HDG method, since it has a
higher computational efficiency and the same orders of convergence. On the other
hand, compared with the CG finite element method, the EDG method provides
the same sparsity structure of the stiffness matrix after static condensation, whilist
the EDG method is more robust, accurate and stable than the CG finite element
method in convection-dominated problems. We remark that the multiscale discon-
tinuous Galerkin (MDG) method [5, 33] are related to the EDG method, which is
originally proposed for the convection-diffusion problems. The MDG method and
the EDG method are both designed for a globally continuous approximation of the
solution and can give rise to identical schemes. Recently, the EDG method has
been proposed on Euler equations and Navier-Stokes equations [38, 39]. Due to the
advantages shared with other DG methods and the high computational efficien-
cy compared with other DG methods, the EDG method has also been applied to
challenging problems in computational fluid dynamics, such as implicit large eddy
simulation [29].

In this paper, we propose a combination of the SDG method and the EDG
method for the convection-diffusion equation. The new method seeks approxima-
tions in the SDG locally conforming finite element spaces, which gives rise to a flux
formulation without introducing any carefully designed stabilization terms or flux
conditions as in other DG methods. The new method further reduces the size of the
global discrete problem compared with SDG method by restricting the numerical
approximation for the primal unknown to lie in a proper subspace of the SDG finite
element space. Moreover, the new method inherits the stability in L2 energy thanks
to spectro-consistent discretizations in the SDG method. The convergence is opti-
mal with order k+1 for the unknown function and suboptimal with order k for its
gradient, which are comparable to all other DG methods for convection-dominated
problems.
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The paper is organized as follows. In Section 2, we will have a derivation on
the method. Next, in Section 3, we will provide a stability analysis of the method.
Then, in Section 5, we will present extensive numerical examples to see the perfor-
mance of our method. Finally, a conclusion is given.

2. Method description

2.1. Model problem. Let Ω ⊂ R2 be a polygonal domain. We consider the
steady-state convection-diffusion equation with homogeneous Dirichlet boundary
condition:

−µ∆u+ div (bu) = f in Ω,

u = 0 on ∂Ω.
(1)

Here u is the unknown function to be approximated, b = (b1, b2) is a divergence-
free convection field, f is a given source term and g is a given boundary condition.
Also, µ is the diffusivity, which is assumed to be constants throughout the domain
Ω. Before we start the derivation of our method, we shall state the variational
formulation of the problem. Suppose b ∈ L∞(Ω) and f ∈ H−1(Ω). The variational
formulation of the convection-diffusion equation is given by: find u ∈ H1

0 (Ω) such
that for any v ∈ H1

0 (Ω), we have

(2) µ(∇u,∇v)0,Ω + (div (bu), v)0,Ω = (f, v)0,Ω.

Here (·, ·)0,Ω denotes the standard L2(Ω) inner product.
We will derive a mixed method for the problem. Since divb = 0, it is direct to

see that

div (bu) = b · ∇u+ (divb)u = b · ∇u.(3)

We can therefore rewrite (1) as

−µ∆u+
1

2
div (bu) +

1

2
b · ∇u = f in Ω,

u = 0 on ∂Ω.
(4)

We introduce the auxiliary variables

w =
√
µ∇u− 1

2
√
µ
bu,

p = bu.

(5)

Then (4) can be reformulated as a system of first-order linear PDEs:

−√
µdivw +

1

2
√
µ
b ·w +

1

4µ
b · p = f in Ω,

u = 0 on ∂Ω.

(6)

2.2. Staggered meshes. Let Tu be a triangulation of the two-dimensional domain
Ω by a set of triangles without hanging nodes. We introduce the notation Fu to
denote the set of all edges in the triangulation Tu and F0

u to denote the subset of
all interior edges in Fu excluding those on the boundary of Ω. We also denote the
set of all vertices in Tu by Nu. For each triangle in Tu, we take an interior point ν,
denote the initial triangle by S(ν), and divide S(ν) into three triangles by joining
the point ν and the three vertices of S(ν). We also denote the set of all interior
points ν by N , the set of all new edges generated by the subdivision of triangles
by Fp, and the triangulation after subdivision by T . Note that the interior point ν
of each triangle in Tu should be chosen such that the new triangulation T observes
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the shape regularity criterion. In practice, we can simply choose ν as the centroid
of the triangle. Also, F = Fu ∪ Fp denotes the set of all edges of triangles in T
and F0 = F0

u ∪ Fp denotes the set of all interior edges of triangles in T . For each
edge e ∈ Fu, we let R(e) be the union of the all triangles in the new triangulation
T sharing the edge e. Figure 1 demonstrates these definitions. The edges e ∈ Fu

are represented in solid lines and the e ∈ Fp are represented in dotted lines.

ν1

ν2

e

R(e)

S (ν1)

S (ν2)

Figure 1. An illustration of the staggered mesh in two dimensions.

For each edge e ∈ F , we will also define a unit normal vector ne in the following
way. If e ∈ F \ F0 is a boundary edge, then we define ne as the outward unit
normal vector of e from Ω. If e ∈ F0 is an interior edge, then ne is fixed as one of
the two possible unit normal vectors on e. When it is clear that which edge we are
considering, we omit the index e and write the unit normal vector as n.

To end this section, we define the jumps in the following way: for any edge e ∈ F ,
denote one of the triangles in the refined triangulation T , which contains e by τ+,
and denote the other triangle, if exists, by τ−. The outward unit normal vectors
on e in τ+ and τ− are denoted by n+ and n−, respectively. Also, for any quantity
ϕ, the notations ϕ± are defined on the edge e by the values of ϕ|τ± restricted on e.
Then, if ϕ is a scalar quantity, the notation [ϕ] over an edge e defined as

(7) [ϕ]|e := (n · n+)ϕ+ + (n · n−)ϕ−.

If Φ is a vector quantity, then the notation [Φ · n] is similarly defined as

(8) [Φ · n]|e := (n · n+)(Φ+ · n) + (n · n−)(Φ− · n).

2.3. SDG and ESDG finite element spaces. We will define the finite element
spaces. Let k ≥ 0 be a non-negative integer. Let τ ∈ T and e ∈ F . We define
P k(τ) and P k(e) as the space of polynomials whose order is not greater than k on
τ and e, respectively. We will also define norms on the spaces. We use the standard
notations ∥ · ∥0,Ω to denote the standard L2 norm on Ω and ∥ · ∥0,e to denote the
L2 norm on an edge e.

First, we define the following locally H1(Ω)-conforming finite element space:

(9) Uh = {v : v|τ ∈ P k(τ); τ ∈ T ; v is continuous over e ∈ F0
u; v|∂Ω = 0}.

Note that for any v ∈ Uh, we have v|R(e) ∈ H1(R(e)) for each edge e ∈ Fu. We

define the following discrete L2-norm ∥ · ∥X and discrete H1-norm ∥ · ∥Z on the
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space Uh:

∥v∥X =

∥v∥20,Ω +
∑
e∈F0

u

he∥v∥20,e

 1
2

,

∥v∥Z =

∥∇hv∥20,Ω +
∑
e∈Fp

h−1
e ∥[v]∥20,e

 1
2

.

(10)

Next, we define the following ESDG finite element space, which is a proper
subspace of the SDG finite element space:

(11) Ũh = {v ∈ Uh : v is continuous at η; η ∈ Nu}.

Note that the test functions v ∈ Ũh are continuous at only all the nodes in the
initial grid but not the nodes at the refined grid, are therefore they are not globally
continuous. We remark that for the EDG method [26], the space of the numerical
trace is imposed with a global continuity on the skeleton of the mesh.

Finally, we define the following locallyH(div; Ω)-conforming finite element space:

(12) Wh = {Ψ : Ψ|τ ∈ P k(τ)2; τ ∈ T ; Ψ · n is continuous over e ∈ Fp}.

Note that for any Ψ ∈ Wh, we have Ψ|S(ν) ∈ H(div;S(ν)) for each ν ∈ N . We

define the following discrete L2-norm ∥ · ∥X′ and discrete H(div; Ω)-norm ∥ · ∥Z′ on
the space Wh:

∥Ψ∥X′ =

∥Ψ∥20,Ω +
∑
e∈Fp

he∥Ψ · n∥20,e

 1
2

,

∥Ψ∥Z′ =

∥divhΨ∥20,Ω +
∑
e∈F0

u

h−1
e ∥[Ψ · n]∥20,e

 1
2

.

(13)

By [11, 12], there exist interpolation operators I onto Ũh and J onto Wh such
that

B∗
h(u− Iu,Ψ) = 0 for all Ψ ∈ Wh,

Bh(w − Jw, v) = 0 for all v ∈ Uh,
(14)

and

∥u− Iu∥0,Ω ≤ Chk+1|u|Hk+1(Ω),

∥w − Jw∥0,Ω ≤ Chk+1|w|[Hk+1(Ω)]2 .
(15)

2.4. Derivation of the method. We will derive the discrete problem in our SDG
formulation starting from the system of first order equations in (5) and (6).

Multiplying the first equation of (5) by Ψ1 ∈ Wh and integrating over S(ν) for
ν ∈ N , we obtain∫

S(ν)

w ·Ψ1 dx =−√
µ

∫
S(ν)

u(div Ψ1) dx

+
√
µ

∫
∂S(ν)

u(Ψ1 · n) dσ − 1

2
√
µ

∫
S(ν)

p ·Ψ1 dx.(16)
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Similarly, multiplying the second equation of (5) by Ψ2 ∈ Wh and integrating over
S(ν) for ν ∈ N , we have

(17)

∫
S(ν)

p ·Ψ2 dx =

∫
S(ν)

u(b ·Ψ2) dx.

Finally, multiplying the first equation of (6) by v ∈ Uh and integrating over
R(e) for e ∈ F0

u, we have

√
µ

∫
R(e)

w · ∇v dx−√
µ

∫
∂R(e)

(w · n)v dσ +
1

2
√
µ

∫
R(e)

(b ·w) v dx

+
1

4µ

∫
R(e)

(b · p) v dx =

∫
R(e)

fv dx.

(18)

Summing those equations in (16)–(18) over allR(e) and S(ν), we obtain the stag-
gered discontinuous Galerkin method for (1) proposed in [19]: find (uh,wh,ph) ∈
Uh ×Wh ×Wh such that for any v ∈ Uh,Ψ1,Ψ2 ∈ Wh, we have

√
µBh(wh, v) +

1

2
√
µ
Rh

(
wh +

1

2
√
µ
ph, v

)
= (f, v)0,Ω,

√
µB∗

h(uh,Ψ1)−
1

2
√
µ
(ph,Ψ1)0,Ω = (wh,Ψ1)0,Ω,

R∗
h(uh,Ψ2) = (ph,Ψ2)0,Ω,

(19)

where bilinear forms Bh(Ψ, v) and B∗
h(v,Ψ) are defined as

Bh(Ψ, v) =

∫
Ω

Ψ · ∇hv dx−
∑
e∈Fp

∫
e

(Ψ · n) [v] dσ,

B∗
h(v,Ψ) = −

∫
Ω

v divh Ψ dx+
∑
e∈F0

u

∫
e

v [Ψ · n] dσ,
(20)

and the bilinear forms Rh(Ψ, v) and R∗
h(v,Ψ) are defined as

Rh(Ψ, v) =

∫
Ω

(b ·Ψ) v dx,

R∗
h(v,Ψ) =

∫
Ω

v (b ·Ψ) dx.

(21)

Now, if we consider only the test functions v ∈ Ũh in (18), and we seek an

approximation ũh ∈ Ũh for the unknown function u, we obtain the embedded

staggered discontinuous Galerkin method for (1): find (ũh, w̃h, p̃h) ∈ Ũh×Wh×Wh

such that for any v ∈ Ũh,Ψ1,Ψ2 ∈ Wh, we have

√
µBh(w̃h, v) +

1

2
√
µ
Rh

(
w̃h +

1

2
√
µ
p̃h, v

)
= (f, v)0,Ω,

√
µB∗

h(ũh,Ψ1)−
1

2
√
µ
(p̃h,Ψ1)0,Ω = (w̃h,Ψ1)0,Ω,

R∗
h(ũh,Ψ2) = (p̃h,Ψ2)0,Ω.

(22)

By [12], the two bilinear forms in (20) satisfy the adjoint relation

(23) Bh(Ψ, v) = B∗
h(v,Ψ)
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for all v ∈ Uh and Ψ ∈ Wh. The bilinear forms Bh and B∗
h are also continuous

with respect to suitable discrete norms

|Bh(Ψ, v)| ≤ ∥Ψ∥X′∥v∥Z ,
|B∗

h(v,Ψ)| ≤ ∥v∥X∥Ψ∥Z′ ,
(24)

for all v ∈ Uh and Ψ ∈ Wh. Moreover, the bilinear forms Bh and B∗
h satisfy a pair

of inf-sup conditions: there exists constants β1 and β2, independent of h, such that

inf
v∈Uh\{0}

sup
Ψ∈Wh\{0}

Bh(Ψ, v)

∥Ψ∥X′∥v∥Z
≥ β1,

inf
Ψ∈Wh\{0}

sup
v∈Uh\{0}

B∗
h(v,Ψ)

∥v∥X∥Ψ∥Z′
≥ β2.

(25)

Also, it is obvious that the two bilinear forms in (21) satisfy

(26) R∗
h(v,Ψ) = Rh(Ψ, v)

for all v ∈ Uh and Ψ ∈ Wh.

2.5. Linear system. In this section, we derive the linear systems resulting from
(19) and (22). We denote the corresponding matrix representation of the bilinear
forms Bh and Rh by B and R, respectively. Then by the adjoint properties, the
matrix representation of the bilinear forms B∗

h and R∗
h are given by BT and RT ,

respectively. Also, the notations for the finite element solutions would be abused
to denote their corresponding vector representations.

Using these notations, we can write the SDG method (19) as a linear system of
algebraic equations. The second equation of (19) can be written as

(27)
√
µBTuh − 1

2
√
µ
Mph = Mwh,

where M is the mass matrix for the space Wh. Similarly, the last equation of (19)
can be written as

(28) RTuh,1 = Mph.

Lastly, the first equations of (19) can be written as

(29)
√
µBwh +

1

2
√
µ
R

(
wh +

1

2
√
µ
ph

)
= fh.

We can now obtain a linear system with the unknowns wh and ph eliminated.
Combining (27) and (28), we have

wh = M−1

(
√
µBTuh − 1

2
√
µ
RTuh

)
,

ph = M−1RTuh.

(30)

We note that the elimination can be done by solving small problems in each S(ν)
since M is a block diagonal matrix with each block corresponding to the mass
matrix of Wh|S(ν).

We further introduce the notations

∆h = −BM−1BT ,

b · ∇h = −1

2
BM−1RT +

1

2
RM−1BT ,

A = −µ∆h + b · ∇h.

(31)
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We note that the discrete diffusion operator −∆h is symmetric and positive-definite,
and the discrete convection operator b ·∇h is skew-symmetric. Combining (29) and
(30), the algebraic system of the discrete problem (19) can then be reduced to

(32) Auh = fh.

Now, if we denote the matrix representation of the canonical embedding ι : Ũh →
Uh by P , then the matrix representations B̃ and R̃ of the bilinear forms Bh|Wh×Ũh

and Rh|Wh×Ũh are related to B and R by

B̃ = PB,

R̃ = PR.
(33)

The corresponding matrix represenations for the discrete diffusion operator and
discrete convection operator are

∆̃h = −B̃M−1B̃T = P∆hP
T ,

b · ∇̃h = −1

2
B̃M−1R̃T +

1

2
R̃M−1B̃T = P (b · ∇h)P

T .
(34)

Therefore the algebraic system of the discrete problem (22) is given by

(35) Ãũh = f̃h,

where

Ã = PAPT ,

f̃h = Pfh.
(36)

We remark that in the embedded SDG method, the discretization of the diffusion

operator −∆̃h is still symmetric and positive definite. Similarly, the discretization

of the convection operator b · ∇̃h is still skew-symmetric. Therefore the spectro-
consistent discretization is preserved in the new method.

3. Stability analysis

We start this section by stating a stability result in L2 energy for the variational
formulation (2).

Lemma 3.1. Let u ∈ H1
0 (Ω) be the weak solution of the variational formulation

(2) of the convection-diffusion equation. Then we have

(37) µ∥∇u∥20,Ω = (f, u)0,Ω.

Proof. In (2), we take a test function v = u. Then we have

(38) µ∥∇u∥20,Ω + (div (bu), u)0,Ω = (f, u)0,Ω.

On the other hand, using an integration by parts and the relation (3), we have

(div (bu), u)0,Ω = −(bu,∇u)0,Ω

= −(b · ∇u, u)0,Ω

= −(div (bu), u)0,Ω,

(39)

which implies (div (bu), u)0,Ω = 0. This completes the proof. �
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We will next see that the ESDG method provides a similar stability result. In the
SDG method, the stability in L2 energy is due to a spectro-consistent discretizations
with the splitting of the diffusion and the convection term proposed in [19]. The
stability in L2 energy in a numerical method for the convection-diffusion problems
is a kind of measure of how well the numerical solution approximates the analytical
solution, and has significant effects on the quality of the numerical solution (see, for
example, [7], [8]; also see Section 5.3). The ESDG method inherits the stability in
L2 energy from the SDG method due to the same spectro-consistent discretization
structure.

The unknowns in the space Wh in both the SDG method and the ESDG method
give rise to an approximation of the flux z = ∇u in the space Wh. For the ES-

DG method, suppose (ũh, w̃h, p̃h) ∈ Ũh × Wh × Wh is the solution of (22). An
approximation z̃h ∈ Wh for the flux z is then given by

(40) z̃h =
1
√
µ
w̃h +

1

2µ
p̃h = M−1BTPT ũh.

Likewise for the SDG method, suppose (uh,wh,ph) ∈ Uh×Wh×Wh is the solution
of (19). An approximation zh ∈ Wh for the flux z is given by

(41) zh =
1
√
µ
wh +

1

2µ
ph = M−1BTuh.

We are now ready to state the stability result for the ESDG method:

Lemma 3.2. Let (ũh, w̃h, p̃h) ∈ Ũh ×Wh ×Wh be the numerical solution of the
ESDG method (22). Then we have

(42) µ∥z̃h∥20,Ω = (f, ũh)0,Ω,

where z̃h ∈ Wh is defined in (40).

Proof. In (22), we take test functions as follows:

v = ũh,

Ψ1 = −w̃h

Ψ2 = −1

2
z̃h.

(43)

Then we have

√
µBh(w̃h, ũh) +

1

2
√
µ
Rh

(
w̃h +

1

2
√
µ
p̃h, ũh

)
= (f, ũh)0,Ω,

−√
µB∗

h(ũh, w̃h) +
1

2
√
µ
(p̃h, w̃h)0,Ω = −(w̃h, w̃h)0,Ω,

−1

2
R∗

h(ũh, z̃h) = −1

2
(p̃h, z̃h)0,Ω.

(44)

Recalling the definition of z̃h in (40), the above equations can be rewritten as

√
µBh(w̃h, ũh) +

1

2
Rh (z̃h, ũh) = (f, ũh)0,Ω,

−√
µB∗

h(ũh, w̃h) +
√
µ(z̃h, w̃h)0,Ω = 0,

−1

2
R∗

h(ũh, z̃h) +
1

2
(z̃h, p̃h)0,Ω = 0.

(45)
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Summing up the equations in (45), using the adjoint relations (23) and (26), and
the definition of z̃h in (40) again, we have

√
µ(z̃h, w̃h)0,Ω +

1

2
(z̃h, p̃h)0,Ω = (f, ũh)0,Ω

µ

(
z̃h,

1
√
µ
w̃h +

1

2µ
p̃h

)
0,Ω

= (f, ũh)0,Ω

µ∥z̃h∥20,Ω = (f, ũh)0,Ω.

(46)

�

An important message from Lemma 3.2 is that the convection field b vanishes
in the above L2 stability estimate for z̃h. This makes the ESDG approximation
mimics the weak solution z better as the convection field b also vanishes in the
above L2 stability estimate for z in Lemma 3.1. This is an advantage brought by
the novel splitting of the convection term and the diffusion term.

To end this section, we establish the main stability result.

Theorem 3.3. Let (ũh, w̃h, p̃h) ∈ Ũh ×Wh ×Wh be the numerical solution of the
ESDG method (22). Then we have

(47) µ∥ũh∥Z ≤ C∥f∥0,Ω,

where C is a constant independent of mesh size and diffusivity.

Proof. By Lemma 3.2, we have

(48) µ∥z̃h∥20,Ω = (f, ũh)0,Ω.

By Cauchy-Schwarz inequality and the equivalence of the standard L2 norm ∥ ·∥0,Ω
and the discrete H1 norm ∥ · ∥Z on the finite dimensional space Ũh, we obtain the
following estimate for the right hand side:

(49) (f, ũh)0,Ω ≤ ∥f∥0,Ω∥ũh∥0,Ω ≤ K∥f∥0,Ω∥ũh∥Z ,

where K is the constant from the equivalence of norms. On the other hand, by the
adjoint relation (23) and the first inf-sup condition in (25), we have

∥ũh∥Z ≤ 1

β1
sup

Ψ∈Wh\{0}

B∗
h(ũh,Ψ)

∥Ψ∥X′

≤ 1

β1
sup

Ψ∈Wh\{0}

B∗
h(ũh,Ψ)

∥Ψ∥0,Ω

=
1

β1
sup

Ψ∈Wh\{0}

(z̃h,Ψ)0,Ω
∥Ψ∥0,Ω

=
1

β1
∥z̃h∥0,Ω.

(50)

Therefore we have

(51) µ∥ũh∥2Z ≤ β2
1(f, ũh)0,Ω ≤ β2

1K∥f∥0,Ω∥ũh∥Z .

Dividing ∥ũh∥Z on both sides, we obtain the desired result. �
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4. Convergence analysis

In this section, we present an error estimate between the weak solution u in (6)
and the ESDG solution ũh in (22).

Theorem 4.1. Let (u,w,p) be the solution of (5)–(6). Let (ũh, w̃h, p̃h) ∈ Ũh ×
Wh ×Wh be the numerical solution of the ESDG method (22). Then we have the
following optimal error bound:

(52) ∥u− ũh∥L2(Ω) ≤ C(1 + µ−1)hk+1,

where C is a constant independent of mesh size and diffusivity.

Proof. First, we note that the solution (u,w,p) satisfies the following system:

√
µBh(w, v) +

1

2
√
µ
Rh

(
w +

1

2
√
µ
p, v

)
= (f, v)0,Ω,

√
µB∗

h(u,Ψ1)−
1

2
√
µ
(p,Ψ1)0,Ω = (wh,Ψ1)0,Ω,

R∗
h(u,Ψ2) = (p,Ψ2)0,Ω.

(53)

for any v ∈ Ũh,Ψ1,Ψ2 ∈ Wh. Subtracting (22) from (53), we have

√
µBh(w − w̃h, v) +

1

2
√
µ
Rh

(
(w − w̃h) +

1

2
√
µ
(p− p̃h), v

)
= 0,

√
µB∗

h(u− ũh,Ψ1)−
1

2
√
µ
(p− p̃h,Ψ1)0,Ω = (w − w̃h,Ψ1)0,Ω

R∗
h(u− uh,Ψ2) = (p− p̃h,Ψ2)0,Ω.

(54)

Introduce the notations

δu = Iu− ũh ∈ Ũh, εu = u− Iu,

δw = Jw − w̃h ∈ Wh, εw = w − Jw,

δp = Jp− p̃h ∈ Wh, εp = p− Jp.

(55)

Using the properties in (14), we can rewrite (54) as

√
µBh(δw, v) +

1

2
√
µ
Rh

(
δw +

1

2
√
µ
δp, v

)
= − 1

2
√
µ
Rh

(
εw +

1

2
√
µ
εp, v

)
,

√
µB∗

h(δu,Ψ1)−
(
δw +

1

2
√
µ
δp,Ψ1

)
0,Ω

=

(
εw +

1

2
√
µ
εp,Ψ1

)
0,Ω

,

R∗
h(δu,Ψ2)− (δp,Ψ2)0,Ω = −R∗

h(εu,Ψ2) + (εp,Ψ2)0,Ω.

(56)

Using the argument as in (50), by the second equation in (56), we have

(57) ∥δu∥Z ≤ 1

β1
√
µ

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

+

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥
)
.

Moreover, using a discrete Poincaré inequality, we have

(58) ∥δu∥0,Ω ≤ K

β1
√
µ

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

+

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥
0,Ω

)
.
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On the other hand, in (56), we take we take test functions as follows:

v = δu,

Ψ1 = −δw,

Ψ2 = − 1

2
√
µ
δw − 1

4µ
δp.

(59)

Then we have

√
µBh(δw, δu) +

1

2
√
µ
Rh

(
δw +

1

2
√
µ
δp, δu

)
= − 1

2
√
µ
Rh

(
εw +

1

2
√
µ
εp, δu

)
,

−√
µB∗

h(δu, δw) +

(
δw +

1

2
√
µ
δp, δw

)
0,Ω

= −
(
εw +

1

2
√
µ
εp, δw

)
0,Ω

,

− 1

2
√
µ
R∗

h

(
δu, δw +

1

2
√
µ
δp

)
+

1

2
√
µ

(
δp, δw +

1

2
√
µ
δp

)
0,Ω

=
1

2
√
µ
R∗

h

(
εu, δw +

1

2
√
µ
δp

)
− 1

2
√
µ

(
εp, δw +

1

2
√
µ
δp

)
0,Ω

.

(60)

Summing up the equations in (60) and using the adjoint relations (23) and (26),
we have

(61)

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

= T1 + T2 + T3 + T4,

where

T1 =
1

2
√
µ
R∗

h

(
εu, δw +

1

2
√
µ
δp

)
,

T2 = − 1

2
√
µ

(
εp, δw +

1

2
√
µ
δp

)
0,Ω

,

T3 = − 1

2
√
µ
Rh

(
εw +

1

2
√
µ
εp, δu

)
,

T4 = −
(
εw +

1

2
√
µ
εp, δw

)
0,Ω

.

(62)

Next, we will estimate each of these terms. Using Young’s inequality, we have

|T1| ≤
1

2
√
µ
∥b∥L∞(Ω)∥εu∥0,Ω

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

≤ 1

4µ
∥b∥2L∞(Ω)∥εu∥

2
0,Ω +

1

4

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

.

(63)

Similarly, for T2, we imply

|T2| ≤
1

2
√
µ
∥εp∥0,Ω

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

≤ 1

4µ
∥εp∥20,Ω +

1

4

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

.

(64)
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For T3, we have

|T3| ≤
1

2
√
µ
∥b∥L∞(Ω)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥
0,Ω

∥δu∥0,Ω,

≤ 2K2

β2
1µ

2
∥b∥2L∞(Ω)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

+
β2
1µ

32K2
∥δu∥20,Ω.

(65)

For T4, we first observe that

|T4| ≤
∥∥∥∥εw +

1

2
√
µ
εp

∥∥∥∥
0,Ω

∥δw∥0,Ω

≤
∥∥∥∥εw +

1

2
√
µ
εp

∥∥∥∥
0,Ω

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

+
1

2
√
µ
∥δp∥0,Ω

)
.

(66)

Taking Ψ2 = −δp in the last equation of (56), we have

∥δp∥20,Ω = R∗
h(δu, δp) +R∗

h(εu, δp)− (εp, δp)0,Ω

≤ ∥b∥L∞(Ω)(∥δu∥0,Ω + ∥εu∥0,Ω)∥δp∥0,Ω + ∥εp∥0,Ω∥δp∥0,Ω
(67)

Hence we imply

|T4| ≤
∥∥∥∥εw +

1

2
√
µ
εp

∥∥∥∥
0,Ω

∥δw∥0,Ω(68)

≤
∥∥∥∥εw +

1

2
√
µ
εp

∥∥∥∥
0,Ω

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

+
1

2
√
µ

(
∥b∥L∞(Ω)(∥δu∥0,Ω + ∥εu∥0,Ω) + ∥εp∥0,Ω

))
≤
∥∥∥∥εw +

1

2
√
µ
εp

∥∥∥∥2
0,Ω

+
1

4

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

+
2K2

β2
1µ

2
∥b∥2L∞(Ω)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

+
β2
1µ

32K2
∥δu∥20,Ω

+

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

+
1

16µ

(
∥b∥2L∞(Ω)∥εu∥

2
0,Ω + ∥εp∥20,Ω

)

Combining all these estimates with (61), we have

1

4

∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

≤C

(
µ−1∥εu∥20,Ω + µ−1∥εp∥20,Ω + (1 + µ−2)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

)(69)

+
β2
1µ

16K2
∥δu∥20,Ω.
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Combining (58) and (69), we have

∥δu∥20,Ω ≤ K2

β2
1µ

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥
0,Ω

+

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥
0,Ω

)2

≤2K2

β2
1µ

(∥∥∥∥δw +
1

2
√
µ
δp

∥∥∥∥2
0,Ω

+

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

)

≤2K2

β2
1µ

(
C

(
µ−1∥εu∥20,Ω + µ−1∥εp∥20,Ω + (1 + µ−2)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

)

+
β2
1µ

4K2
∥δu∥20,Ω

)
.

(70)

Therefore, we have

(71) ∥δu∥20,Ω ≤ C

µ

(
µ−1∥εu∥20,Ω + µ−1∥εp∥20,Ω + (1 + µ−2)

∥∥∥∥εw +
1

2
√
µ
εp

∥∥∥∥2
0,Ω

)
.

Finally, using the approximation properties (15), we imply

∥δu∥20,Ω ≤ C(1 + µ−2)h2(k+1).(72)

Using triangle inequality on u− ũh = εu + δu, we obtain our desired result. �
We remark that the error u− ũh consists of two parts. The difference δu between

the numerical solution and the interpolation image depends on the viscosity coeffi-
cient µ, while the interpolation error εu does not. As we will see in our numerical
results, the error does not vary significantly with the viscosity coefficient µ.

5. Numerical results

In this section, we illustrate some numerical examples. We carry out numerical
experiments to see and compare the rates of convergence of the SDG method and
the ESDG method. Polynomials with degree k = 1 is used for SDG approximations.
We are interested in the L2 error of the unknown function u and also that of the flux
z = ∇u. We recall the definitions in (40) and (41) for numerical approximations of
the flux.

Throughout this section, we will take Ω = [0, 1]2 ⊂ R2 and use a family of
staggered meshes in all the experiments. We denote the number of uniform divisions
in [0, 1] in the mesh by N . The domain Ω is partitioned into N2 sub-squares with
length h = N−1. Each sub-square is then divided into two identical right-angled
triangles by its diagonal. This constructs the initial triangulation Tu. To construct
the staggered mesh T , we simply take the interior point ν as the centroid in each
initial triangle S(ν) ∈ Tu. Figure 2 illustrates a member of this family with N = 4.
Table 1 compares the numbers of degrees of freedom in the discrete problems (32)
for the SDG method and (35) for the ESDG method for this family of mesh. It can
be seen that the number of degrees of freedom for the ESDG method is almost half
of that of the SDG method for each level of mesh. Indeed, it can be worked out
that for this family of mesh, the ratio of the numbers of the degrees of freedom is
7/12 asymptotically:

dim(Uh) = 12N2 + 4N,

dim(Ũh) = 7N2 + 2N + 1.
(73)
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Figure 2. An illustration of a staggered mesh on Ω = [0, 1]2 with
N = 4.

Table 1. Comparison of numbers of degrees of freedom: dim(Uh)

for SDG and dim(Ũh) for ESDG.

N dim(Uh) dim(Ũh)
2 56 33
4 208 121
8 800 465
16 3136 1825
32 12416 7233
64 49408 28801

5.1. Experiment 1: comparison to the EDG method. The purpose of this
experiment is to compare our method with [38] in the same setting. In this exper-
iment, the convection field b = (b1, b2) is a constant vector. The analytic solution
of this experiment is given by

(74) u(x, y) = xy
(1− eb1(x−1))(1− eb2(y−1))

(1− eb1)(1− eb2)
.

For large values of b1 and b2, there is a boundary layer around the segments x = 1
and y = 1. The diffusivity µ are set to be 1. The constant convection field is
chosen to be b = (20, 20) and the problem is weakly convection-dominated. A
homogeneous Dirichlet boundary condition u|∂Ω = 0 is prescribed. The source
function f is computed accordingly. The SDG method (19) and the ESDG method
(22) are used to solve the problem numerically. We examine the performance of
the ESDG method by comparing the L2 errors and the orders of L2 convergence to
the EDG method and the SDG method.

Figure 3 shows a plot of the numerical solution ũh of the ESDG method. Tables
2 compare the convergence results of the SDG method and the ESDG method
with various scales of diffusivity µ. The second to the firth columns record the
L2 error and the orders of convergence of the potential and the flux for the SDG
method. The sixth to the ninth columns record the L2 error and the orders of
convergence of the potential and the flux for the ESDG method. It can be seen
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that the approximated potential converge with an optimal order 2 in L2 error for
both the SDG method and the ESDG method, which is the same for the EDG
method in [38]. In particular, for N = 32 and N = 64, the ESDG method gives a
L2 error smaller that the SDG method and also the EDG method. However, similar
to the EDG method for second-order elliptic problems [26], our numerical results
show that the ESDG method only provides a suboptimal order 1 of convergence
of L2 error of the approximated flux, while the SDG method provides an optimal
order 2.
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Figure 3. A plot for the numerical solution ũh in Experiment 1.

Table 2. History of convergence in Experiment 1.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 1.50e-01 – 2.48e+00 – 1.03e-01 – 2.31e+00 –
4 8.42e-02 0.84 1.63e+00 0.60 5.80e-02 0.82 2.00e+00 0.21
8 3.37e-02 1.32 6.96e-01 1.23 2.23e-02 1.38 1.38e+00 0.54
16 1.03e-02 1.72 2.15e-01 1.70 6.15e-03 1.86 7.92e-01 0.80
32 2.72e-03 1.91 5.71e-02 1.91 1.55e-03 1.99 4.13e-01 0.94
64 6.91e-04 1.98 1.45e-02 1.98 3.86e-04 2.00 2.09e-01 0.98

5.2. Experiment 2: sensitivity of orders of convergence to diffusivity.
The purpose of this experiment is to examine the performance of the ESDG method
in terms of L2 convergence and compare the ESDG method with the SDG method
in various scales of diffusivity. In this experiment, the convection field b = (b1, b2)
is set to be

b1 = (1− cos(2πx)) sin(2πy),

b2 = − sin(2πx)(1− cos(2πy)).
(75)

The analytic solution of this experiment is given by

(76) u = sin(2πx) cos(2πy).

Figure 4 shows a plot of the convection field b in this experiment. We perform
the experiment with different scales of diffusivity µ. In particular, we are interest-
ed in observing the behaviour of the solutions when µ is small, i.e. the problem
is convection-dominated. An inhomogeneous Dirichlet boundary condition is pre-
scribed. The source function f is computed accordingly. The SDG method (19)
and the ESDG method (22) are used to solve the problem numerically. We examine
the performance of the ESDG method by comparing the L2 errors and the orders
of L2 convergence to the SDG method.
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Figure 4. The convection field b in Experiment 2.

Tables 3–9 compare the convergence results of the SDG method and the ESDG
method with various scales of diffusivity µ. The second to the firth columns record
the L2 error and the orders of convergence of the potential and the flux for the
SDG method. The sixth to the ninth columns record the L2 error and the orders
of convergence of the potential and the flux for the ESDG method. It can be seen
that when the diffusivity µ is close to unity, the SDG method clearly outperforms
the ESDG method. The convergence of the potential is optimal for both methods,
while the convergence of the flux is optimal for the SDG method and suboptimal for
the ESDG method. However, when the diffusivity µ reduces in scale, the optimal
convergence of the flux for the SDG method is lost. By comparing the second
column with the fourth column, and comparing the third column with the column,
it can be seen that for convection-dominated situations, say µ ≤ 10−3 in Tables
6–9, the ESDG method has a comparable performance to the SDG method. With
the considerable reduction in the size of the discrete problem, these results suggest
that the ESDG method is favourable in convection-dominated situations. These
observations in moderate problems and convection-dominated problems are in good
agreement with the descriptions in [38]. Furthermore, we observe that, with a fixed
mesh size, the L2 error of the potential does not vary significantly with the viscosity
coefficient µ.

Table 3. History of convergence for µ = 100 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 3.28e-01 – 2.02e+00 – 6.37e-02 – 3.11e+00 –
4 1.23e-01 1.42 1.19e+00 0.76 1.05e-01 -0.72 2.41e+00 0.37
8 3.58e-02 1.78 3.44e-01 1.79 3.81e-02 1.46 1.47e+00 0.71
16 9.31e-03 1.94 8.95e-02 1.94 1.06e-02 1.85 7.80e-01 0.92
32 2.35e-03 1.99 2.26e-02 1.99 2.72e-03 1.96 3.96e-01 0.98
64 5.89e-04 2.00 5.67e-03 2.00 6.85e-04 1.99 1.99e-01 0.99

Table 4. History of convergence for µ = 10−2 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 1.07e+00 – 1.19e+01 – 6.40e-01 – 9.39e+00 –
4 2.16e-01 2.31 3.89e+00 1.61 2.62e-01 1.29 6.11e+00 0.62
8 5.58e-02 1.95 1.49e+00 1.38 5.55e-02 2.24 2.60e+00 1.23
16 1.39e-02 2.01 4.96e-01 1.59 1.24e-02 2.16 1.02e+00 1.35
32 3.38e-03 2.03 1.43e-01 1.79 2.88e-03 2.11 4.35e-01 1.23
64 8.33e-04 2.02 3.79e-02 1.92 7.01e-04 2.04 2.04e-01 1.09
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Table 5. History of convergence for µ = 2× 10−3 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 1.91e+00 – 3.03e+01 – 1.35e+00 – 2.16e+01 –
4 3.11e-01 2.62 8.52e+00 1.83 4.37e-01 1.63 1.36e+01 0.66
8 8.17e-02 1.93 3.93e+00 1.12 8.27e-02 2.40 4.91e+00 1.47
16 2.07e-02 1.98 1.57e+00 1.32 1.82e-02 2.18 1.74e+00 1.50
32 4.78e-03 2.11 5.35e-01 1.55 4.15e-03 2.13 6.71e-01 1.37
64 1.09e-03 2.13 1.58e-01 1.76 9.71e-04 2.10 2.67e-01 1.33

Table 6. History of convergence for µ = 10−3 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 2.33e+00 – 4.23e+01 – 2.42e+00 – 3.98e+01 –
4 3.61e-01 2.69 1.10e+01 1.95 6.06e-01 2.00 2.09e+01 0.93
8 9.92e-02 1.86 5.66e+00 0.95 1.09e-01 2.47 7.20e+00 1.54
16 2.58e-02 1.94 2.37e+00 1.26 2.30e-02 2.25 2.41e+00 1.58
32 5.99e-03 2.11 8.87e-01 1.42 4.92e-03 2.23 8.58e-01 1.49
64 1.31e-03 2.20 2.77e-01 1.68 1.14e-03 2.11 3.34e-01 1.36

Table 7. History of convergence for µ = 5× 10−4 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 2.78e+00 – 5.53e+01 – 4.65e+00 – 7.80e+01 –
4 4.34e-01 2.68 1.39e+01 2.00 9.42e-01 2.31 3.34e+01 1.22
8 1.22e-01 1.83 7.92e+00 0.81 1.67e-01 2.50 1.15e+01 1.53
16 3.20e-02 1.93 3.37e+00 1.23 3.13e-02 2.41 3.77e+00 1.61
32 7.69e-03 2.06 1.39e+00 1.28 6.15e-03 2.35 1.20e+00 1.65
64 1.66e-03 2.21 4.72e-01 1.56 1.33e-03 2.20 4.27e-01 1.49

Table 8. History of convergence for µ = 2× 10−4 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 3.78e+00 – 8.05e+01 – 1.14e+01 – 1.94e+02 –
4 6.29e-01 2.59 2.08e+01 1.96 2.05e+00 2.48 7.21e+01 1.43
8 1.66e-01 1.93 1.20e+01 0.79 3.41e-01 2.59 2.40e+01 1.59
16 4.28e-02 1.95 5.03e+00 1.26 5.65e-02 2.59 7.94e+00 1.60
32 1.07e-02 2.00 2.26e+00 1.15 9.58e-03 2.56 2.28e+00 1.80
64 2.39e-03 2.16 8.86e-01 1.35 1.79e-03 2.42 6.88e-01 1.73

Table 9. History of convergence for µ = 10−4 in Experiment 2.

Mesh ∥u − uh∥0,Ω ∥z − zh∥0,Ω ∥u − ũh∥0,Ω ∥z − z̃h∥0,Ω
N Error Order Error Order Error Order Error Order
2 5.33e+00 – 1.20e+02 – 2.28e+01 – 3.87e+02 –
4 8.87e-01 2.59 3.06e+01 1.98 3.91e+00 2.54 1.38e+02 1.49
8 2.21e-01 2.01 1.64e+01 0.90 6.20e-01 2.66 4.37e+01 1.66
16 5.43e-02 2.02 6.75e+00 1.28 1.03e-01 2.60 1.50e+01 1.54
32 1.39e-02 1.97 3.10e+00 1.12 1.52e-02 2.76 4.10e+00 1.87
64 3.17e-03 2.13 1.32e+00 1.23 2.52e-03 2.59 1.15e+00 1.84

5.3. Experiment 3: uniform stability in L2 energy with respect to diffu-
sivity. The purpose of this experiment is to examine the stability in L2 energy of
the ESDG method in various scales of diffusivity. We first observe that it is actually
possible to derive different discretizations for the convection term and the diffusion
term, and we will compare our skew-symmetric discretization with two types of
non-skew-symmetric discretizations. Given θ ∈ [0, 1]. we modify the definitions of
the auxiliary variables in (5) by

w =
√
µ∇u− θ

√
µ
bu,

z = bu.

(77)
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Then we can use the same idea as (22) to obtain a new method. The discrete
convection term is then modified accordingly as

(78) b · ∇h = −θB̃M−1R̃T + (1− θ)R̃M−1B̃T .

In particular, when θ = 1/2, it is reduced to ESDG method (22) with a skew-
symmetric discretization of the convection term proposed in Section 2. We will
compare the discretizations with θ = 0, θ = 1/2 and θ = 1, and observe the
advantages brought by the spectro-consistent discretization with the novel splitting
of the convection term and the diffusion term. We remark that a similar experiment
is performed on the SDG method for incompressible Navier-Stokes equations in [7].

In this experiment, the convection field b = (b1, b2) is identical to Experiment 2.

b1 = (1− cos(2πx)) sin(2πy),

b2 = − sin(2πx)(1− cos(2πy)).
(79)

The analytic solution of this experiment is given by

(80) u = sin(2πx) sin(2πy).

We perform the experiment with different scales of diffusivity µ. In particular, we
are interested in observing the behaviour of the solutions when µ is small, i.e. the
problem is convection-dominated. A homogeneous Dirichlet boundary condition
u|∂Ω = 0 is prescribed. The source function f is computed accordingly. The ESDG
method (22) is used to solve the problem numerically. We use a mesh with size
N = 32. We are interested in the L2 norm ∥z̃h∥0,Ω of the approximation z̃h of the

flux z. By a direct computation, it is easy to see that ∥z∥0,Ω =
√
2π ≈ 4.4429.

Tables 10 records the L2 norm ∥z̃h∥0,Ω of the approximation z̃h with the three
different discretizations. For more moderate problems µ > 10−3, it can be seen that
all the three discretizations provide a approximation z̃h with the L2 norm close to
the value

√
2π. However, for convection dominated problems, the skew symmetric

discretization θ = 1/2 clearly outperforms the other two discretizations. In spite
of the machine error due to an ill-conditioned linear system as the diffusivity tends
to zero, the L2 norm ∥z̃h∥0,Ω of the approximation z̃h is around a constant when
θ = 1/2. Meanwhile, for the other two discretizations, the L2 norm ∥z̃h∥0,Ω of the
approximation z̃h blows up as the diffusivity tends to zero.

Table 10. Record of ∥zh∥0,Ω in Experiment 3.

Diffusivity ∥zh∥0,Ω
µ θ = 0 θ = 1/2 θ = 1

100 4.43e+00 4.43e+00 4.43e+00

10−2 4.47e+00 4.47e+00 4.47e+00

2 × 10−3 4.48e+00 4.49e+00 4.59e+00

10−3 6.33e+00 4.52e+00 9.31e+00

5 × 10−4 1.12e+03 4.59e+00 2.01e+03

2 × 10−4 1.81e+03 4.88e+00 8.73e+02

10−4 1.55e+05 5.52e+00 8.51e+04

6. Conclusion

In this paper, we develop an embedded staggered discontinuous Galerkin method
for the convection-diffusion equation. Thanks to the design of the SDG finite ele-
ment spaces, the new method provides local and global conservations, and does not
require the introduction of carefully designed stabilization terms or flux conditions.
Furthermore, L2 stability is achieved by a skew-symmetric discretization of the con-
vection term. Numerical results are presented to show the robustness of the method
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with respect to diffusivity. On the other hand, the method seeks reduced approx-
imations in a subspace of the SDG finite element space. In convection-dominated
problems, like other DG methods, the convergence are optimal in potential and
suboptimal in flux, as our numerical results have shown.
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