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LOCAL ANALYSIS OF THE LOCAL DISCONTINUOUS

GALERKIN METHOD WITH THE GENERALIZED

ALTERNATING NUMERICAL FLUX FOR TWO-DIMENSIONAL

SINGULARLY PERTURBED PROBLEM

YAO CHENG, QIANG ZHANG, AND HAIJIN WANG∗

Abstract. In this paper, we analyze the local discontinuous Galerkin method with the gener-

alized alternating numerical flux for two-dimensional singularly perturbed problem with outflow
boundary layers. By virtue of the two-dimensional generalized Gauss-Radau projection and ener-
gy technique with suitable weight function, we obtain the double-optimal error estimate, namely,
the convergence rate in L

2-norm out of the outflow boundary layer is optimal, and the width
of boundary layer is quasi-optimal, when piecewise tensor product polynomial space on quasi-
uniform Cartesian meshes are used. Numerical experiments are given to verify the theoretical
results.

Key words. Local analysis, local discontinuous Galerkin method, generalized alternating nu-
merical flux, error estimate, singularly perturbed problem.

1. Introduction

Let Ω = (0, 1)2 be the unit square with boundary Γ, and T > 0 is a final time.
Consider the following two-dimensional singularly perturbed (SP) problem

ut − ε△u+ β · ∇u + cu = f in Ω× (0, T ],(1a)

with the Dirichlet boundary condition

(1b) u(x, y, t) = g(x, y, t) on Γ× (0, T ],

and the initial condition

(1c) u(x, y, 0) = u0(x, y) in Ω.

Here 0 < ε ≪ 1 is the diffusion coefficient, β = (β1, β2) is the convective velocity
field. Without loss of generality, we assume β1 and β2 are positive constants. We
also assume the given functions c, f, g and u0 are smooth enough.

It is well known that the exact solution of the SP problem (1) may change rapidly
in a narrow region nearby the outflow boundaries x = 1 and y = 1, and it always
appear boundary layer with width O(ε log(1/ε)). To give a nice numerical result to
this problem, many algorithms have been presented and developed [17]. The local
discontinuous Galerkin (LDG) method is a special class of DG methods which has
received increasing interest during the last two decades. It was firstly introduced
by Cockburn and Shu [8] for the convection-diffusion problems, motivated by the
successful numerical experiment of Bassi and Rebay [1] for compressible Navier-
Stokes problems. Since the discontinuous finite element spaces do not require any
continuity at interface boundaries, the LDG method is very good at solving those
fast-varying, even those discontinuous solutions [11]. For more knowledge about
this method, please refer to the review paper [21] and the reference therein.
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There have been many global error analysis of the LDG methods for convection
diffusion problems, for example [3,9,15,19,21], where the exact solution is assumed
to be smooth enough in the whole domain. However, for SP problems, the exact
solutions often have no uniform smoothness in the whole domain, and the corre-
sponding global results become useless. To show the numerical advantage of the
LDG method for SP problems, local analysis has been carried out in [5,6,23], where
the double-optimal local error estimate was obtained. Here double-optimal means
that the convergence rate in L2-norm out of the outflow boundary layer is optimal,
and the width of boundary layer is quasi-optimal. Numerical methods related to
this topic also include the space-time DG method [13], the interior penalty DG
method [10], continuous interior penalty method [2] and so on.

It is worthy to point out that, in [5, 6, 23] the double-optimal error estimates
were established for purely alternating numerical flux, which means the purely up-
wind numerical flux for the convection and the purely alternating fluxes for the
diffusion. However, this type of flux is often not easy to define for linear equa-
tions with varying-coefficients or even nonlinear equations [4]. From the view of
practice, the generalized alternating numerical flux (GANF) is used more wide-
ly in the LDG method. Recently, motivated by the optimal error estimate of an
upwind-biased DG method [16], we studied the LDG method with GANF for lin-
ear convection-diffusion problems in [4]. By virtue of the generalized Gauss-Radau
(GGR) projection [15, 16], we obtained the optimal L2-norm error estimate in the
whole domain. Furthermore, by establishing the sharp approximation property of
the one-dimensional GGR (1-d GGR) projection with the weight function, we also
derived in [7] the double-optimal local error estimate for the one-dimensional SP
problem with stationary outflow boundary layer.

The objective of this paper is to extend the results of [7] to the two-dimensional
SP problems with stationary outflow boundary layers. We will present the local
stability and show the double-optimal local error estimate of LDG method with
GANF for Qk element on quasi-uniform Cartesian meshes, where Qk means the
space of polynomials of degree at most k ≥ 0 in each variable.

As an important ingredient in the local analysis, the weight function must be
defined carefully. In this paper, we take it as the exponential decay function along
each spatial directions. Besides, to achieve the double optimal local error estimate,
our main technique is the two-dimensional GGR (2-d GGR) projection. The corre-
sponding properties of 2-d GGR projections with the weight function are not easy
to be established. Specifically, there are mainly two issues we have to consider.

(1) One is to obtain the optimal approximation property of 2-d GGR pro-
jections with weight function. Since the 2-d GGR projections have much
complex expressions under the Dirichlet boundary condition, the direct ma-
nipulations based on the matrix analysis as [7] is much involved. The main
difficulty is caused by the definition of GGR projection at the corner points.
To overcome this difficulty, we will carefully investigate the structures of
coefficient matrices and use some properties of tensor product of matrices.

(2) The other is to get the superconvergence property of 2-d GGR projections
with weight function. Different from one dimensional case, the approxi-
mation errors for 2-d GGR projections can not be completely eliminated,
in each element and on the interior element boundaries. To derive the
optimal error estimate, we need to explore the superconvergence proper-
ty, which has been discussed in [4], where the 2-d GGR projection under
periodic boundary condition was considered. However, in the local error
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analysis, this property equipped with suitable weight function need to be
established.

The rest of this paper is organized as follows. In Section 2, we present the
LDG scheme based on GANF for the two-dimensional SP problem. In Section
3, we present the local stability analysis by virtue of the local L2 projection and
the suitable weight function. Section 4 is the main body of this paper, where the
double-optimal local error estimate are established with the help of the 2-d GGR
projection. In Section 5, we present some numerical experiments to verify the
theoretical results. Some concluding remarks and some technical proofs are given
in Section 6 and Appendix, respectively.

2. LDG scheme

Let Ωh = {Kij}j=1,...,Ny

i=1,...,Nx
be a quasi-uniform rectangular tessellation of Ω with

element Kij = Ii × Jj , where Ii = (xi− 1
2
, xi+ 1

2
) and Jj = (yj− 1

2
, yj+ 1

2
). Denote by

the maximum cell size h = max
K∈Ωh

hK , where hK is the diameter of element K. The

associated finite element space is defined as

(2) Vh ≡ {v ∈ L2(Ω) : v|K ∈ Qk(K), ∀K ∈ Ωh},

where Qk(K) denotes the space of polynomials of degree at most k ≥ 0 in each
variable on K. Obviously, this space is contained in the following broken Sobolev
space

(3) Hm(Ωh) ≡ {v ∈ L2(Ω) : v|K ∈ Hm(K), ∀K ∈ Ωh}, m ≥ 1,

whose function is allowed to have discontinuities across the element interfaces. De-
note v±

i+ 1
2
,y
= limx→x±

i+1
2

v(x, y) and v±
x,j+ 1

2

= limy→y±
j+1

2

v(x, y) by the traces along

different directions. We define the jumps and the weighted averages as

[[v]]i+ 1
2
,y = v+

i+ 1
2
,y
− v−

i+ 1
2
,y
, [[v]]x,j+ 1

2
= v+

x,j+ 1
2

− v−
x,j+ 1

2

,(4a)

vα,y
i+ 1

2
,y

= αv−
i+ 1

2
,y
+ α̃v+

i+ 1
2
,y
, vx,α

x,j+ 1
2

= αv−
x,j+ 1

2

+ α̃v+
x,j+ 1

2

,(4b)

for any i = 1, 2, · · · , Nx − 1 and j = 1, 2, · · · , Ny − 1. Definition (4b) can be also
extended to i = 0, Nx and j = 0, Ny with some special parameters, which will be
given in the later analysis. Here and below, we use the simplified notation α̃ = 1−α
for an arbitrary parameter α.

By introducing two auxiliary variables p =
√
εux and q =

√
εuy, equation (1)

can be written in the following equivalent first-order system

ut + (β1u−
√
εp)x + (β2u−

√
εq)y + cu = f,(5a)

p =
√
εux,(5b)

q =
√
εuy.(5c)
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The LDG scheme is to seek uh, ph, qh ∈ Vh, such that in each element Kij ∈ Ωh,
the following variational forms

∫

Kij

[(
(uh)t + cuh

)
vh −

(
β1uh −

√
εph
)
(vh)x −

(
β2uh −

√
εqh
)
(vh)y

]
dxdy

+

∫

Jj

[
(ĥ1uv

−
h )i+ 1

2
,y − (ĥ1uv

+
h )i− 1

2
,y

]
dy

+

∫

Ii

[
(ĥ2uv

−
h )x,j+ 1

2
− (ĥ2uv

+
h )x,j− 1

2

]
dx =

∫

Kij

fvhdxdy,(6a)

∫

Kij

[
phrh +

√
εuh(rh)x

]
dxdy +

∫

Jj

[
(ĥpr

−
h )i+ 1

2
,y − (ĥpr

+
h )i− 1

2
,y

]
dy = 0,(6b)

∫

Kij

[
qhsh +

√
εuh(sh)y

]
dxdy +

∫

Ii

[
(ĥqs

−
h )x,j+ 1

2
− (ĥqs

+
h )x,j− 1

2

]
dx = 0,(6c)

hold for all test functions vh, rh, sh ∈ Vh. The “hat” terms in (6) are the so-called
numerical fluxes which are very important in the design of LDG methods. In this
paper, we would like to adopt the generalized alternating numerical flux, similar
as [4]. Namely, on the interior element interfaces, we define

(ĥ1u, ĥp)i+ 1
2
,y = (β1u

θ1,y
h −

√
εpθ̃1,yh ,−

√
εuθ1,yh )i+ 1

2
,y, i = 1, . . . , Nx − 1,(7a)

(ĥ2u, ĥq)x,j+ 1
2
= (β2u

x,θ2
h −

√
εqx,θ̃2h ,−

√
εux,θ2h )x,j+ 1

2
, j = 1, . . . , Ny − 1,(7b)

with θ1 >
1
2 and θ2 >

1
2 . Obviously, they are purely alternating numerical flux

when θ1 = θ2 = 1. If the element boundary lies on Γ, we define the numerical
fluxes similarly as [3, 5–7], i.e.

(ĥ1u, ĥp) 1
2
,y = (β1g −

√
εp+h ,−

√
εg) 1

2
,y,(7c)

(ĥ2u, ĥq)x, 1
2
= (β2g −

√
εq+h ,−

√
εg)x, 1

2
,(7d)

and

(ĥ1u, ĥp)Nx+
1
2
,y = (β1u

−
h − γ1(g − u−h )−

√
εp−h ,−

√
εg)Nx+

1
2
,y,(7e)

(ĥ2u, ĥq)x,Ny+
1
2
= (β2u

−
h − γ2(g − u−h )−

√
εq−h ,−

√
εg)x,Ny+

1
2
.(7f)

Here γ1 and γ2 depend on the ratio of viscosity coefficient and mesh size, in this
paper we take γ1 = γ2 = ε/h.

The initial solution can be taken as any (k + 1)-th order approximation of u0,
for example, uh(0) = Πhu0, where Πh is the standard local L2-projection onto Vh.
Namely, for any function z ∈ L2(Ω), the projection Πhz is defined as the unique
function in Vh such that in each K ∈ Ωh, there holds

(8) 〈Πhz − z, vh〉K = 0, ∀vh ∈ Qk(K),

where 〈·, ·〉K is the standard inner product in L2(K).
Till now we have completed the definition of the LDG scheme for problem (1).

To facilitate the analysis, we sum up the variation forms in (6) over all elements
and obtain the following compact form: find wh = (uh, ph, qh) ∈ Vh ≡ (Vh)

3, such
that

(9) 〈(uh)t, vh〉+Bh(wh,χh) = Fh(t;χh), ∀χh = (vh, rh, sh) ∈ Vh,
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where 〈·, ·〉 =
∑

K 〈·, ·〉K . The bilinear functional in (9) is defined by

Bh(wh,χh) = 〈cuh, vh〉+ 〈ph, rh〉+ 〈qh, sh〉 − H1(uh, vh)−H2(uh, vh)

+
√
ε
[
Kθ11 (uh, rh) +Kθ22 (uh, sh)

]
+
√
ε
[
Lθ̃11 (ph, vh) + Lθ̃22 (qh, vh)

]
,(10)

with

H1(w, v) = 〈β1w, vx〉

+

Ny∑

j=1

∫

Jj

(Nx−1∑

i=1

β1(w
θ1,y[[v]])i+ 1

2
,y − (β1 + γ1)(wv)

−
Nx+

1
2
,y

)
dy,

H2(w, v) = 〈β2w, vy〉

+

Nx∑

i=1

∫

Ii

(Ny−1∑

j=1

β2(w
x,θ2 [[v]])x,j+ 1

2
− (β2 + γ2)(wv)

−
x,Ny+

1
2

)
dx,

Kθ11 (w, v) = 〈w, vx〉+
Ny∑

j=1

∫

Jj

Nx−1∑

i=1

(wθ1,y[[v]])i+ 1
2
,ydy,

Kθ22 (w, v) = 〈w, vy〉+
Nx∑

i=1

∫

Ii

Ny−1∑

j=1

(wx,θ2 [[v]])x,j+ 1
2
dx,

Lθ̃11 (w, v) = 〈w, vx〉+
Ny∑

j=1

∫

Jj

(Nx−1∑

i=1

(wθ̃1,y[[v]])i+ 1
2
,y − (wv)−

Nx+
1
2
,y
+ (wv)+1

2
,y

)
dy,

Lθ̃22 (w, v) = 〈w, vy〉+
Nx∑

i=1

∫

Ii

(Ny−1∑

j=1

(wx,θ̃2 [[v]])x,j+ 1
2
− (wv)−

x,Ny+
1
2

+ (wv)+
x, 1

2

)
dx,

for any w, v ∈ H1(Ωh). The linear functional in (9) is defined by

Fh(t;χh) = 〈f, vh〉 +

Ny∑

j=1

∫

Jj

[
γ1(gv

−
h )Nx+

1
2
,y + β1(gv

+
h ) 1

2
,y

]
dy

+

Nx∑

i=1

∫

Ii

[
γ2(gv

−
h )x,Ny+

1
2
+ β2(gv

+
h )x, 12

]
dx

+
√
ε

Ny∑

j=1

∫

Jj

[
(gr−h )Nx+

1
2
,y − (gr+h ) 1

2
,y

]
dy

+
√
ε

Nx∑

i=1

∫

Ii

[
(gs−h )x,Ny+

1
2
− (gs+h )x, 12

]
dx.(11)

There hold the following relationships which will be used frequently in this paper.

Lemma 2.1. For any w, v ∈ H1(Ωh), there hold identities

Lθ̃11 (w, v) = −Kθ11 (v, w), Lθ̃22 (w, v) = −Kθ22 (v, w).(12)

Proof. They are obtained directly by using integration by parts and some trivial
manipulations, so we omit the details here. �
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3. Local stability

In this section we devote us to obtaining the local stability for the considered
LDG scheme. We will first give some notations, then introduce the weight function
as well as some related properties. After that, we present two important properties
of LDG spatial discretization, and the local stability result.

3.1. Some notations. Denote ‖ · ‖L2(D) as the standard L
2 norm in D, and drop

the subscript if D = Ω. For any z ∈ H1(Ωh), define

‖z‖Γh =

{ Ny∑

j=1

∫

Jj

Nx∑

i=1

[
(z−
i+ 1

2
,y
)2 + (z+

i− 1
2
,y
)2
]
dy

+

Nx∑

i=1

∫

Ii

Ny∑

j=1

[
(z−
x,j+ 1

2

)2 + (z+
x,j− 1

2

)2
]
dx

} 1
2

,(13)

as the L2 norm of function z on all element interfaces Γh. Furthermore, for any
z ∈ Hm(Dh) with m ≥ 0 and a collection of elements set Dh, assume that ψ is an
arbitrary weight function, we define the weighted semi-norm as

(14) |z|ψ,m,Dh
=

{
∑

i+j=m

∑

K∈Dh

∫

K

(ψDi
xD

j
yz)

2dxdy

} 1
2

,

where Di
xz denotes the i-th order derivative of z with respect to the spatial variable

x (similar comments can be applied to Dj
yz). If ψ = 1 or Dh = Ωh, we will omit

the corresponding subscripts.

3.2. Weight function and related properties. In this paper, we employ the
weight function

ψ(x, y) = ϕ
(x− x0

σh

)
ϕ
(y − y0

σh

)
(15)

with cut-off function

(16) ϕ(r) =

{
e−r, r > 0,

2− er, r ≤ 0,

where σ ≥ 2 is a sufficiently large constant and (x0, y0) ∈ Ω is a fixed point which
will be given in the local analysis. The similar weight functions have been adopted
in [5–7, 13, 22]. This weight function satisfies the following elemental properties
[5–7]:

(1) It is bounded. Namely, ψ(x, y) ∈ (1, 4) if (x, y) ∈ Ω0 ≡ (0, x0) × (0, y0),
and ψ(x, y) ∈ (0, 2hµ) if x ≥ x0 +µσh log 1

h or y ≥ y0 +µσh log 1
h with any

µ > 0.
(2) It is decreasing in both x and y direction. Namely, ψx < 0 and ψy < 0.
(3) Its derivatives have similar form in the sense

(17) |ψx| ≤ C(σh)−1 |ψ| , |ψy| ≤ C(σh)−1 |ψ| .
Here and below, the symbol C denotes a generic positive constant indepen-
dent of σ, x0, y0, h and ε. It may have different value at each occurrence.

(4) On any domain D of diameter σh,

RO(D,ψ) +RO(D,ψx) +RO(D,ψy) ≤ C,(18)



LOCAL ANALYSIS OF LDG WITH GANF FOR 2-D SP PROBLEMS 791

where RO(D, v) = max
(x,y)∈D

|v(x, y)|/ min
(x,y)∈D

|v(x, y)| represents the relative

oscillation [14] on domainD. This property implies that the weight function
is smooth and changes slowly in a local region.

Based on the properties (17) and (18), we can set up the following inverse in-
equalities and approximation properties. Similar discussion for these conclusions
can be found in [5–7], so we omit the detailed proofs here.

Lemma 3.1. For any zh ∈ Vh, there hold

(19) |zh|ψ,1 ≤ Ch−1‖ψzh‖, ‖ψzh‖Γh ≤ Ch−
1
2 ‖ψzh‖.

Lemma 3.2. Let z be a given function, and denote by Π⊥
h z = z − Πhz the

L2-projection error. There holds the following approximation properties:

(1) If z ∈ Hs+1(Ωh) with s ≥ 0, then

‖ψΠ⊥
h z‖ + h

1
2 ‖ψΠ⊥

h z‖Γh ≤ Chmin(k,s)+1|z|ψ,s+1.(20)

(2) If zh ∈ Vh, then

‖ψ−1Π⊥
h (ψ

2zh)‖+ h
1
2 ‖ψ−1Π⊥

h (ψ
2zh)‖Γh ≤ Ch

1
2σ− 1

2 ‖|ψ∇ψ| 12 zh‖(21a)

≤ Cσ−1‖ψzh‖,(21b)

where ψ−1 = 1/ψ.

Remark that the super-approximation property (21) will play an important role
in the local stability analysis.

3.3. Properties of LDG spatial discretization. In this subsection, we derive
two properties for the LDG spatial discretization under the following weighted norm

‖χ‖⋆ ≡
[
‖ψv‖2 + ‖ψr‖2 + ‖ψs‖2 + β1‖|ψψx|

1
2 v‖2 + J2x,θ1(ψv)

+ β2‖|ψψy|
1
2 v‖2 + J2y,θ2(ψv)

] 1
2

,

(22)

for any function χ = (v, r, s) ∈ H1(Ωh) ≡ (H1(Ωh))
3, where

Jx,θ1(v)

=

{ Ny∑

j=1

∫

Jj

(1
2
β1(v

+)21
2
,y +

Nx−1∑

i=1

β1(θ1 −
1

2
)[[v]]2i+ 1

2
,y + (

1

2
β1 + γ1)(v

−)2Nx+
1
2
,y

)
dy

} 1
2

,

Jy,θ2(v)

=

{
Nx∑

i=1

∫

Ii

(1
2
β2(v

+)2x, 1
2

+

Ny−1∑

j=1

β2(θ2 −
1

2
)[[v]]2x,j+ 1

2

+ (
1

2
β2 + γ2)(v

−)2x,Ny+
1
2

)
dx

} 1
2

,

are related to the definition of numerical fluxes.

Lemma 3.3. Suppose ε < h. For any function χ = (v, r, s) ∈ H1(Ωh), there
holds

(24) Bh(χ, ψ
2χ) ≥ (1− Cσ− 1

2 )‖χ‖2⋆ − C‖ψv‖2,

where the bounding constant C > 0 is independent of σ, h, x0, y0,χ and ε.
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Proof. It is followed from (10) that

Bh(χ, ψ
2χ) =

〈
cv, ψ2v

〉
+ ‖ψr‖2 + ‖ψs‖2 +Υ1 +Υ2 +Υ3,(25)

where

Υ1 = −H1(v, ψ
2v)−H2(v, ψ

2v),(26a)

Υ2 =
√
εKθ11 (v, ψ2r) +

√
εLθ̃11 (r, ψ2v),(26b)

Υ3 =
√
εKθ22 (v, ψ2s) +

√
εLθ̃22 (s, ψ2v),(26c)

which will be estimated separately.
After a trivial manipulation and integration by parts, we get that

〈
v, (ψ2v)x

〉
= 〈v, ψψxv〉+

〈
1, (

1

2
ψ2v2)x

〉

= 〈v, ψψxv〉 −
Ny∑

j=1

∫

Jj

[1
2
(ψv+)21

2
,y +

Nx−1∑

i=1

1

2
[[ψ2v2]]i+ 1

2
,y −

1

2
(ψv−)2Nx+

1
2
,y

]
dy.

Observing that

vθ1,y
i+ 1

2
,y
[[ψ2v]]i+ 1

2
,y −

1

2
[[ψ2v2]]i+ 1

2
,y = −(θ1 −

1

2
)[[ψv]]2i+ 1

2
,y

for any i = 1, 2, · · · , Nx − 1, and the fact that ψx < 0, we obtain

H1(v, ψ
2v) = −β1‖|ψψx|

1
2 v‖2 − J2x,θ1(ψv).

Similarly, H2(v, ψ
2v) = −β2‖|ψψy|

1
2 v‖2 − J2y,θ2(ψv). Thus we obtain

Υ1 = β1‖|ψψx|
1
2 v‖2 + β2‖|ψψy|

1
2 v‖2 + J2x,θ1(ψv) + J2y,θ2(ψv).(27)

By Lemma 2.1 and a direct manipulation, we have

|Υ2| =
∣∣∣
√
εKθ11 (v, ψ2r)−

√
εKθ11 (ψ2v, r)

∣∣∣ = |2
√
ε 〈ψψxv, r〉 |.

Using Cauchy-Schwarz inequality and property (17) we get

|Υ2| ≤ 2
√
ε‖|ψψx|

1
2 v‖‖|ψψx|

1
2 r‖ ≤ C

√
ε(σh)−

1
2 ‖|ψψx|

1
2 v‖‖ψr‖.

Then by the Young’s inequality and the fact that β1 > 0 and ε < h, we have

|Υ2| ≤ C
√
ε(σh)−

1
2β

− 1
2

1

[
β1‖|ψψx|

1
2 v‖2 + ‖ψr‖2

]
≤ Cσ− 1

2 ‖χ‖2⋆.(28)

Analogously we can get

(29) |Υ3| ≤ Cσ− 1
2 ‖χ‖2⋆.

Finally, noticing that |
〈
cv, ψ2v

〉
| ≤ C‖ψv‖2 due to the boundedness of c, we

obtain the conclusion (24) by collecting up the above estimates. �

Lemma 3.4. Suppose ε < h. For any function χh = (vh, rh, sh) ∈ Vh, there
holds

(30) Bh(χh,Π
⊥
h (ψ

2χh)) ≤ Cσ− 1
2 ‖χh‖2⋆,

where Π⊥
hχ = (Π⊥

h v,Π
⊥
h r,Π

⊥
h s) for any function χ = (v, r, s), and the bounding

constant C > 0 is independent of σ, h, x0, y0,χh and ε.
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Proof. For notational convenience, we denote by

Π⊥
h (ψ

2χh) = (Π⊥
h (ψ

2vh),Π
⊥
h (ψ

2rh),Π
⊥
h (ψ

2sh)) = (Ev, Er, Es).
It is followed from (10) that

Bh(χh,Π
⊥
h (ψ

2χh)) = Φ1 +Φ2 +Φ3 +Φ4,(31)

where

Φ1 = 〈cvh, Ev〉+ 〈rh, Er〉+ 〈sh, Es〉 ,(32a)

Φ2 = −H1(vh, Ev)−H2(vh, Ev),(32b)

Φ3 =
√
εKθ11 (vh, Er) +

√
εLθ̃11 (rh, Ev),(32c)

Φ4 =
√
εKθ22 (vh, Es) +

√
εLθ̃22 (sh, Ev),(32d)

which will be estimated separately.
Using Cauchy-Schwarz inequality and the super-approximation property (21b),

we get

〈cvh, Ev〉 ≤ C‖ψvh‖‖ψ−1Ev‖ ≤ Cσ−1‖ψvh‖2 ≤ Cσ−1‖χh‖2⋆.(33)

The estimate to the remaining two terms in Φ1 are similar. So we obtain that
Φ1 ≤ Cσ−1‖χh‖2⋆.

Integrating by parts and noticing 〈(vh)x, Ev〉 = 0 due to the orthogonality of L2

projection, after some trivial manipulation, we get that

H1(vh, Ev) =
Ny∑

j=1

∫

Jj

[
− β1(vhEv)+1

2
,y
−
Nx−1∑

i=1

β1([[vh]]E θ̃1,yv )i+ 1
2
,y − γ1(vhEv)−Nx+

1
2
,y

]
dy.

Then using Cauchy-Schwarz inequality and the super-approximation property (21a),
we have ∣∣∣H1(vh, Ev)

∣∣∣ ≤ CJx,θ1(ψvh)‖ψ−1Ev‖Γh
≤ Cσ− 1

2 Jx,θ1(ψvh)‖|ψ∇ψ|
1
2 vh‖ ≤ Cσ− 1

2 ‖χh‖2⋆.(34)

Similarly, we have |H2(vh, Ev)| ≤ Cσ− 1
2 ‖χh‖2⋆ and thus Φ2 ≤ Cσ− 1

2 ‖χh‖2⋆.
Now let’s estimate Φ3. Along the similar argument as that for H1(vh, Ev), we

have

|
√
εKθ11 (vh, Er)|(35)

=

∣∣∣∣∣
√
ε

Ny∑

j=1

∫

Jj

[
− (vhEr)+1

2
,y
−
Nx−1∑

i=1

([[vh]]E θ̃1,yr )i+ 1
2
,y + (vhEr)−Nx+

1
2
,y

]
dy

∣∣∣∣∣

≤C
√
εJx,θ1(ψvh)‖ψ−1Er‖Γh

≤ C
√
εJx,θ1(ψvh)

(
h−

1
2σ−1‖ψrh‖

)
≤ Cσ−1‖χh‖2⋆,

where the super-approximation property (21b) and ε < h are used in the last line.
In addition, by Lemma 2.1 and 〈(rh)x, Ev〉 = 0, we obtain

|
√
εLθ̃11 (rh, Ev)| = |

√
εKθ11 (Ev, rh)| =

∣∣∣
√
ε

Ny∑

j=1

∫

Ji

Nx−1∑

i=1

(
Eθ1,yv [[rh]]

)
i+ 1

2
,y
dy
∣∣∣

≤ C
√
ε‖ψrh‖Γh‖ψ−1Ev‖Γh ≤ C

√
ε
(
h−

1
2 ‖ψrh‖

)(
σ− 1

2 ‖|ψ∇ψ| 12 vh‖
)

≤ Cσ− 1
2 ‖χh‖2⋆,(36)
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where Cauchy-Schwarz inequality, the inverse inequality (19) and the super -approximation
property (21a), and ε < h are used in the above inequalities. Thus we obtain

Φ3 ≤ Cσ− 1
2 ‖χh‖2⋆. Analogously, Φ4 ≤ Cσ− 1

2 ‖χh‖2⋆.
Finally, collecting up the above estimates for Φ1 to Φ4, and noticing σ−1 ≤ σ− 1

2

due to σ ≥ 2, we complete the proof of this lemma. �

3.4. Local stability conclusion. To establish the local stability conclusion, we
follow [7] and assume that Fh(·) in (9) has a general form. Denote by

(37) ‖Fh(t)‖♯ = sup
χh∈Vh

|Fh(t;χh)|
‖χh‖♯

, ∀t ∈ (0, T ],

where χh = (vh, rh, sh) ∈ Vh and

‖χh‖♯ ≡
[
‖ψ−1vh‖2 + ‖ψ−1rh‖2 + ‖ψ−1sh‖2 + J2x,θ1(ψ

−1vh) + J2y,θ2(ψ
−1vh)

] 1
2

.

(38)

Along the same line as the proof of Lemma 3.3 in [7], we can set up the following
local stability conclusion with the general form Fh(·).

Lemma 3.5. Assume ε < h. If the parameter σ in the weight function (15)
is large enough, then the solution of the LDG scheme (9) with the general form of
Fh(·) satisfies

(39) ‖ψuh(T )‖2 ≤ C
{
‖ψuh(0)‖2 +

∫ T

0

‖Fh(t)‖2♯dt
}
,

where the bounding constant C > 0 is independent of σ, x0, y0, h and ε.

Applying Lemma 3.5 we can easily obtain the local stability for the considered
LDG scheme (6), which is stated in the following theorem.

Theorem 3.1. Assume ε < h. If the parameter σ in the weight function (15)
is large enough, then the numerical solution of LDG scheme (6) satisfies

‖ψuh(T )‖2 ≤ C‖ψuh(0)‖2 + C

∫ T

0

[
‖ψf‖2 + ‖ψg‖2L2(Γ)

]
dt,(40)

where the bounding constant C > 0 is independent of σ, x0, y0, h and ε.

Proof. Recalling the specific definition of Fh(t;χh) in (11), applying Cauchy-Schwarz

inequality and Young’s inequality, we get that Fh(t;χh) ≤ Υ
[
‖ψf‖2+‖ψg‖2L2(Γ)

] 1
2

,

where

Υ = C
{
‖ψ−1vh‖2 + ε‖ψ−1rh‖2Γh + ε‖ψ−1sh‖2Γh

+

Ny∑

j=1

∫

Jj

[
β2
1(ψ

−1v+h )
2
1
2
,y + γ21(ψ

−1v−h )
2
Nx+

1
2
,y

]
dy

+

Nx∑

i=1

∫

Ii

[
β2
2(ψ

−1v+h )
2
x, 1

2

+ γ22(ψ
−1v−h )

2
x,Ny+

1
2

]
dx
} 1

2

.(41)

Due to the inverse inequality (19) and ε < h, it is easy to derive that Υ ≤ C‖χh‖♯,
which implies that

(42) ‖Fh(t)‖♯ ≤ C
[
‖ψf‖2 + ‖ψg‖2L2(Γ)

] 1
2

.

So by Lemma 3.5 we get (40). �
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Figure 1. The square Ω and its sub-domains.

4. Local error estimate

The main goal of this section is to set up the double-optimal local error estimate
of the LDG method (6) with GANF (7). To this end, we assume that the exact
solution u can be decomposed in a precise way that is typical of the behaviors in
solution of (1) observed when interior layers and corner singularities are excluded
[17, 20]. That is, there exists a positive constant M1 independent of ε, such that

(43)
∣∣∣Di

xD
j
yD

ℓ
tu(x, y, t)

∣∣∣ ≤M1

[
1 +

e−β1(1−x)/ε

εi

][
1 +

e−β2(1−y)/ε

εj

]

for any nonnegative integers i, j and ℓ, and (x, y, t) ∈ Ω× (0, T ]. Let

Ωsm =
(
0, 1− ρ1ε log

1

ε

)
×
(
0, 1− ρ2ε log

1

ε

)
,

with two positive constants ρi ≥ (k + 2)/βi for i = 1, 2 (see Figure 1). Then it
follows from (43) that

‖Di
xD

j
yD

ℓ
tu‖L2(Ωsm) ≤M2,(44a)

‖Di
xD

j
yD

ℓ
tu‖ ≤M3[1 + ε−i+

1
2 ][1 + ε−j+

1
2 ],(44b)

for any time t ∈ (0, T ] and i+ j + ℓ ≤ k+ 2, where both M2 and M3 are bounding
constants independent of ε. For more details, please refer to [17, 20].

We can obtain the following double-optimal local error estimate under these
assumptions.

Theorem 4.1. Assume that the exact solution u of singularly perturbed problem
(1) satisfies (44). Let uh ∈ Vh be the numerical solution of the LDG scheme (6)
with the generalized alternating numerical flux (7), where the finite element space
Vh is made up of piecewise polynomials with degree at most k ≥ 0 in each variable,
defined on quasi-uniform Cartesian mesh. Assume 0 < ε < h ≤ h0 < 1, then there
holds the following local error estimate

(45) ‖u(T )− uh(T )‖L2(Ω0) ≤ Chk+1,

where T is the final time and Ω0 = (0, 1−C1h log
1
h )× (0, 1−C2h log

1
h ) is the local

domain (see Figure 1). Here C,C1, C2 > 0 are positive constants independent of h
and ε.
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Theorem 4.1 shows that the numerical layers are restricted in the narrow region
nearby outflow boundaries with quasi-optimal width O(h log(1/h)). The similar
result has been proved in [7] for one-dimensional case. For the two-dimensional case,
although the proof line is similar, the extension is rather involved. We will show
the detailed proof in the following subsections by using the 2-d GGR projections.

4.1. GGR projections. We will use three GGR projections in the later analysis.
In what follows, the parameters θ1 > 1/2 and θ2 > 1/2 are arbitrary constants,
which have special meaning on Γ.

(1) For any z ∈ H2(Ωh), the projection Pθ1,θ2z is the unique element in Vh
such that∫

Kij

(Pθ1,θ2z)vhdxdy =

∫

Kij

zvhdxdy,(46a)

∫

Jj

(
(Pθ1,θ2z)

θ1,yvh
)
i+ 1

2
,y
dy =

∫

Jj

(
zθ1,yvh

)
i+ 1

2
,y
dy,(46b)

∫

Ii

(
(Pθ1,θ2z)

x,θ2vh
)
x,j+ 1

2

dx =

∫

Ii

(
zx,θ2vh

)
x,j+ 1

2

dx,(46c)

(
Pθ1,θ2z

)θ1,θ2
i+ 1

2
,j+ 1

2

= zθ1,θ2
i+ 1

2
,j+ 1

2

,(46d)

hold for any vh ∈ Qk−1(Kij) and i = 1, 2, · · · , Nx, j = 1, 2, · · · , Ny. Here
and below the values of test function vh are taken from inside of each
element. In (46), zθ1,y

i+ 1
2
,y

and zx,θ2
x,j+ 1

2

are weighted averages on the element

interfaces defined in (4b), and zθ1,θ2
i+ 1

2
,j+ 1

2

is the weighted average at the corner

point (xi+ 1
2
, yj+ 1

2
), which is defined as

zθ1,θ2
i+ 1

2
,j+ 1

2

= θ1θ2z(x
−
i+ 1

2

, y−
j+ 1

2

) + θ1θ̃2z(x
−
i+ 1

2

, y+
j+ 1

2

)

+ θ̃1θ2z(x
+
i+ 1

2

, y−
j+ 1

2

) + θ̃1θ̃2z(x
+
i+ 1

2

, y+
j+ 1

2

).

Noting that in the cases i = Nx and j = Ny, the parameters θ1 = 1 and
θ2 = 1, respectively.

(2) For any function z ∈ H1(Ωh), the projection Qθ̃1, 12
z ∈ Vh satisfies

∫

Kij

Qθ̃1, 12
z(vh)xdxdy =

∫

Kij

z(vh)xdxdy,(47a)

∫

Jj

(
(Qθ̃1, 12

z)θ̃1,yvh
)
i− 1

2
,y
dy =

∫

Jj

(
zθ̃1,yvh

)
i− 1

2
,y
dy,(47b)

for any vh ∈ Qk(Kij) and any i = 1, 2, . . . , Nx, j = 1, 2, . . . , Ny. Here the
parameter θ1 = 1 at the domain boundary (x 1

2
, y) for y ∈ Jj .

(3) For any function z ∈ H1(Ωh), the projection Q 1
2
,θ̃2
z ∈ Vh satisfies

∫

Kij

Q 1
2
,θ̃2
z(vh)ydxdy =

∫

Kij

z(vh)ydxdy,(48a)

∫

Ii

(
(Q 1

2
,θ̃2
z)x,θ̃2vh

)
x,j− 1

2

dx =

∫

Ii

(
zx,θ̃2vh

)
x,j− 1

2

dx,(48b)

for any vh ∈ Qk(Kij), and any i = 1, 2, . . . , Nx, j = 1, 2, . . . , Ny. Here the
parameter θ2 = 1 at the domain boundary (x, y 1

2
) for x ∈ Ii.
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Lemma 4.1. Each of the GGR projections Pθ1,θ2 , Qθ̃1, 12
and Q 1

2
,θ̃2

exists

uniquely.

Proof. The proof is the similar as that in [4,7]. For the completeness of this paper,
we would like to present the proof for Pθ1,θ2 as an example.

In fact, we only need to show the unique existence of E = Pθ1,θ2z −Πhz for any
z ∈ H2(Ωh), since we have known that the local L2-projection Πhz exists uniquely.
It follows from (46) that

∫

Kij

Evhdxdy = 0,(49a)

∫

Jj

(
Eθ1,yvh

)
i+ 1

2
,y
dy =

∫

Jj

(
ǫθ1,yvh

)
i+ 1

2
,y
dy,(49b)

∫

Ii

(
Ex,θ2vh

)
x,j+ 1

2

dx =

∫

Ii

(
ǫx,θ2vh

)
x,j+ 1

2

dx,(49c)

Eθ1,θ2
i+ 1

2
,j+ 1

2

= ǫθ1,θ2
i+ 1

2
,j+ 1

2

,(49d)

for any vh ∈ Qk−1(Kij) and any i = 1, 2, . . . , Nx and j = 1, 2, . . . , Ny, where

ǫ = z −Πhz

is already known. Since E ∈ Vh, we have the orthogonal expansion

E(x, y)|Kij
=

k∑

ℓ1=0

k∑

ℓ2=0

αℓ1,ℓ2i,j P iℓ1(x)P
j
ℓ2
(y).

Here

P iℓ1(x) = P̂ℓ1(x̂) and P jℓ2(y) = P̂ℓ2(ŷ)

with P̂ℓ representing the standard Legendre polynomial of degree ℓ on [−1, 1], and
the affine mapping x̂ = 2(x − xi)/h

i
x and ŷ = 2(y − yj)/h

j
y, where xi = (xi− 1

2
+

xi+ 1
2
)/2, yj = (yj− 1

2
+ yj+ 1

2
)/2 and hix = xi+ 1

2
− xi− 1

2
, hjy = yj+ 1

2
− yj− 1

2
.

Owing to (49a) and the orthogonality of Legendre polynomials, it is easy to show
that

E|Kij
= E1 + E2 + E0,

where

E1 =

k−1∑

ℓ2=0

αk,ℓ2i,j P
i
k(x)P

j
ℓ2
(y),(50a)

E2 =

k−1∑

ℓ1=0

αℓ1,ki,j P
i
ℓ1(x)P

j
k (y),(50b)

E0 = αk,ki,j P
i
k(x)P

j
k (y).(50c)

The unique existence of E can be verified by showing the same conclusion for
each component. This purpose can be achieved by direct manipulations. Before
showing the details, we would like to introduce a couple of notations

~wℓ1,ℓ2x,j = (wℓ1,ℓ21,j , wℓ1,ℓ22,j , · · · , wℓ1,ℓ2Nx,j
)⊤ and ~wℓ1,ℓ2i,y = (wℓ1,ℓ2i,1 , wℓ1,ℓ2i,2 , · · · , wℓ1,ℓ2i,Ny

)⊤

for any w and any i = 1, 2, · · · , Nx, j = 1, 2, · · · , Ny and ℓ1, ℓ2 = 0, 1, · · · , k.
Then due to (49b), we can solve E1 from the linear system

(51) ANx
~αk,ℓ2x,j = ~bk,ℓ2x,j
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for any ℓ2 = 0, 1, . . . , k − 1 and j = 1, 2, . . . , Ny, where ANx
is a Nx × Nx matrix,

which is given by

(52) ANx
=




θ1 θ̃1(−1)k

θ1 θ̃1(−1)k

. . .
. . .

θ1 θ̃1(−1)k

1




and each component of ~bk,ℓ2x,j is given by

bk,ℓ2i,j =
1

‖P jℓ2(y)‖2L2(Jj)

∫

Jj

(
ǫθ1,yP jℓ2(y)

)
i+ 1

2
,y
dy, for i = 1, 2, . . . , Nx.(53)

Since det(ANx
) = θNx−1

1 and θ1 >
1
2 , we can conclude that ANx

is invertible and
thus E1 is determined uniquely.

Analogously, we can prove that E2 is also determined uniquely due to (49c). The
corresponding linear system is

(54) ANy
~αℓ1,ki,y = ~bℓ1,ki,y

for any ℓ1 = 0, 1, . . . , k − 1 and i = 1, 2, . . . , Nx, where ANy
is a Ny × Ny ma-

trix, which has the similar structure as ANx
, just replacing θ1 with θ2, and each

component of ~bℓ1,ki,y is

bℓ1,ki,j =
1

‖P iℓ1(x)‖2L2(Ii)

∫

Ii

(
ǫx,θ2P iℓ1(x)

)
x,j+ 1

2

dx, for j = 1, 2, . . . , Ny.(55)

The undetermined coefficients αk,ki,j in the last component E0 can be solved from

the last condition (49d) which forms the linear system

(56)
(
ANx

⊗ ANy

)
~αk,k = ~bk,k,

where ~αk,k =




~αk,kx,1
~αk,kx,2
...

~αk,kx,Ny




and ~bk,k =




~bk,kx,1
~bk,kx,2
...

~bk,kx,Ny



, with

(57) bk,ki,j = (ǫ − E1 − E2)
θ1,θ2
i+ 1

2
,j+ 1

2

, for i = 1, . . . , Nx, j = 1, . . . , Ny.

By the elemental properties of Kronecker product of matrices [12], we can obtain
that

det(ANx
⊗ ANy

) = det(ANx
)Ny det(ANy

)Nx > 0,

for θ1 >
1
2 and θ2 >

1
2 , so E0 is also determined uniquely. This finishes the proof

of this lemma. �

Following [4], we can establish the optimal approximation property of the above
GGR projection under the trivial weight function ψ = 1. However, to carry out
the local error estimate, we need to set up the sharp approximation property of
the GGR projections with the weight function (15). Here we follow the proof line
of [7], and investigate the structure of coefficient matrix with the weight function.
To bound the weighted approximation error at the corner points, we employ some
properties of the tensor product of matrices.
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Lemma 4.2. Let Wh be either of the GGR projections Pθ1,θ2 , Qθ̃1, 12
or Q 1

2
,θ̃2

with θ1 >
1
2 and θ2 >

1
2 . Assume z ∈ Hs+1(Ωh) ∩ H2(Ωh) with s ≥ 0, the GGR

projection error W⊥
h z = z −Whz satisfies

‖ψW⊥
h z‖+ h

1
2 ‖ψW⊥

h z‖Γh
≤ Chmin(k,s)+1

[
|z|ψ,s+1 +

(
|θ̃1θ−1

1 |σ + |θ̃2θ−1
2 |σ

)
|z|s+1

]
,(58)

where σ ≥ 2 is the parameter in the weight function ψ given by (15), and the
bounding constant C = C(θ1, θ2) > 0 is independent of σ, x0, y0, z and h.

Proof. We still take Wh = Pθ1,θ2 as an example and keep the same notations as
that in the proof of Lemma 4.1. To prove this lemma, we just need to show

‖ψE‖2 + h‖ψE‖2Γh
≤ Ch2min(k,s)+2

[
|z|2ψ,s+1 +

(
|θ̃1θ−1

1 |2σ + |θ̃2θ−1
2 |2σ

)
|z|2s+1

]
,

(59)

due to the approximation property (20). The proof will be proceeded in the follow-
ing three steps.
Step 1. We would like to show that

‖ψE1‖2 + h‖ψE1‖2Γh
≤ Ch2min(k,s)+2

[
|z|2ψ,s+1 + |θ̃1θ−1

1 |2σ|z|2s+1

]
.(60)

To this end, we follow the similar arguments as those given in [7], where one-
dimensional case was discussed. Denote ψij = max(x,y)∈Kij

ψ(x, y) and define

βk,ℓ2i,j = ψijα
k,ℓ2
i,j for any i, j and ℓ2 = 0, 1, · · · , k−1, where αk,ℓ2i,j is determined by the

linear system (51). Owing to (50a) and the boundedness of Legendre polynomials,
we can obtain

‖ψE1‖2 + h‖ψE1‖2Γh
≤ Ch2

Nx∑

i=1

Ny∑

j=1

k−1∑

ℓ2=0

[
αk,ℓ2i,j ψij

]2
= Ch2

k−1∑

ℓ2=0

Ny∑

j=1

Nx∑

i=1

[
βk,ℓ2i,j

]2

= Ch2
k−1∑

ℓ2=0

Ny∑

j=1

‖~βk,ℓ2x,j ‖22,(61)

where ‖~w‖2 means the l2 norm of vector ~w. To bound ‖~βk,ℓ2x,j ‖2 sharply, we follow [7]

to split A−1
Nx

into two parts, namely

(62) A−1
Nx

= BNx
+ CNx

,

where

(63) BNx
=

1

θ1




1 ζ1 · · · ζσ−1
1

1 · · · ζσ−2
1 ζσ−1

1

. . .
. . .

. . .
. . .

1 ζ1 · · · ζσ−1
1

1 · · · ζσ−2
1 θ1ζ

σ−1
1

. . .
...

...
1 θ1ζ1

0

θ1




,
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and

(64) CNx
=

1

θ1




0 ζσ1 · · · ζNx−2
1 θ1ζ

Nx−1
1

0 ζσ1 · · · θ1ζ
Nx−2
1

. . .
. . .

...
0 0 θ1ζ

σ
1

0
0

. . .0
0




,

with ζ1 = (−1)k+1θ̃1θ
−1
1 .

Define Ψx,j = diag(ψ1j , ψ2j , . . . , ψNxj), then we have
(65)
~βk,ℓ2x,j = Ψx,j~α

k,ℓ2
x,j = Ψx,jA

−1
Nx

~bk,ℓ2x,j = (Ψx,jBNx
Ψ−1
x,j)(Ψx,j

~bk,ℓ2x,j ) + (Ψx,jCNx
)~bk,ℓ2x,j .

Since the matrix Ψx,jBNx
Ψ−1
x,j has the same structure about the non-zero data as

BNx
, and there is an additional multiplier ψi1,j/ψi2,j among their elements at the

i1-th row and i2-th column which satisfies
∣∣∣ψi1,j
ψi2,j

∣∣∣ ≤ max
|x2−x1|≤σh

∣∣∣ψ(x1, y)
ψ(x2, y)

∣∣∣ ≤ C, 0 ≤ i2 − i1 ≤ σ − 1, ∀y.(66)

By the property (17), we have

‖Ψx,jBNx
Ψ−1
x,j‖22 ≤ C‖BNx

‖22 ≤ C.(67)

In addition, by Cauchy-Schwarz inequality, the approximation property of L2 pro-
jection, and the property (18), we have

‖Ψx,j~bk,ℓ2x,j ‖22 =

Nx∑

i=1

[
bk,ℓ2i,j ψij

]2
≤

Nx∑

i=1

ψ2
ij

( ‖ǫθ1,y
i+ 1

2
,y
‖L2(Jj)

‖P jℓ2(y)‖L2(Jj)

)2

≤ C

Nx∑

i=1

ψ2
ij‖ǫ‖2L∞(Oij)

≤ Chmin(2k,2s)
Nx∑

i=1

ψ2
ij |z|2s+1,Oij

≤ Chmin(2k,2s)
Nx∑

i=1

|z|2ψ,s+1,Kij
,(68)

where Oij is the neighbor elements besides the element boundary (xi+ 1
2
, y) in hor-

izontal direction, which has at most two elements. For the trivial weight function
ψ = 1, the above inequality is expressed in the form

‖~bk,ℓ2x,j ‖22 =

Nx∑

i=1

[
bk,ℓ2i,j

]2
≤ Chmin(2k,2s)

Nx∑

i=1

|z|2s+1,Kij
.

Moreover, following [7] we can get easily that

‖CNx
‖22 ≤ ‖CNx

‖∞‖CNx
‖1 ≤ C|ζ1|2σ, ‖Ψx,j‖22 ≤ ‖Ψx,j‖∞‖Ψx,j‖1 ≤ C.(69)

Collecting up the above estimates, we obtain that

‖~βk,ℓ2x,j ‖22 ≤ ‖Ψx,jBNx
Ψ−1
x,j‖22‖Ψx,j~b

k,ℓ2
x,j ‖22 + ‖Ψx,j‖22‖CNx

‖22‖~bk,ℓ2x,j ‖22

≤ Ch2min(k,s)
{ Nx∑

i=1

|z|2ψ,s+1,Kij
+ |ζ1|2σ

Nx∑

i=1

|z|2s+1,Kij

}
.(70)
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As a result, we obtain the conclusion (60) by (61) and (70).

Step 2. Repeating the same arguments as Step 1, we can prove

‖ψE2‖2 + h‖ψE2‖2Γh
≤ Ch2min(k,s)+2

[
|z|2ψ,s+1 + |θ̃2θ−1

2 |2σ|z|2s+1

]
.(71)

In this process, the matrix division

(72) A−1
Ny

= BNy
+ CNy

is used, where BNy
and CNy

have the similar structures as BNx
and CNx

defined in

(63) and (64), just replacing θ1 with θ2, ζ1 with ζ2 = (−1)k+1θ̃2θ
−1
2 and Nx with

Ny.
And similarly as (70) we can obtain

‖~βℓ1,ki,y ‖22 ≤ Ch2min(k,s)
{ Ny∑

j=1

|z|2ψ,s+1,Kij
+ |ζ2|2σ

Ny∑

j=1

|z|2s+1,Kij

}
,(73)

where ~βℓ1,ki,y = Ψi,y~α
ℓ1,k
i,y , with Ψi,y = diag(ψi1, ψi2, . . . , ψiNy

) and ~αℓ1,ki,y determined

by (54).

Step 3. The main difficulty is to show

‖ψE0‖2 + h‖ψE0‖2Γh
≤ Ch2min(k,s)+2

[
|z|2ψ,s+1 +

(
|θ̃1θ−1

1 |2σ + |θ̃2θ−1
2 |2σ

)
|z|2s+1

]
.

(74)

It follows from (50c) that

‖ψE0‖2 + h‖ψE0‖2Γh
≤ Ch2

Nx∑

i=1

Ny∑

j=1

[
αk,ki,j ψij

]2
= Ch2

Nx∑

i=1

Ny∑

j=1

[
βk,ki,j

]2
= Ch2‖~βk,k‖22,

where ~βk,k = Ψ~αk,k, with ~αk,k determined by (56) and Ψ = diag(Ψx,1,Ψx,2, · · · ,Ψx,Ny
).

Thanks to (62), (72), and the elemental properties of Kronecker product of
matrices [12], we have

~βk,k = Ψ(ANx
⊗ ANy

)−1~bk,k = Ψ(A−1
Nx

⊗ A−1
Ny

)~bk,k

= Ψ
[
BNx

⊗ BNy
+ BNx

⊗ CNy
+ CNx

⊗ BNy
+ CNx

⊗ CNy

]
~bk,k

=
(
ΨBNx

⊗ BNy
Ψ−1

)(
Ψ~bk,k

)

+Ψ
[
BNx

⊗ CNy
+ CNx

⊗ BNy
+ CNx

⊗ CNy

]
~bk,k.

Since the matrix Ψ(BNx
⊗ BNy

)Ψ−1 has the same structure about the non-zero
data as BNx

⊗ BNy
, and there is an additional multiplier ψi1,j1/ψi2,j2 among their

elements at the (j1(Ny − 1) + i1)-th row and (j2(Ny − 1) + i2)-th column, which
satisfies

∣∣∣ψi1,j1
ψi2,j2

∣∣∣ ≤ max
|x2−x1|≤σh
|y2−y1|≤σh

∣∣∣ψ(x1, y1)
ψ(x2, y2)

∣∣∣ ≤ C,(75)

for any 0 ≤ i2 − i1 ≤ σ − 1 and 0 ≤ j2 − j1 ≤ σ − 1, due to the property (17), we
have

‖Ψ(BNx
⊗ BNy

)Ψ−1‖22 ≤ C‖BNx
⊗ BNy

‖22 ≤ C‖BNx
‖22‖BNy

‖22 ≤ C.
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In addition, by (57), (50) and the similar argument as (68), we can prove that

‖Ψ~bk,k‖22 =

Nx∑

i=1

Ny∑

j=1

(ψijb
k,k
ij )2

≤ C

Nx∑

i=1

Ny∑

j=1

ψ2
ij‖ǫ‖2L∞(Oij)

+ C

Nx∑

i=1

Ny∑

j=1

k−1∑

ℓ2=0

[
αk,ℓ2i,j ψij

]2
+ C

Nx∑

i=1

Ny∑

j=1

k−1∑

ℓ1=0

[
αℓ1,ki,j ψij

]2

≤ Chmin(2k,2s)
Nx∑

i=1

Ny∑

j=1

|z|2ψ,s+1,Kij
+ C

k−1∑

ℓ2=0

Ny∑

j=1

‖~βk,ℓ2x,j ‖22 + C
k−1∑

ℓ1=0

Nx∑

i=1

‖~βℓ1,ki,y ‖22,

where Oij is the neighbor elements around the corner point (xi+ 1
2
, yj+ 1

2
), which

has at most four elements.
Thus, by (70) and (73), we get

(76) ‖Ψ~bk,k‖22 ≤ Ch2min(k,s)
[
|z|2ψ,s+1 +

(
|ζ1|2σ + |ζ2|2σ

)
|z|2s+1

]
.

Note that the conclusion holds for the trivial weight function ψ = 1 in the form

‖~bk,k‖22 ≤ Ch2min(k,s)|z|2s+1,

since the trivial weight function ψ = 1 can be expressed as the form (15) with
steepness σ = +∞. In addition, we can easily see that ‖Ψ‖22 ≤ C, and

‖CNx
⊗ BNy

‖22 ≤ ‖CNx
‖22 · ‖BNy

‖22 ≤ C|ζ1|2σ,(77)

‖BNx
⊗ CNy

‖22 ≤ ‖BNx
‖22 · ‖CNy

‖22 ≤ C|ζ2|2σ,(78)

‖CNx
⊗ CNy

‖22 ≤ ‖CNx
‖22 · ‖CNy

‖22 ≤ C|ζ1|2σ|ζ2|2σ.(79)

Therefore we get that

‖~βk,k‖22 ≤ ‖ΨBNx
⊗ BNy

Ψ−1‖22‖Ψ~bk,k‖22
+ ‖Ψ‖22

[
‖CNx

⊗ BNy
‖22 + ‖BNx

⊗ CNy
‖22 + ‖CNx

⊗ CNy
‖22
]
‖~bk,k‖22

≤ Ch2min(k,s)
[
|z|2ψ,s+1 +

(
|ζ1|2σ + |ζ2|2σ

)
|z|2s+1

]
.

This results in the assertion (74).
Finally, collecting up the above estimates leads to (59) and we complete the

whole proof. �

4.2. Proof of Theorem 4.1. In this subsection, we are going to prove Theorem
4.1. As the standard treatment in the finite element analysis, we consider the
splitting of numerical error e = (u− uh, p− ph, q − qh) = η − ξ with

η = (ηu, ηp, ηq) = (u− Pθ1,θ2u, p−Qθ̃1, 12
p, q −Q 1

2
,θ̃2
q),(80a)

ξ = (ξu, ξp, ξq) = (uh − Pθ1,θ2u, ph −Qθ̃1, 12
p, qh −Q 1

2
,θ̃2
q),(80b)

where Pθ1,θ2, Qθ̃1, 12
and Q 1

2
,θ̃2

are the GGR projections defined in (46),(47) and

(48) respectively.
In order to estimate ξu, we would like to set up the corresponding error equation.

Owing to the smoothness assumption (43) of the exact solution, we can obtain the
error equation

(81) 〈eu,t, vh〉+Bh(e,χh) = 0,
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for any χh = (vh, rh, sh) ∈ Vh. Noticing the error decomposition (80) yields

(82) 〈ξu,t, vh〉+Bh(ξ,χh) = 〈ηu,t, vh〉+Bh(η,χh) ≡ F err
h (t;χh) =

4∑

i=1

Si,

with

S1 = 〈(ηu)t, vh〉+ 〈ηp, rh〉+ 〈ηq, sh〉+ 〈cηu, vh〉 ,

S2 =
√
εLθ̃11 (ηp, vh) +

√
εLθ̃22 (ηq , vh),

S3 =
√
εKθ11 (ηu, rh)−H1(ηu, vh),

S4 =
√
εKθ22 (ηu, sh)−H2(ηu, vh).

Below we would like to estimate them separately. In this process, the GGR projec-
tions will play an important role.

(1) Estimate of S1. Using Cauchy-Schwarz inequality, we get directly that

|S1| ≤ C
[
‖ψ(ηu)t‖2 + ‖ψηu‖2 + ‖ψηp‖2 + ‖ψηq‖2

] 1
2

·
[
‖ψ−1vh‖2 + ‖ψ−1rh‖2 + ‖ψ−1sh‖2

] 1
2

≤ CΘ1‖χh‖♯,

where

(83) Θ1 =
[
‖ψ(ηu)t‖2 + ‖ψηu‖2 + ‖ψηp‖2 + ‖ψηq‖2

] 1
2

.

(2) Estimate of S2. Taking into account the definitions of the projections Qθ̃1, 12
and Q 1

2
,θ̃2

in (47) and (48), we conclude that

S2 = −
√
ε

Ny∑

j=1

∫

Jj

(ηpvh)
−
Nx+

1
2
,y
dy −

√
ε

Nx∑

i=1

∫

Ii

(ηqvh)
−
x,Ny+

1
2

dx.

Using Cauchy-Schwarz inequality leads to

|S2| ≤ C
√
ε‖ψηp‖Γh · Jx,θ1(ψ−1vh) + C

√
ε‖ψηq‖Γh · Jy,θ2(ψ−1vh) ≤ CΘ2‖χh‖♯,

where

Θ2 =
√
ε
[
‖ψηp‖Γh + ‖ψηq‖Γh

]
.

(3) Estimate of S3. Since the projection errors can not be eliminated complete-
ly, the superconvergence property of 2-d GGR projection has to be suitably
exploited. To this end, we define

ZKij
(ηu, vh) =

∫

Kij

ηu(vh)xdxdy −
∫

Jj

[
(ηθ1,yu v−h )i+ 1

2
,y − (ηθ1,yu v+h )i− 1

2
,y

]
dy,(84)

on each element Kij, where ηθ1,yu = θ1η
−
u + θ̃1η

+
u at (xi+ 1

2
, y) for i =

0, 1, · · · , Nx − 1, and (ηθ1,yu )Nx+
1
2
,y = (η−u )Nx+

1
2
,y. Remark that (ηu)

−
1
2
,y

is understood as the projection error for the continuous extension function
of u near the inflow boundary of Ω.

We can establish the following superconvergence property for the bilinear
functional ZKij

.
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Lemma 4.3. Let the bilinear form ZKij
(ηu, vh) be defined in (84). For

any u ∈ Hk+2(Ω), there exists a bounding constant C independent of σ, u
and h such that∣∣∣
∑

Kij∈Ωh

ZKij
(ηu, vh)

∣∣∣ ≤ Chk+1
[
|u|ψ,k+2 +

(
|ζ1|σ + |ζ2|σ

)
|u|k+2

]
‖ψ−1vh‖,(85)

holds for any vh ∈ Vh, on the quasi-uniform Cartesian mesh, where |ζi| =
|θ̃iθ−1

i | for i = 1, 2, and ψ is the weight function defined in (15).

Proof. Following the proof line of identity (3.40) in Lemma 3.6 of [4], we
can obtain

ZKij
(ηu, vh) = 0, ∀u ∈ Pk+1(Ωh), ∀vh ∈ Vh,(86)

where Pk+1(Ωh) is made up of all piecewise polynomials of degree at most
k + 1 on each element in Ωh.

Using Cauchy-Schwarz inequality, the inverse inequality (19) with weight
function ψ−1, and Lemma 4.2 with s = 0, we arrive at

LHS ≡
∣∣∣
∑

Kij∈Ωh

ZKij
(ηu, vh)

∣∣∣

≤ ‖ψηu‖‖ψ−1(vh)x‖+ C‖ψηu‖Γh
‖ψ−1vh‖Γh

≤ C
[
h−1‖ψηu‖+ h−

1
2 ‖ψηu‖Γh

]
‖ψ−1vh‖

≤ C
[
|u|ψ,1 +

(
|ζ1|σ + |ζ2|σ

)
|u|1
]
‖ψ−1vh‖.

Therefore, using (86) we get that

LHS ≤ C inf
χ∈Pk+1(Ωh)

{
|u− χ|ψ,1 +

(
|ζ1|σ + |ζ2|σ

)
|u− χ|1

}
‖ψ−1vh‖

≤ Chk+1
[
|u|ψ,k+2 + (|ζ1|σ + |ζ2|σ)|u|k+2

]
‖ψ−1vh‖,(87)

due to property (18). Hence we get the desired result of this lemma. �

Now we split S3 into two terms, namely, S3 = Λ1 + Λ2, where

Λ1 =
√
ε
∑

Kij∈Ωh

ZKij
(ηu, rh)− β1

∑

Kij∈Ωh

ZKij
(ηu, vh),(88)

Λ2 =

Ny∑

j=1

∫

Jj

(√
ε[η−u r

−
h ]Nx+

1
2
,y −

√
ε[ηθ1,yu r+h ] 12 ,y

+ γ1[η
−
u v

−
h ]Nx+

1
2
,y + β1[η

θ1,y
u v+h ] 12 ,y

)
dy

=

Ny∑

j=1

∫

Jj

(√
ε[(g − P

y
θ2
g)r−h ]Nx+

1
2
,y −

√
ε[(g − P

y
θ2
g)r+h ] 12 ,y

+ γ1[(g − P
y
θ2
g)v−h ]Nx+

1
2
,y + β1[(g − P

y
θ2
g)v+h ] 12 ,y

)
dy.(89)

In the last step of (89), we have used the relationship (noting that θ1 = 1
when i = Nx)

(Pθ1,θ2u)
θ1,y

i+ 1
2
,y
= P

y
θ2
(uθ1,y
i+ 1

2
,y
), for i = 0, 1, · · · , Nx,(90)
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with P
y
θ2

being 1-d GGR projection in y-direction which satisfies
∫

Jj

(Pyθ2z)vhdy =

∫

Jj

zvhdy, ∀vh ∈ Pk−1(Jj),(91a)

(Pyθ2z)
(θ2)

j+ 1
2

= z
(θ2)

j+ 1
2

,(91b)

for any j = 1, 2, . . . , Ny, here z
(θ2) = θ2z

−+ θ̃2z
+, and θ2 = 1 when j = Ny.

We point out that the conclusion (90) can be easily verified according to
the definition of GGR projection. Analogous treatment can also be found
in [9]. For the completeness of this paper, we postpone the detailed proof
in the Appendix.

By applying Lemma 4.3, we obtain

|Λ1| ≤ CΘ3

[√
ε‖ψ−1rh‖+ β1‖ψ−1vh‖

]
≤ CΘ3‖χh‖♯,(92)

where

Θ3 = hk+1
[
|u|ψ,k+2 + (|ζ1|σ + |ζ2|σ)|u|k+2

]
.

Using Cauchy-Schwarz inequality, inverse inequality (19) and ε < h we
get that

|Λ2| ≤ C‖ψ(g − P
y
θ2
g)‖L2(Γ2)

[√
εh−

1
2 ‖ψ−1rh‖+ Jx,θ1(ψ

−1vh)
]
≤ CΘ4‖χh‖♯,

(93)

where Γ2 is the collection of two vertical parts of boundary Γ, and

Θ4 = ‖ψ(g − P
y
θ2
g)‖L2(Γ2).

Thus we obtain

|S3| ≤ C[Θ3 +Θ4]‖χh‖♯.(94)

(4) Estimate of S4. Following the similar argument as the estimate of S3, we
can also obtain

|S4| ≤ C[Θ3 +Θ5]‖χh‖♯.(95)

where

Θ5 = ‖ψ(g − Pxθ1g)‖L2(Γ1),

where Pxθ1 is 1-d GGR projection in x-direction, which is similarly defined

as Pyθ2, and Γ1 is the collection of two horizontal parts of boundary Γ. We
omit the details to save space.

Now we collect up the above estimates, and obtain from (82) that

‖F err
h (t)‖♯ = sup

χh∈Vh

∑4
i=1 |Si|
‖χh‖♯

≤ C

5∑

i=1

Θi.(96)

So an application of Lemma 3.5 yields that

(97) ‖ψξu(T )‖2 ≤ C
[
‖ψξu(0)‖2 +

∫ T

0

5∑

i=1

Θ2
idt
]
.

To obtain the optimal estimate, we need to adjust the parameters x0, y0 in the
weight function and establish the following lemma.
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Lemma 4.4. Assume that ε < h and σ is large enough. Let x0 = 1 −
2µ1σh log

1
h and y0 = 1 − 2µ2σh log

1
h with µ1 and µ2 large enough, then there

holds

5∑

i=1

Θ2
i ≤ Ch2k+2, ∀t ∈ [0, T ],(98)

where the bounding constant C > 0 is independent of σ,h and ε.

The proof is similar as Lemma 4.3 of [7], we put it in the Appendix. Now we
come back to the local error estimate. By Lemma 4.4, we can obtain

‖ψηu(t)‖ ≤ CΘ1 ≤ Chk+1, t ∈ [0, T ].(99)

Moreover, it follows from (97) that

(100) ‖ψξu(T )‖2 ≤ C‖ψξu(0)‖2 + Ch2k+2 ≤ Ch2k+2,

due to the setting of the initial solution ‖ψξu(0)‖ ≤ ‖ψ(u0 −Πhu0)‖+ ‖ψηu(0)‖ ≤
Chk+1 from the properties (20) and (99). Thus using the triangle inequality, we can
derive the weighted L2-norm error estimate ‖ψeu(T )‖ ≤ Chk+1 and the optimal
error estimate

(101) ‖eu(T )‖L2(Ω0) ≤ Chk+1,

in the local domain Ω0, since the weight function is not smaller than one in Ω0.
This finishes the proof of Theorem 4.1.

5. Numerical experiments

In this section we present some numerical experiments to verify the convergence
rates of the considered LDG scheme (6) with the GANF (7). For the spatial dis-
cretization, we adopt Q1 and Q2 elements on the nonuniform mesh, which is a 10%
random perturbation the coordinates of horizontal lines and vertical lines of the
uniform mesh, with the total number Nx = Ny = N . For the temporal discretiza-
tion, we adopt the third order explicit total variation diminishing Runge-Kutta
method [18]. The time step is taken as τ = 0.1h for piecewise linear polynomials,
and τ = 0.05h for piecewise quadratic polynomials, respectively, where h = 1/N .
The final computing time is set as T = 0.1.

We will verify the convergence rates in both the whole domain and the local
region. To compute the local errors, we drop ⌊log(1/h)⌋ and 2⌊log(1/h)⌋ elements
nearby the outflow boundaries for Q1 element and Q2 element, respectively. Here
we have used the floor function ⌊r⌋ to represent the greatest integer that is less
than or equal to r. As for the GANF (7), four pairs of parameter (θ1, θ2) =
(0.8, 0.8), (1.0, 1.0), (0.8, 1.2), (1.2, 1.2) will be considered.

Example 1. We consider problem (1) with β = (1, 1), ε = 10−5 and c = 0. Let
the exact solution be

(102) u(x, y, t) = e−t sin(πxy)(1 − e−
1−x
ε )(1 − e−

1−y

ε ).

The initial solution and the source term f can be determined by this solution. It
is obvious that there are boundary layers along sides x = 1 and y = 1.

In Table 5 we list the L2-norm errors and convergence orders in the whole domain
and in the local region. From this table, we can observe the optimal convergence
rate in a local domain, but not in the whole domain. This indicates the conclusion
in Theorem 4.1 is sharp.
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Example 2. In this example, we would like to investigate the error performance
of the LDG method with the GANF for nonlinear SP problems. Let ε = 10−5,
consider

(103) ut +
(u2
2

)
x
+
(u2
2

)
y
− ε∆u = f,

with a suitably chosen f and initial solution such that the exact solution is the same
as (102). In the design of the LDG method for solving the nonlinear problem (103),
we define the numerical fluxes similarly as (7), namely, on the interior element
interfaces

(ĥ1u, ĥp)i+ 1
2
,y =

{
(12 (u

2
h)
θ1,y −√

εpθ̃1,yh ,−√
εuθ1,yh )i+ 1

2
,y, if min{u−h , u+h } > 0,

(12 (u
2
h)
θ̃1,y −√

εpθ̃1,yh ,−√
εuθ1,yh )i+ 1

2
,y, otherwise,

(104)

for i = 1, · · · , Nx − 1. And on Γ, we define

(ĥ1u, ĥp)i+ 1
2
,y =

{
(12g

2 −√
εp+h ,−

√
εg) 1

2
,y, i = 0,

(12 (u
−
h )

2 − γ1(g − u−h )−
√
εp−h ,−

√
εg)Nx+

1
2
,y, i = Nx,

(105)

where g is the given Dirichlet boundary condition, the notations θ1, θ̃1, γ1 have the

same meaning as before. We can also define the numerical flux (ĥ2u, ĥq)x,j+ 1
2
in a

similar way, the details are omitted to save space.
The L2-norm errors and convergence orders in the whole domain and local region

are listed in Table 5. We can also observe the optimal local error accuracy, but see
bad global error performance.

Table 1. L
2 errors and orders of accuracy on nonuniform mesh for

Example 1.

(θ1, θ2) = (0.8, 0.8) (θ1, θ2) = (1.0, 1.0) (θ1, θ2) = (0.8, 1.2) (θ1, θ2) = (1.2, 1.2)

N L2-error order L2-error order L2-error order L2-error order

32 4.14E-02 - 4.14E-02 - 4.14E-02 - 4.14E-02 -
64 3.00E-02 0.46 3.00E-02 0.46 3.00E-02 0.46 3.00E-02 0.46

Q
1 128 2.09E-02 0.53 2.09E-02 0.53 2.09E-02 0.53 2.09E-02 0.53

256 1.53E-02 0.44 1.53E-02 0.44 1.53E-02 0.44 1.53E-02 0.44
512 1.07E-02 0.52 1.07E-02 0.52 1.07E-02 0.52 1.07E-02 0.52

Global 32 4.13E-02 - 4.13E-02 - 4.13E-02 - 4.13E-02 -
64 2.99E-02 0.47 2.99E-02 0.47 2.99E-02 0.47 2.99E-02 0.47

Q
2 128 2.07E-02 0.53 2.07E-02 0.53 2.07E-02 0.53 2.07E-02 0.53

256 1.51E-02 0.45 1.51E-02 0.45 1.51E-02 0.45 1.51E-02 0.45
512 1.04E-02 0.54 1.04E-02 0.54 1.04E-02 0.54 1.04E-02 0.54
32 3.04E-04 - 2.14E-04 - 2.46E-04 - 1.82E-04 -
64 8.51E-05 1.84 5.99E-05 1.84 6.87E-05 1.84 5.09E-05 1.83

Q
1 128 2.33E-05 1.87 1.65E-05 1.86 1.89E-05 1.86 1.41E-05 1.86

256 6.04E-06 1.95 4.25E-06 1.95 4.87E-06 1.95 3.61E-06 1.96
512 1.55E-06 1.96 1.09E-06 1.96 1.25E-06 1.96 9.29E-07 1.96

Local 32 6.97E-07 - 8.29E-07 - 8.83E-07 - 9.93E-07 -
64 1.14E-07 2.61 1.35E-07 2.61 1.44E-07 2.61 1.63E-07 2.61

Q
2 128 1.98E-08 2.53 2.22E-08 2.61 2.41E-08 2.58 2.69E-08 2.60

256 2.67E-09 2.89 3.11E-09 2.84 3.35E-09 2.85 3.77E-09 2.84
512 3.56E-10 2.91 4.20E-10 2.89 4.50E-10 2.90 5.09E-10 2.89

6. Concluding remarks

In this paper, we present the local stability and local error estimates of the LDG
scheme with the generalized alternating numerical flux, for the two-dimensional
singularly perturbed problems with outflow boundary layers. Double-optimal er-
ror estimate is obtained for the piecewise tensor product polynomials on quasi-
uniform Cartesian meshes. The technical difficulty lies in establishing the optimal
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Table 2. L
2 errors and orders of accuracy on nonuniform mesh for

Example 2.

(θ1, θ2) = (0.8, 0.8) (θ1, θ2) = (1.0, 1.0) (θ1, θ2) = (0.8, 1.2) (θ1, θ2) = (1.2, 1.2)

N L2-error order L2-error order L2-error order L2-error order

32 4.14E-02 - 4.14E-02 - 4.14E-02 - 4.14E-02 -
64 3.00E-02 0.46 3.00E-02 0.46 3.00E-02 0.46 3.00E-02 0.46

Q1 128 2.08E-02 0.53 2.08E-02 0.53 2.08E-02 0.53 2.08E-02 0.53
256 1.52E-02 0.45 1.52E-02 0.45 1.52E-02 0.45 1.52E-02 0.45
512 1.06E-02 0.52 1.06E-02 0.52 1.06E-02 0.52 1.06E-02 0.52

Global 32 4.13E-02 - 4.13E-02 - 4.13E-02 - 4.13E-02 -
64 2.98E-02 0.47 2.98E-02 0.47 2.98E-02 0.47 2.98E-02 0.47

Q
2 128 2.06E-02 0.53 2.06E-02 0.53 2.06E-02 0.53 2.06E-02 0.53

256 1.50E-02 0.46 1.50E-02 0.46 1.50E-02 0.46 1.50E-02 0.46
512 1.02E-02 0.55 1.02E-02 0.55 1.02E-02 0.55 1.02E-02 0.55
32 3.06E-04 - 2.15E-04 - 2.47E-04 - 1.82E-04 -
64 8.54E-05 1.84 6.00E-05 1.84 6.89E-05 1.84 5.10E-05 1.83

Q
1 128 2.34E-05 1.87 1.65E-05 1.86 1.89E-05 1.86 1.41E-05 1.85

256 6.05E-06 1.95 4.25E-06 1.95 4.88E-06 1.96 3.62E-06 1.96
512 1.55E-06 1.96 1.09E-06 1.97 1.25E-06 1.96 9.30E-07 1.96

Local 32 7.15E-07 - 8.58E-07 - 9.14E-07 - 1.03E-06 -
64 1.16E-07 2.62 1.39E-07 2.63 1.48E-07 2.62 1.68E-07 2.62

Q2 128 2.08E-08 2.48 2.26E-08 2.62 2.48E-08 2.58 2.74E-08 2.62
256 2.72E-09 2.94 3.14E-09 2.85 3.40E-09 2.87 3.81E-09 2.85
512 3.58E-10 2.93 4.21E-10 2.90 4.53E-10 2.91 5.11E-10 2.90

approximation property and superconvergence property for the two-dimensional G-
GR projection equipped with the weight function. In the future, we will consider
the LDG method for the singularly perturbed problem with other type layers, such
as parabolic boundary layer, interior layer or corner singularities.

Appendix

In this Appendix, we supplement some technical proofs.
Proof of Lemma 4.4. Using Lemma 4.2 of [7], we can obtain that

Θ4 ≤ Chk+1
[
‖ψDk+1

y g‖L2(Γ2) + |ζ2|σ‖Dk+1
y g‖L2(Γ2)

]
,(A.1)

Θ5 ≤ Chk+1
[
‖ψDk+1

x g‖L2(Γ1) + |ζ1|σ‖Dk+1
x g‖L2(Γ1)

]
.(A.2)

Due to Lemma 4.2 and ε < h, it is sufficient to prove that

|z|ψ,k+1 ≤ C, ζσ|z|k+1 ≤ C, for z = u, p, q, ut, ux, uy, g,(A.3)

where ζ ≡ max{|ζ1|, |ζ2|}.
To this end, we take z = u as an example, since the remaining cases can be

proved in the similar way. Let Ω̃0 = (0, x̃0)× (0, ỹ0) with x̃0 = 1− µ1σh log
1
h and

ỹ0 = 1− µ2σh log
1
h , such that

Ωlocal =
⋃

Kij∩Ω̃0 6=∅

Kij ⊆ Ωsm =
(
0, 1− ρ1ε log

1

ε

)
×
(
0, 1− ρ2ε log

1

ε

)
.(A.4)

This can be done if µiσ ≥ 2ρi (i = 1, 2), since ε < h. Assume that there exist two
constants h0 and m0 such that hm0

0 ≤ ε ≤ h ≤ h0 < 1, then it follows from the
smoothness assumption (44) and the boundedness property of weight function that

|z|2ψ,k+1 =
∑

i+j=k+1

‖ψDi
xD

j
yz‖2

≤ C
∑

i+j=k+1

‖Di
xD

j
yz‖2L2(Ωlocal)

+ Ch2µ
∑

i+j=k+1

‖Di
xD

j
yz‖2L2(Ω\Ωlocal)

≤ C + Ch2µε−2(k+1) ≤ C + Ch
2µ−2(k+1)m0

0 ≤ C,(A.5)



LOCAL ANALYSIS OF LDG WITH GANF FOR 2-D SP PROBLEMS 809

if µ ≥ (k + 1)m0. Furthermore, it is easy to see that ζσ|z|k+1 = 0 when ζ = 0.
Otherwise, if ζ 6= 0, we also have
(A.6)

ζ2σ |z|2k+1 = ζ2σ
∑

i+j=k+1

‖Di
xD

j
yz‖2 ≤ Cζ2σε−2(k+1) ≤ Cζ2σh

−2(k+1)m0

0 ≤ C,

by taking σ large enough, for example, σ ≥ (k + 1)m0 log h0/ log ζ. Hence Lemma
4.4 is proved. �

Proof of (90). Owing to the definition of GGR projection Pθ1,θ2 and the defi-
nition of the weighted averages, we have

∫

Jj

(Pθ1,θ2u)
θ1,y

i+ 1
2
,y
vh(y)dy =

∫

Jj

uθ1,y
i+ 1

2
,y
vh(y)dy, ∀vh(y) ∈ Pk−1(Jj),(A.7)

[
(Pθ1,θ2u)

θ1,y

i+ 1
2
,y

](θ2)
j+ 1

2

=
(
Pθ1,θ2u

)θ1,θ2
i+ 1

2
,j+ 1

2

= uθ1,θ2
i+ 1

2
,j+ 1

2

=
[
uθ1,y
i+ 1

2
,y

](θ2)
j+ 1

2

, j = 1, 2, . . . , Ny,(A.8)

for any i = 0, 1, 2, . . . , Nx. This shows that (Pθ1,θ2u)
θ1,y

i+ 1
2
,y

satisfies the same condi-

tions as the 1-d GGR projection P
y
θ2
(uθ1,y
i+ 1

2
,y
). Since both of them are polynomials

of degree at most k for the variable y, due to the unique existence of 1-d GGR
projection P

y
θ2

(see Lemma 4.1 of [7]), we conclude that they are equal. �
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