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Abstract. We study and compare fully discrete numerical approximations for the Cahn-Hilliard-
Navier-Stokes (CHNS) system of equations that enforce the divergence constraint in different ways,
one method via penalization in a projection-type splitting scheme, and the other via strongly
divergence-free elements in a fully coupled scheme. We prove a connection between these two
approaches, and test the methods against standard ones with several numerical experiments. The
tests reveal that CHNS system solutions can be efficiently and accurately computed with penalty-
projection methods.
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1. Introduction

The Cahn-Hilliard-Navier-Stokes (CHNS) system of equations is a diffuse inter-
face model for the evolution of two-phase, immiscible, incompressible flows with
uniform mass densities. In contrast to those of sharp interface type, the CHNS
model describes a small-thickness transition region (diffuse interface) between the
two immiscible fluids. This allows for convenient simulation of topological transi-
tions such as pinch-off and reconnection of drops [25], without the need to explicitly
track interfaces. In a domain Q C R? d=2 or 3, with u representing velocity, p
pressure, u the chemical potential, and ¢ the phase field variable (taking a value
of 1 in the bulk of one fluid and -1 in the bulk of the other), the CHNS system is
given in non-dimensional form by [25]

(1) o+ V- (¢u) = V- (M(¢)Vp),
(2) po= fo(¢) —€Ag,
1
(3) u+u-Vu+Vp—vAu = —%QSVM,
(4) V-ou = 0,
together with initial conditions uy and ¢, and boundary conditions
ulag = 0, (no slip, no penetration),
Vo -nlon = 0, (local equilibrium),
Vi-nlpa = 0, (no flux).

In the system above, v is the kinematic viscosity (=1 = Re, the Reynolds number),
€ > 0 is the transition layer width, We is a modified Weber number (measuring the
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strength of the kinetic and surface energies [21]), M (¢) is the mobility function,
which for simplicity we will take as M (¢) = 1. The function fo(¢) = (1 — ¢?)? =
id)‘l - %(;52 + i is the homogeneous free energy density function. We note that the
energy balance of the system is easily shown to be

0 (1, 9 € , et
o (3l? + sVl + S [t ao)

-1
* (VIWIIQ + ;VGII\/WWIIQ) =0.

By redefining the pressure, we can reformulate the system

(5) ¢+ Vo-u = V- (M(@)Vp),

(6) po= fold) - €09,
~1

(7) u+u-Vu+Vp—vAu = ;V—equS,

(8) Veu = 0.

Numerically solving the CHNS system is known to be very challenging for sev-
eral reasons, including the fact that Navier-Stokes and Cahn-Hilliard equations can
by themselves be difficult. For solutions to the coupled system, there are large
spatial derivatives in the small transition regions causing stiff nonlinear systems.
Moreover, the nonlinear algebraic equations resulting from discretization are large
and strongly coupled, which makes it difficult to even ‘get numbers’ in a reasonable
amount of time. Significant progress was recently made in [15], where a cleverly
devised projection method was developed that decouples the pressure and diver-
gence constraint from the system, but while still providing unconditional stability
and (seemingly) second order temporal accuracy. Moreover, further decoupling of
the system was done in the nonlinear iterations at each timestep, which further de-
coupled the system into easily solvable pieces. This scheme was shown to perform
very well in terms of both accuracy and efficiency on a series of test problems.

The purpose of this paper is to study finite element schemes for (1)-(4) that
more strongly enforce the divergence-constraint than what is usually found in the
literature. In particular, we consider a coupled scheme that strongly enforces the
divergence constraint, and a penalty-projection scheme that uses grad-div stabi-
lization to better enforce the divergence constraint. Recent work in [10, 18, 22] has
shown that the error caused in weak enforcement of the divergence constraint used
by typical finite element methods for fluid simulations (e.g., using Taylor-Hood ele-
ments) is exacerbated when the momentum equation forcing has a large irrotational
component [20]. Considering the CHNS system above, the forcing of the momen-
tum equation (3) is observed to be either —%(bVﬂ or %,qub, depending on the
definition of the pressure. Since € is small, we can expect the forcing to be large
in general, especially in the diffuse interface region. Moreover, since |¢| = 1 except
in transition regions, we can expect the forcing the be nearly irrotational in bulk
flow regions. Thus, the CHNS system seems to fit into a class of problems where
stronger enforcement of the divergence constraint can significantly help solution
accuracy.

There are many ways of reducing the effect of poor divergence-constraint enforce-
ment in discretizations, including using point-wise divergence-free velocity-pressure
elements (e.g., [20, 32, 2, 26, 13, 14, 8]) and using grad-div stabilization. Point-wise
divergence-free elements completely eliminate the problem but come with difficul-
ties such as larger (and discontinuous) pressure spaces, restrictive mesh conditions,
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and the need to use higher order approximating polynomials degrees. Some of
the more popular finite element software packages, like deal.II [3], do not sup-
port such elements. Grad-div stabilization, on the other hand, is easy to imple-
ment in most software packages, and significantly reduces the problem when the
penalization parameter is chosen appropriately [18, 27, 28]. Moreover, grad-div
stabilization can be easily incorporated into projection methods (which are then
called penalty-projection methods [31]). Despite these differences, grad-div sta-
bilization and point-wise divergence-free elements are closely related, and, in the
recent paper [23], the authors proved that, in appropriate discrete settings, for sim-
ulations of single phase Navier-Stokes equations, penalty-projection methods with
large stabilization parameters give almost identical approximations to point-wise
divergence-free element solutions of coupled methods. In this paper, we will extend
the ideas of [23] to schemes for the CHNS system.

This paper is arranged as follows. Section 2 presents notation and some mathe-
matical preliminaries that will simplify the analysis to follows. Section 3 studies first
order schemes, both coupled and projection, and proves that with certain meshes
and element choices, the grad-div stabilized projection method will converge to the
coupled method as the stabilization parameter goes to infinity. Section 4 extends
the work of section 3 to second order schemes. Several numerical experiments are
given that illustrate the theory, and show the effectiveness of the grad-div stabi-
lized projection method with large stabilization parameter. Finally, conclusions are
drawn in section 5.

2. Notation and Mathematical Prelimilaries

We consider an open, bounded, polygonal domain @ € R%, d = 2 or 3, and
denote the usual L?(Q2) norm and inner product by | - || and (-, ), respectively. All
other norms and inner products will be clearly labeled. For any ¢ € L?(2), define
the spatial average 1) := |Q| ! fQ ¥ dx. We will use the following function spaces:

S = HYQ),
X = [HYQ) = {ve H'@Q) | vlon =0}
Q = LY ={gecI)|7=0}.

Recall that in X, the Poincaré inequality holds: there exists C' = C(Q) > 0 such
that

v < CIVv|, YwvelX.

This allows us to define (u,v)x := (Vu,Vwv) as the inner product on X, and
|lullx = ||Vul|| as the associated norm. We set H*(Q2) = H'(Q) N LZ(). Since
(weak and strong) solutions of the Cahn-Hilliard equation are mass conservative,
that is, dy [,¢ dz = 0, we have ¢(t) € H'(Q) + ¢, for all ¢ > 0. For any
¥ € HY(Q) + ¢,, there is a constant C' = C(€) > 0, such that,

1l = [[¢ = do + ol < [[¢ = ol + &l < CIVEN + VIQ - [gl-
We will also use the function space

Y = {U€L2(Q) ’ V-UELQ(Q) andv'n|aQ=O}

for the projection-type scheme analysis. Observe that X C Y.
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2.1. Discretization preliminaries. Let 7, = {K} be a conforming triangulation
of Q, and define

P = {UELQ(Q)’UKEPT, VK € Tn}, P, =Py NC°(Q).

Note that P? is the “broken” piece-wise polynomial space. We consider discrete
subspaces for the phase variable S, C S; the chemical potential, Wj, C S; the
velocity, X;, C X; and the pressure, @ C Q. For simplicity, we will take S =
Wi, = Pi. This choice will facilitate the higher-order estimates that we will seek
for the Cahn-Hilliard discretization [6, 7, 9]. We want the pair (Xp, @Qp) to satisfy
the LBB condition,

. (v "U,q)
inf sup ———= > 3> 0.
9€Qn vex, [lgllIVv]|

Herein, we will consider Taylor-Hood elements,
(X1, Qn) = ([Pe)*N X, P,_1NQ), 2<k, (Taylor-Hood),
and Scott-Vogelius elements
(Xn,Qn) = ([P)*N X, PP, NQ), 2<k<d, (Scott-Vogelius),

both of which are known to be LBB stable. Scott-Vogelius elements have the
added property that V - X} C @Qp, which leads to a strong enforcement of the
divergence constraint. We will be clear when we assume that V- X} C Q. For LBB
to hold, Scott-Vogelius elements require restrictions on the mesh and polynomial
degrees, the least restrictive of which are that the meshes be created as barycenter
refinements of regular triangulations/tetrahedralizations and that k£ < d [2, 32].
For the projection-type scheme, we will also utilize the space Y, C Y, V), =
[P,]?NY. The polynomial degree k used for Y}, will be the same as for Xj,. Since
Xpn C Yy, if the LBB condition holds for (X3, @), it must also hold for (Y, Qr).
Indeed, for any g € Qp,
sup (v i UaQ) > sup (V i U7q)
vevw Vol T uex, IVl
Moreover, if Q, = P¢_, N Q, then V.Y, C Qj holds since V - [Pg]? € P?_,,
and functions in {V - Y} } must have zero mean due the no penetration boundary
condition in Y}, and the divergence theorem. Thus, since we require the same
polynomial degree for X} and Y}, for this choice of pressure space we have that
V-X, CV-Y, CQp.
Define the discrete weakly divergence-free subspace, V},, via

Vi={ve Xy [ (V-v,q) =0, VqgeQn}.

> Bllgll-

For the Scott-Vogelius elements, V- X}, C @}, and, consequently, the discrete weakly
divergence-free space is identical to the point-wise divergence-free space in the sense
that

Vi={veX,||V-v|=0}.
Define
Ry, =Vi't ={veX,|(Vo,Vw) =0, Vw eV}, },
the orthogonal complement of V}, with respect to the X inner product. Thus

X;, = Vi @ Ry. The following lemma from [23] proves the equivalence of the L?
divergence norm and X-norm in Rpy:
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Lemma 2.1. Suppose (Xn,Qr) C (X, Q) satisfies the inf-sup condition, V - X}, C
Qn, and X, =V, & Ry, where Ry, = VhJ-, as above. Then we have

||Vvh|| < CR”V . ’Uh”, Yo, € Ry,
where C'g is a constant independent of h.

Define the skew-symmetric, trilinear operator By : X x X x X — R by

1 1
By(u,v,w) := §(u - Vo, w) — §(u - Vw,v)

and recall, from e.g. [11], that there exists Cs depending on ) such that
| Bo(u, v, w)| < Cl[ul| 2 [[Vul /2| Vo[ Vawl,

for every u,v,w € X.

For the next few estimates, we need the discrete Laplacian, A, : S), — Soh =
S N L3(), which is defined as follows: for any ¢, € Sk, Apdp € S, denotes the
unique solution to the problem

9) (Anon, x) = —(Vén, Vx), Y x € Sh.

Some of its properties can be found in [24]. We make important use of the following
discrete Sobolev inequalities [17, 24]:

Proposition 2.1. If Q is a convex polygonal domain in R, d = 2,3, and Ty, is a
globally quasi-uniform family of triangulations of ), then for all ¥y € Sy,

d 26—
(10) [nll e < CHARIPET [[Pnll e~ + C llvnll o
da 4-d
(11) IVYnlls < CHARGRIE VRl + C IVl
(12) IVYnlle < C AR+ C ([ Vil -

for some constant C > 0 that is independent of h.

Here we define two different convection coupling trilinear forms:

(]‘3) Bl(/lz[}vvax) = (V’I/J'U,X>,
(14) BZ(¢)“;X) = (vd}UvX) + (V”,¢X)

The B trilinear form is commonly used in Cahn-Hilliard type schemes [6, 7], how-
ever, it only allows for mass conservation if the pressure and phase spaces are the
same. The B, form is more flexible, allowing for mass conservation even when
choosing different pressure and phase spaces. We give bounds for both forms, as
even though we use By exclusively in this work. We show here that the upper
bounds are the same for B; and Bs, which will allow us to invoke known theory
from similar works which use the Bj trilinear form. We have the following mass
conservation properties and estimates for these trilinear forms.

Proposition 2.2. Assume that Sy, Xy, Qn, and Vy, are defined as above, but that
V - Xy C Qy, does not necessarily hold.

(1) If Y, € S, N Qp and vy, € Vi, then
By (¢Yp,vp,1) = 0.
(2) If Y5, € Sy, v, € V), are arbitrary, then
By (p,vp,1) = 0.
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(3) If v € SN Qn, Xn € Sk, and vy, € Vy,, then
[ B1(ton, v X))l < CIIVn - (Vo] - [Vxall,
and if Y, Xn € Sk, and vy, € V3, then
| B2 (4, vas xn)| < C (IVYn]l + [¥n]) - [Vonll - [Vxal-
(4) If vy € SN Qp, Xn € Sk, and v, € X}, then
[ B1(¥n, v, xw)| < ClINVY[ - [Vonl - Ixnll e,
and if Y, xn € Sk, and vy, € Xy, then
| B2 (¥n, vy xn)| < C (IVUR| + [¢n]) - [IVonll - lIxall -
(5) If Y, xn € Sh, vn € Xy, and Q is a convex, polygonal domain, then
|B1(¥n, vn, xa)| < C ([|[Antonll + [[VER]]) - IVOR ] - lIxnll,
and
| B2 (vn, vns xn) | < C ([[AR%R11+ V0]l + [94]) - V0] - [[xnll-

Proof. (1) If ¢, € Sy, N Q) and vy, € Vy, then using Green’s theorem, the property
that vy |gn = 0 and the discrete weak divergence-free property of V;,, we obtain

Bi(¥n, vn, 1) = (Vn,vn) = =(n, V - o) + (¥n, vn - n)aa = 0.

(2) If ¢y, € Sh, vy, € V3, then again using Green’s theorem and the property that
vplaq = 0 (but not the discrete weak divergence-free property of V;,), we get that
(15)

Bo(¥n, vn, 1) = (Vbn, o) +(V-vn, n) = = (¥n, V-op)+(@n, vn-n)ao+(V-vp, ¢p) = 0.

(3) Suppose ¥y € Sp N Qp,xk € Sh and vy, € Vj,. By part (a),

By (¥n,vn, xn) = B1(¥n, Vn, Xn — Xn)-

Using Hélder’s inequality, the Sobolev embedding H*(Q2) < L*(2), and the appro-
priate Poincaré inequalities, we have

| B1 (¥, v xn)| < IV - lvnllze - [Ixe = Xallze < ClIVER[ - [Vor]l - [Vxall.
Next, suppose ¥, Xn € S (i-e., ¥n € Qp need not hold) and v, € V. By part (2),
BZ(whmvthh) = BZ(whavhaxh - E)

Using Hélder’s inequality, the Sobolev embedding H'(Q2) < L*(£2), and the appro-
priate Poincaré inequalities, we have

| B2 (¢, v, xn)l < VRl - lonllze - [Ixn — Xells + Cllvnllzs - [[Vorll - [xn — Xnllzs
< C (IVnll + [¥nl) - VRl - VxR

(4) This case is similar to (3), except that we can’t invoke (1) or (2), since vy, &€ Vj,.

(5) Finally, suppose ¥n, xn € Sh, vp € Xp. Then using Holder’s inequality, the
Sobolev embeddings H'(Q) < L*(Q) and H!(Q) < L5(2), the Poincaré inequali-
ties

lonll < C (IIVnll + |6

), IVonll < CllArgn||, for all ¢y, € Sy,
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and the estimates (10) and (11), we have

[Ba (s vny xn)| < I99nlln - lonllzs - Ixal + Cllnllzo - 90n]] - Ixal
d 4-d
C (vl + 1800n ) 19517 ) - 9081 - xn

3(4—d)
(IIAhthI2<6 7 Nnllze +CII¢hILe) IVonll - lxall

< C(1Anvnll + VU]l + [¢n]) - IVl - lIxnll-

The estimate for Bj is similar. O

We will use the following discrete Gronwall inequality in our analysis [16].

Lemma 2.2. (Discrete Gronwall Lemma). Let At,H, and ay,by,cy,d, (for in-
tergers n > 0) be non-negative numbers such that

l l l
a + ALY by ALY dpan + ALY o+ H  for 10,
n=0 n=0 n=0

If Atd,, <1 Vn, then

l
al—i—Ath < exp (Atz Atd ) <Athn+H>.

n=0
3. First order schemes for Cahn-Hilliard-Navier-Stokes

We will study, test, and show connections between first order coupled and
penalty-projection schemes for CHNS system. We present these schemes now.

3.1. A first order coupled scheme for CHNS system.

Algorithm 3.1. (Coupled scheme for CHNS system) Given parameters ¢, We, v,
and At, find

( n+1aﬂz+17 An+1aﬁ;—:+1) S (Sh7Sh7Xhth)

satisfying for all (Xn,¥n,vn,qn) € (Sh,Shy Xn, Qn),

A2 (én-&-l - éZ)Xh) + B2 <¢Zaaz+17)€h) (VATH_I th) = 07
( P n) = (Dp )2 ) + (B vn) — (Vo Vi) = 0,
1
E({LZ"'l — Uy, vp) + V(VUZ+1 Vup) + Bo(dy, A"'H, vp)
1 ! +1
(p v ’Uh) - WBQ (¢hvvh7,uh = 07
(V : An+17qh) = 07

T
for0<k<L-1, where L = <.

Following [6, 7], we can prove unconditional unique solvability, unconditional
energy stability, unconditional ¢°°(0,7"; L*°) stability for q@;“ and convergence for
this scheme. In particular, we can derive optimal-order error estimates for the
variables in the appropriate energy norms.
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Lemma 3.1. Suppose (Xn,Qr) C (X, Q) satisfies the inf-sup condition, V - X}, C
Qn, and ul) € V;, and ¢9 € Sy. Then Algorithm 5.1 is uniquely solvable, and its
solutions satisfy

(16) [lagll* + 1IVoR|® + [ Andy I* + ok 17
L
+ ALY (IVaRl® + AV - aql® + 1 23l1F) < C(data),

n=1

where C' depends on problem data, but is independent of h and At. Moreover, if
we assume that X, = X N [P)¢, Qn = QN Py, Sy = Py, and (u,p, ¢, 1) is a
sufficiently reqular, strong CHNS system solution, then

(17)
L
oy = a(DP + IV (&5 = oI+ 28D (IV (@ —u(t™)1? + |5 — n)F)

< C(A? + n?),

with C' dependent on problem data, but is independent of h and At.

Remark 3.1. Observe that the term ||V -4}||? in estimate (16) is identically zero.

Remark 3.2. The stability bound on ||Q5h||goo(H1) depends linearly on €2, and

comes directly from the energy stability of the method and our particular scaling
of the energy. The scaling in [6, 9] yields a dependence of € 1. The higher order
stability estimates may depend linearly on €™ for small and modestly-sized positive
integer values m. Hence the estimates are singular with respect to €. We do not
track this dependence upon € here, but see [9] for a related discussion where the
dependences are more carefully tracked.

Proof of Lemma 3.1. The proofs of unique solvability, stability and convergence are
long and technical, however, they follow analogously to the results for the second-
order coupled scheme for CHNS system studied in [7] and first-order coupled scheme
for the Cahn-Hilliard-Stokes system studied in [6]. Thus, we omit the proofs, with
the exception of those concerning stability, since the tools used therein will be used
in later results in this paper.

The stability proof begins with an energy-type stability estimate. Later steps in
the proof will be used to gain regularity. The constants involved in the regularity
upper bounds will be independent of h and At.

Step 1: @y, € (2(0, T; H)Ne=(0,T; L2), ¢), € £°(0,T; HY), and Vju, € £2(0,T; L?).
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We begln the proof by plckmg test functions v, = eVVeAtA"'H, Xn = AtﬂZH’
qn = ph ) wh = n+1 (b”. This gives
( n+1 _¢ha n+1) —i—Ath( Z7ﬂz+1,ﬂz+l) +At||vAn+1||2 = 0,
2

5 (IVGH 2 = 199012 + IV (7 = di)2)
(L = )+ (BT = ) — (G =) = 0,
S a1 = g1 + g+ — g ?) + Wew AtV P
—AtBy (Gt att) = o,

noting that the By term dropped due to the skew-symmetry property, and the
pressure term dropped thanks to the discrete mass conservation property. Nex‘c7 we

add the equations together, and note the cancellation of the By and (j ”+17 ZH —
cZ)Z) terms. This yields the equation
6 n n
(18) 5 (IV 12— VR + IV (S5+ - )
W
S (g P = g2 + g = g 12) + eWev At Vg |
+At||vw“||2 <<¢3 P =G T =) =0

From [6], we have an identity for the last term in (18),
(G5 = op 3 — o)
- 3 (||<<£"+1> — 12 = 60 — 12+ 1652 = (0211
b (I8 @R = BRI + 18 - 3p1°)

Defining E(u, ¢) := 5 ||ul|® + §||V¢H2 + ||¢? — 1], we can reduce (18) with the
above identity and dropping positive terms on the left hand side to obtain the
bound

(19)  E@op™) - E(af, of) + eWer At[|Vay ™ |* + AtV |* < o.
Summing over time steps gives the bound

L L
E(ay;, oF) + eWevAt Y [[Vap|* + At Y VARl < E(@j, 67),

n=1

which implies the stated results for i, and Vi, since @9 € L2(2) and ¢) € H'(Q).
For ¢;, we have, for any 0 <n < L,

EVep|* < By, 67) < E(a?ﬂé%) <C
Furthermore, since the scheme conserves mass, that is, gbh, we observe that
1631 < 195 = Sl + 951l < CIv il + \/|Q| 65| <,

for all 0 < n < L. Therefore, ||QA$Z||H1 <C,forall0<n<L.

Step 2: Apdy € £2(0,T; L2).
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Next, choose vy, = Ahzb"“ in Algorithm 3.1, then use properties of the discrete
Lapla(nan then Cauchy-Schwarz and Young’s inequalities to obtain

EllAandy P = (Vﬂ"“ WS”“) +(GpT) = dp, Ao ™)

b ol = 1 + S Ay
From the regularity of th already established, we have that
1@ = drl* < 2085 I5e + 2016717 < CUISR T I5 + I16717) < C

and thus

I /\

||W+1||2 ||V¢>"+1||2

2||A ¢n+1||2 < ‘IvAn+1H2+C~

Multiplying both sides by At, summing over time steps, and using that Vj, €
£2(0,T; L?) proves the Step 2 result.

Step 3: i, € ¢2(0,T; H').

It is already established in Step 1 that Vj, € ¢2(0,7T;L?), and so it remains to
show fip, € £2(0,T;L?). Choose the test function v, = pf™' in Algorithm 3.1 to
obtain the equation

P = (ST = i ™) + (VR ViRt

Using Cauchy-Schwarz and Young’s inequalities, the bound on the nonlinear term
from Step 2, and the regularity of ¢; proven in Step 1 yields

a2 < @R = GRlP + IV 112 + IV 1°
< CHIvaRE.

Now multiplying both sides by At, summing over time steps, and using the regu-
larity of Vi, proven in Step 1 provide the Step 3 result.

Step 4: Apdp € £>(0,T; L?) and o € £°(0,T; L*).

This step follows as in [6, 7]. The details are tedious and are skipped for the sake
of brevity. O

3.2. A penalty-projection scheme for the Cahn-Hilliard-Navier-Stokes
system. We also consider herein a projection method for CHNS system. The
scheme is an analogue to the projection method for the NSE: implicit pressure
is removed from the coupled system, and is recovered in an additional step that
uses a Hodge decomposition to break the velocity into a divergence-free part and a
potential part. The pressure is defined as the potential part.

Projection methods are known to be more efficient than coupled methods, since
their two steps are generally much easier to solve than the one step needed in
coupled methods. However, they are also known to be less accurate in general
(although there are many ‘fixes’ available for various settings). One method that
can provide significant improvement is to add grad-div stabilization to the method
to penalize divergence error in step 1 of the projection method. When this is done,
the methods are often called ‘penalty-projection’, and are well studied for Navier-
Stokes equations [1, 4, 19, 23, 30].

The penalty-projection scheme we consider is the one associated with the coupled
scheme in Algorithm 3.1, and is stated below.
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Algorithm 3.2. (Penalty-projection scheme for CHNS system) Given parameters
€, We, v, and At,

Step 1: Find (¢}, ui ™ up ) € (Sh, Sh, Xn) satisfying for all (xn,¥n,vn) €
(ShaSh7Xh)7

1
E ( Z+1 - ¢Z7 Xh) + Bs (¢Za UZJ'_I, Xh) + (VMZ+17 VX}L) =

0
(s won) = (Dh )% wn) + (9, vn) — (Vo™ V) = 0,

1
E(“Z“ —ay, o) + (V- up T Vo) + (Ve Voy,)
—1

€

We
Step 2: Find (u; ™, pp*™) € (Ya,Qn) such that for every (vn,qn) € (Ya, @)

+Bo(up, up ™t vp) By (¢}, vp, ™) = 0.

1 n
E(U’Z-‘rl - uhf+17 ’Uh) - (p2+17 V- Uh) = 07

(V . ﬂZ+17qh) = 0.
Remark 3.3. Observe that X, C Yy, and if V-Y, C Q) (as it isif Qn = P_,NQ
and Yy, = [P)4NY ), then |V - @)™ = 0.

The penalty-projection scheme above is both uniquely solvable, and uncondi-
tionally stable.

Lemma 3.2. Suppose (Xp,Qr) C (X, Q) satisfies the inf-sup condition, V - X}, C
V.Y, CQp, and u)) € Vi, and ¢9 € S,. Then Algorithm 3.2 is uniquely solvable,
and its solution satifies

(20)

L
i 1P+ IV ek 17 + 12wk | + 0% 12 + A8 Y~ (IVurl® + AV - ut* + gl 7))
n=1

< C(data),
where C' depends on problem data, but is independent of h, At, and ~.

Remark 3.4. In this case, the term ||V - u}||* in estimate (20) is not identically
zero.

Proof of Lemma 3.2. Unique solvability follows similarly to the proofs in [7, 15].
Unconditional stability follows almost exactly as the proof of Lemma 3.1. The only
difference is in Step 1, where the polarization identity gives the left hand side term

gy FHIP = il + gt = a1,

while in the case of the coupled (non-projection) scheme there are no bars (projec-
tions). The third term plays no role in the proof, and it simply gets dropped since
it is positive on the left hand side. Since the bar denotes the L? projection, we have
that

gy HIZ = il < Mg 221 = g |1

and with this small change the proof will follow the same as for Lemma 3.1. O
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We do not prove convergence of the penalty-projection scheme with respect to
h and At, although for any fixed v > 0, we do expect the reduction in temporal
accuracy that projection methods usually produce, i.e., a reduction to O(Atl/ 2)
accuracy with respect to the time step size. We do not foresee any major difficulties
with combining the convergence analysis of the coupled scheme from [7] with the
usual projection method analysis techniques [12, 29, 31] to obtain such a result, but
these details need to be worked out before stating them as facts.

Instead, we prove a different kind of convergence, that is perhaps more relevant
to the CHNS system. We will prove that for a fixed discretization (i.e., fixed mesh
and At) and for certain discretizations of velocity-pressure spaces (such as Scott-
Vogeliue elements, which as we discuss above are natural for this problem), as
v — 00, the sequence of solutions produced by Algorithm 3.2 will converge to the
solution of Algorithm 3.1. In practice this will mean that for v sufficiently large,
the penalty-projection method and coupled method solutions will be very close to
identical. In our tests, even with v = 10, there is very little difference between
the solutions. Hence, in a sense, one can achieve projection method efficiency and
coupled method accuracy. Such a result has been proven for Navier-Stokes schemes
in [23], and here we extend the ideas to CHNS system.

For the convergence result that follows, we will assume that Scott-Vogelius
velocity-pressure elements are used, i.e., X, = X N[P4]? and Q, = QN P ;. This
choice will provide for strongly divergence-free solutions of the coupled scheme, and
the Step 2 solution in the penalty-projection scheme. For this element choice to be
LBB stable, macro-element mesh structures are required for low order elements; for
example, if k = d, then a barycenter refinement of a quasi-uniform triangulation is
a sufficient criteria on the mesh.

To prove this convergence result, we need to assume additional regularity of the
discrete coupled method solution:

L
n . N An 2

@) (el + IV 7]+ A3 I < €

n=
with C independent of i and At (and of course 7 since no grad-div stabilization is
used in the coupled scheme). As discussed in [23], due to the convergence result for
the coupled scheme, such an assumption is essentially an assumption on the regu-
larity of the true CHNS system solution, and that h and At are chosen sufficiently
small.

Theorem 3.1. For a given set of problem data, mesh, time step At > 0, and grad-

div stabilization parameter v > 0, let (qbzﬂ,ﬂzﬂ,ﬁzﬂ,ﬁzﬂ) € (Sh, Sk, Xn, Q) be
the solution to Algorithm 3.1 (the coupled scheme), and ( Z“, uzﬂ,uzﬂ,pzﬂ) €
(Shy Shy Xn, Qn) be the solution of Algorithm 3.2 (the penalty-projection scheme).
Further assuming that (Xn, Qp) is a Scott-Vogelius element pair, so that V - X}, C
Qn, and that the coupled method solution is sufficiently regular so that (21) holds,

the difference in the solutions satisfies

(22)

I 1/2
IV (65 = oI + llugy —ag || + (AtZ(IIV(UZ —ap)|? + IV (uh — ﬂZ)||2)>
n=1

<O+ A2yt
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with C independent of h, At, and v. Thus on a fized discretization, we expect
first order convergence of the penalty-projection scheme to the coupled scheme, as
vy — 0.

Remark 3.1. The negative scaling with respect to At does not appear to be remov-
able when obtaining the scaling with v~1, although we do obtain a bound in (37)
in the proof which is independent of At, but with scaling v~/%. We note that this
negative scaling with respect to At was also present in a related result for Navier-
Stokes schemes in (23], and a mild negative scaling with At was observed in their
computations. Hence we do not expect to be able to eliminate such a scaling in this
case. However, if the Navier-Stokes nonlinear term is removed, then the analysis
18 likely improvable so that the negative scaling in At can be removed entirely.

Remark 3.2. The condition number of the penalty-projection scheme will be large
if v is large, and will tend to co as 7y does, since the matrix produced by the grad-div
term is singular. In our tests, v = 10 essentially yields numerical convergence,
and so we did not take v larger than this.

Proof of Theorem 3.1. Throughout the proof, C' will represent a generic positive
constant independent of h, At,~, and v (but not £). Denote

e" =uy —uy € Xp, not necessarily in Vp,
én:ﬂz—ﬁz €Y,
eh = b, — ¢ € Sh,
L=l — i} € Si.

e

Begin by subtracting the coupled scheme from the penalty-projection scheme. From
our assumption of Scott-Vogelius elements, V - X, C V - Y, C @Qp, which implies
that ||V -a}|| = ||V -a}|| = |V -é"|| = 0. This provides the system of equations,
for all (xn,%n,vn) € (Sh, Sk, Xn),

1
E (€g+1 — eg7xh)

(23) +By(e, apt, xn) + Ba(op. " oxn) + (Ve ™, Vxn) = 0,
(™ n) = (GRTH)° = (81, n) + (€ vn)
(24) - (Ve V) = 0,
Ait(e"+1 — & o) + (V- eV ) + (Ve V)
—(PrT, Vo) + Bo(e™, 4t vp) 4+ Bo(ul, et up)
(25) e Ba(evn i) — S Ba(oh ) = 0,

L
Step 1: At Y ||V -e™||*> < Cy~2, where C is independent of v, h and At.
n=1
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Let xp = Ate™ gy, = e — e v, = ™! in (23)-(25). This gives
X iz [ [
(et = epoep™) + AtBa(el, a e ™) + AtBa(gf, e e )

+A| Ve * = 0,

f(éZJr1 SZH eg) + (( A"H)?’ — (ppth? egH —ep) — (egH — ey, eg)

(||Ve"+lu2 IVepl? + 19 (et —ep)l?) = o,
1 N . ; - .
oz (e P =) + e+t = &[?) + ]|V - e+
]| Ve — (gt Ve 4 Bo(en, apt et
671 ” nn 71 n o _n n
*%32(%, ) - WeBz(gbh,e lenth)y = o.

Multiplying the last equation by eWeAt, and then adding the three equations gives

62 n " n
@6) G (IVeg™ I = Ve3> + 19" = ep)lP)
We
+ 627 (H6n+1||2 Hen”?+ ||en+1 —nHZ) +’}/€W€‘At‘|v~en+1”2
+ VEWeAH| Ve 2+ AUV 2 = —eWeAtBo(e", i+, e )

7

+ ABs (e, " i)+ (eptt = ey en) — AtBa(el, @ ent)

ALY e — (G - () et ).
We now bound the terms on the right hand side. For the first term, Holder, Sobolev,

and Young inequalities, along with assumptions on the true velocity solution of the
coupled system, produces

eWeAt|By(e™, a) ™, e" )|

IN

CeWeAt|le™|| (lap™ e + [Vagls) Ve ™|
VeWeAt

N

CeWeAtvH[e™||> + ——— || Ve 2.

Similarly for the second right hand side term, (since e”+1 g V)

AtBs|(ef, e, i) < cAatveg| - [[Ver - lagt ] m

1 VeWeAt
< Cil/_lAt Ve 2 Ve n+12

< s IVed|” + ——Il [

The third term on the right hand side requires some extra work. We first use the

dual norm on the time difference, which gives

n+l __ _n
s

(27) (ent —epoey) < ont| 2

IVegll-
—1,h

Next we need to bound the norm on the time difference in (27). Dividing (23) by
[IVxn] and taking the supremum over all nonzero x;, € S}, yields

n+1 n
o T
At

—1,h
(@) <CIVa |- [Veg]l + CIVer - [Vl + Ve
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Combining this with (27) provides the estimate
(egﬂ - eg,eg) < OAt (||Vegu + Vet + szﬂn) Iver|

veWeAt _ At
< 5 IvertE + T lIvert®
1 n

For the fourth term in (26), we again use Holder and Sobolev inequalities to find

AtBy(ey, aptt eptt) < CAtHV%II IV - Ve ™|

< THVBZHHQ + CAt|VeR|.

For the pressure term, Cauchy-Schwarz and Young’s inequalities provide the bound

VeWeAt At
IV - e 1P + —=Ilpn ]I

2veWe
Finally, for the last term in (26), we proceed by first using the operator norm of

the time difference,
(30)

(@)= (o) eg i —ep)| < ootV (65 = (91))

At Vet <

n+1 n
s T %
At

)

and then using the a priori stabilities of QASh and ¢y, from Lemmas 3.1 and 3.2
(31) Hv ( An+1)3 _ (¢n+1 3) H
n+1 n+1
<3 (Jlon™ e + € |00 |

7], ]
w  <clva]

Combining this with (28), we obtain

(G = (™)%™ = e

canvest | (|[Ves] + 7™ + Ve )
M

IN

IN

n t n

Ve H + Ve 2
1
+CAt (W + 1) Vel tH? + CAt||Veg].

Combining the bounds above and using them in (26) yields
(33)  (Ive 12 = 92 + V(e - ep)l?) +
Ewe n n n —n
—— (e = fle|? + [le*t — e"|?)

2
’yeWe

2 4 yeWe

At
AtV - —AVer T+ Vet

1
:C’eWeAtV_lHe"||2 + CAt (erV + 1) \|Veg||2

1
At 1 n+1 2 ~n+1 2.
400t (o 1) IV + 5 o 1)
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Dropping the first order difference terms on the left hand side, noting that ||e"| <
lle™|| and the n = 0 differences are 0, and summing over time steps provides the
estimate

L
(34) 62||V€£H2 + eWel|el||? + veWe At Z |V -e"|?

n=1

L L
+ veWe At Z [Ve™||> + At Z ||Veﬁ||2

n=1 n=1

L L
1 At
< At~ €2 + CAL [ —— +1 |2 p |2
< CeWeAtr ™ e™||?> + C <V6W6+ >;||Ve¢| +2%We;||phll

Thanks to the Gronwall inequality, we have for At sufficiently small that

L
(35) €2||VC§;H2 + eWe|lel||? + veWe At Z |V -em||?

n=1

L L
+veWe Aty Ve || + At > [|Vep |

n=1 n=1
L
<Coylaty s,
n=1

where C' is a constant depending only on problem data, and it independent of ~,
h, and At. To finish the proof of claim 1, we drop all terms on the left and side
except the third one, and use that the pressure term is assumed to be bounded,
which yields

L
(36) ALY |V-er|]P <Oy 2

n=1

Note that we also have the bound

L L
(37) IVeg® + le"l? + Aty [[Ver > + ALY |Veul* < 077,

n=1 n=1

which is less than the scaling predicted the theorem, but with C independent of h,
At, and 7.

L L
Step 2: At Y [|[Ve™||2 < O(y72) and At > HV@Z||2 <O(y7?).
n=1

n=1

We use the orthogonal decomposition, X, = Vj, & Ry, to write " := (e,)" + (eo)",
where (e,)" € Ry, and (eg)™ € V3. From Step 1 and using norm equivalence in Ry,
we have that

L L
AtY V()P <CRALY IV - (e)"|I?

n=1 n=1

L
(38) =CRALY ||V-e"||* < CChy 2.

n=1
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Since
L L L
At Z Ve ||> = At Z IV (e0)"|I” + At Z IV (er)"|I?,

because to the orthogonal decomposition, we have left to bound only At Z [V (e0)™ ||
We begin this proof similar to Step 1, but we choose a different test functlon in
the momentum equation: vy, = (eo)"+1. This annihilates the pressure and grad-div
terms in the momentum equation, and reduces the viscous term due to the orthog-
onality. Then xj, = Ate]l ™, ¢y, = eg"’l — e, on = (eg)"t" in (23)-(25) gives the 3
equations

( $+1 _ 6¢,6n+1>

+AtBy (e, ap e ™) + AtBy(g, €T et + At Vel P = 0,
SR =) (G @ =)
~(entt = een) + S (IVep 2 = Vel + Ve —ep?) = o,
(=2 () ) 4wV eo)
+Bo(u, €, (e0)™ 1) + Bo(e", i, (e0)" )
o Ba(e (o)™ ) - S Bl o) et = 0.

From the skew-symmetry property of By, notice that
BO(“Z? en—&-l’ (eo)n—H) = BO(“Z’ (er)n+17 (eo)n-i-l).
For the time derivative term in the momentum equation, we first note that
(en-i-l _ E", (eo)n—i-l) _ (en+1 _ en7 (60)n+1),

which follows from the projection step since (eg)"*! € Vj,. Now we can write

1 1 1
E (en+1 _ en’ (eo)n+1) E (€n+1 _ en7en+1) _ E (en+1 _ en’ (er)n+1)
1
= o7 (e 12 = e + e+t = e )
1
_E (en+1 _ en’ (er)n+1) .

Multiplying the momentum equation by eWeAt, using the above identities , and
then adding the three equations gives

e 12 2 1 2
(39) 5 (Iveg™ 12 = IVesl® + V(e = ep)I?)

eWe

o (e -

le™ [ + lle™** — €™ [|%) + veWeAt||V (eo)" [ + At[| Ve 1|2
= —eWeAtBy(e™, 4}, (e9)" ™) — eWeAt By (uf, (e,)" 1, (eg)" )

+ AtBy(el, (o)™, a7 ) — AtBy (6], ()", en ) + (eg“ — el eg)

—AtBy(ef, 4yt et —((Gh ) = (07, e T —e) teWe (e — e, ()" )

We now bound the terms on the right hand side. Several of these terms are bounded
identical to those of Step 1, but using (eg)™*! instead of e"*!, and we briefly state
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these bounds below. Specifically, for the first, third, fifth, sixth, and seventh terms
on the right hand side of (39), we use the bounds

At
eWeAt| By (e, il ()™ 1)| < CeWeAtr||e"||2 + ”ewe YRR W (e0)™ 1|12,
n 1 _ ueWeAt
AtBa|(ef, (o)™ it < Cmv T AP+ —HV( Dl
n n n VGWeAt n n
(57 —epep) < “TE w4 Slyvep
1 ni2

AtBs(eg, aptt, eZH )

Inwz*ln? + CAt ey,

(GpH)? = (1) et = €f)l

VeWeAt At
— Ve I + IIVeﬁ“H2

1
CAt (W ; 1) IVenL|2 + CAH|Ten?.

For the second right hand side term, we first add and subtract 4} in the first
argument, then use standard bounds on the By terms to obtain

eWeAt| By (uy, (e,)" 1, (eg)™ )|
eWeAt (1B (i, (e,)"+", (e)™ )| + | Bo(e™, (e)" ™, (e0)™*1)))
CeWeAt ([[Vay [V (er)" IV (eo)" |

e 2V |2V (en) 1V (e0) II)

IN A

CeWelt (CIIV(e) 1V (o)™ || + Ve |2V (e,) ™[V (e0)" 1))

where in the last step we used Lemmas 3.1 and 3.2 and the stability assumption on
4. Now using Young’s inequality provides

eWeAt | Bo(uj, (€)™, (e0)™ ™)

WeAt
&nw o) U2 + Cv™ LeWeA ]|V (e,)" |2 (1 + || Ve™|))

VeWeAt

IN

——— [V (e0)"T||? + Crv~'eWeAt||V (e, )" T||? (1 + CAt_l/ny_l/?) ,

with the last step thanks to (37). For the fourth right hand side term of (39), we
use the bounds for Bs from Proposition 2.2, followed by the stability bounds and
Young’s inequality to obtain

At |B (9}, ()" et

IN

CAL(|VoR| + DIV (er) I Vel

IN

At n
< Ve P + Catve) .

It remains to bound the last right hand side term in (39). Here we utilize Cauchy-
Schwarz, Young, and the Poincare inequalities to find that

eWe C? eWe

eVVe|(e"+1 —e”, (er)"H)’ < T\Ie”“ — eI + IV (e,)" 2.
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Combining the above estimates and inserting them in (39) yields

2
€ eWe
5 (IVen 12 = 19 eg 2 + 9 (e = ep)l?) + 5=

veWeAt At
9 oy 2 + SN

(le™ ™12 = lle™ 1)

<CeWeAly~ e[| + CvteWeAt||V (e,) "+ ||2 (1 v CAt‘l/Q'y‘l/2>

1 -1 n||2 n+1/2
+Cmu At[|Veg||” + CAt||V (e;) i

veWeAt 12 1 nil2
+— [V(er)" " |" + CAt V6W6+1 Ve ™|
2
oAV + S ey

(40)
Reducing yields

(41) & (Ve 2 = Vel 2) + eWe (e 12 ~ fle"]2)
+ VEWeAH||V (e0)" |2 + At[| Vet |2
< CeWeAty ™ ||e"||* + CAt|| Vel ||

1 —1 n|2 1 n+12
+ Oy A Ve + Cat (wWe +1) Vet

+ CAH|V(e,)"H)? (1 + v eWe(1 + CALY/2471/2) 4 1/6W€>
+ CC%eWe||V (e,)" 112,

and after summing over time steps, and using that ¢® = 0, 625 =0 and eg =0, and
v > O(1), we obtain the bound

L L
(42) || Vel |* + eWelle||* + veWeAt Y [V (eo)™|* + At > [|Vep?

n=1 n=1
L—-1 1 L
—1 ni2 ni2
< CeWev At; le™]|? + C (1 + 6VVel/> At; A
eWe  eWey~1/2 /2 Wel/? L 2
+c<1+ V i ——— +veWe At;HV(eT) I

CC?eWe L n
+ TAt Z IV (er)"|I.

n=1

Absorbing the constants into the C’s, but with C' remaining independent of h, At,
and v, and using the bound on (e,)™ from above, we have that

L L
(43) [IVeZ)® + [le" 1> + At > [V(eo)™ I + At Y [ Ver||* <
n=1 n=1
L—-1 L
CALS [le"|P + CAt S [Vep? + Cy2 (14 At 4 A

n=1 n=1
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TABLE 1. Differences between the divergence-free coupled
solution (denoted with hats) and penalty-projection solutions
with varying v. We use the notation | - |jox to denote the
L2(0,T; H*()) norm.

¥ |V - u~yllo,0 | rate S* rate | |[uy — fllo,1 | rate Hu,ly‘ —al| | rate S** rate
0 9.16e-2 — 2.60e-2 — 5.458e-4 — 1.032e-2 — 8.697e-3 —
1 5.84e-2 — 1.51e-2 — 4.102e-4 — 7.838e-3 — 7.456e-3 —
10 1.92e-2 0.48 5.37e-3 0.45 1.526e-4 0.43 2.875e-3 0.44 | 3.132e-3 | 0.38
102 2.64e-3 0.86 7.72e-4 0.84 2.174e-5 0.85 4.045e-4 0.85 | 4.559e-4 | 0.84
103 2.75e-4 0.98 8.09e-5 0.98 2.279e-6 0.98 4.221e-5 0.98 | 4.778e-5 | 0.98
107 2.76e-5 1.00 | 8.123e-6 | 1.00 2.366e-7 0.98 4.239¢-6 1.00 | 4.914e-6 | 0.99

S* stands for [|u~ — 4llg,1 and S** stands for ||V(<Z>,IY‘ — oMy

Now using Gronwall’s inequality, assuming At is sufficiently small, yields

L L
(44) (VeGP +lle" (> + At Y IV (eo)™ >+ A Y [Vep|* < C(1+ At )y
n=1 n=1
Combining this with the estimate for (e,) completes the proof.
O

3.3. Numerical convergence of the penalty-projection scheme to the cou-
pled scheme as v — co. We now test the predicted convergence rates from The-
orem 3.1 for the convergence of the penalty-projection scheme solutions to the
coupled scheme solution as v — oo.

We choose = (0,1)? and discretize it uniformly with a h = 1/16 uniform
triangulation, and then apply a barycenter refinement. The element choice is Sj, =
P,, and Scott-Vogelius velocity-pressure elements (X, Q) = (P2, PY), and we
note this velocity-pressure pair is stable on this mesh [2]. Initial conditions and
parameters are chosen as follows, and we note these parameters come from a test
problem in [15]:

At = 0.005, T = 0.05, v = 0.01, e = 0.004, We =25, M =1,
ug = {—sin(mz)? sin(27y), sin(wy)? sin(272)),

¢o = 0.24 cos(2mx) cos(2my) + 0.4 cos(mz) cos(3my).

We note that pg is never needed, as we solve directly for uZ“ in the scheme.

We impose homogeneous Dirichlet conditions for the velocity u, and homogeneous
Neumann conditions for ¢ and u.

We compute solutions using the coupled scheme, Algorithm 3.1, and the penalty-
projection scheme, Algorithm 3.2 using varying . The differences between the
solutions are shown for each choice of + in Table 1. First order convergence is
observed in u, u, and ¢ in the appropriate norms, as v — oo, which verifies the
theorem. Observe that with v = 10%, the difference between the coupled scheme
solution and penalty-projection solution is O(107%) in each of the variables (in these
natural norms).

4. Second order schemes for Cahn-Hilliard-Navier-Stokes

In this section, we extend our study to numerical scheme that are second order in
time. A coupled scheme second order (Crank-Nicolson) analogue to the first order
coupled scheme of the previous section is proposed and studied in [7]. This scheme
is proven in [7] to be unconditionally solvable, unconditionally stable, and optimally
convergent in space and time. A projection method associated with this coupled
scheme is studied in [15], which is more efficient that the coupled scheme, but less



PENALTY-PROJECTION SCHEMES FOR THE CH-NS SYSTEM 669

accurate. In this section, we study a relationship between the coupled scheme in
[7], and a variant of the projection method of [15] which eliminates the pressure
term from the momentum equation and uses grad-div stabilization. After stating
the schemes and associated results, we prove that as the grad-div stabilization
parameter v — 0o, solutions for the (penalty-)projection scheme converge to the
coupled method solution. In effect, this means that with large v, the (penalty-
)projection scheme will produce the same accuracy as the coupled scheme.

4.1. Second order coupled and decoupled schemes for the CHNS system.
The second order, Crank-Nicolson type, coupled scheme below is very similar to
one studied in [7].

Algorithm 4.1. (C’mnk—Nicolson coupled scheme for CHNS system) Given param-
eters €, We, v, and At, find ( "H,ﬂzﬂ, A"“,ﬁﬁ“) € (Sh, Sh, Xn,Qn) satisfying
for all (xn,¥n,vn,qn) € (Shy Shy Xn, Qn);

Kt (AZ+1 - éZaXh> + B2 ( pr+1/ An+1/2axh) (vAn+1/2 VXh) = 0,
720 = 5 (G027 + B2) 8772, 0n) + G2 )
(V¢7n+1/2 Vi) = 0,
1
At (@ — @, vn) + Bo(ay T2 Ay R o) + v(Vay TR, V)
-1 ~
7(pz+1/27 V- Uh) - iNieBZ((ﬁZ—‘rl/za Uh, [j’n+1/2) = 07
(V-4 q) = 0,
where
n+1 n R
ntlj2, Y TU 2+U for v =1y, op,
and

n n—1
'Dn+1/2 . 3" — v

B fOT’ v :ﬁh,qgh.

n+1/2 n+1/2 n+1/2

Remark 4.1. Observe that fi; are pure variables, whereas ¢,, ,

1/2 ~n+1/2 x
¢Z+/,uz+/ and U ”+/

and pj,

are composite.

We also study a penalty-projection scheme associated with the coupled scheme
above. This scheme is similar to that studied in [15], but here we add a grad-
div stabilization term to the momentum equation, and remove the pressure from
the momentum equation. If no grad-div stabilization is used, then this scheme
would be much less accurate that the second order coupled scheme, since pressure
is completely removed from the momentum equation. However, we will prove that
for large grad-div stabilization parameter v, solutions found with this scheme will
have the same accuracy as the coupled scheme.

Algorithm 4.2. (2nd-order penalty-projection scheme of CHNS system)
Step 1: Find

(ot ity € (Sh, Sk, Xa)
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satisfying ¥Y(Xn, Yn,vn) € (Sh, Sh, Xn)

1

x5 ;:“—¢z,xh)+BQ<¢3”“/2,u;1“/2,xh> (Vi % Vx) = 0,
(™72 ) — <(<¢>h> +(grth?) "*”W) <~"“/2,wh>
1 n n
A (0 = o) + (VY ) (Vg o Vo)
~MN n 6 n n
+Bo(it h+1/2 h+1/2,vh) WB( +1/2,Uh,uh+1/2) _—
Step 2: Find

( n+1vpz+1) € (thQh)
such that for every (vp,qn) € (Y, Qn)

1
S =t ) — @V ) = 0,
(V-apttqn) = 0
where
n 1 n T 3¢n_¢n—1
¢h+1/2 = 2( oy ®h), ¢;i+1/2 = h27h,
n 1 n Sin_ n—l
h+1/2 — ( n+1+uh) ﬂh+1/2 — Up, Up, ,
2 2
and

V,CY:={velL*Q)|V-veL*Q), v nlp=0}.
Both schemes above are uniquely solvable and unconditionally energy stable.

Lemma 4.1. Suppose (Xn,Qr) C (X, Q) satisfies the inf-sup condition, V - X}, C
V.Y, CQp, and u) € Vi, and ¢9 € Sy. Then Algorithm 4.1 is uniquely solvable,
and its solution satisfies

(45)
L-1

~ ~n+1/2 ~n+1/2 ~n+1/2
k12 +Iv o | +At2(|v HRR L Va2 4 1 ) < Cldata),

where C depends on problem data, but is independent of h, At, and . Likewise,
Algorithm 4.2 is uniquely solvable, and its solution satisfies

(46)
L—-1
n+1/2 n+1/2 n+1/2
lak 12+ IV eE 12+ ae > (Va2 12 + A1V - w202 + g2 ) < Cdata),
n=0

where C' depends on problem data, but is independent of h, At, and ~.

4.2. Convergence of the penalty-projection method to the second order
coupled scheme. Similar to the first order coupled scheme, we need to assume
some additional stability, namely, that there exists a constant C' independent of h
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and At, satisfying

~n n n ~ ~n—1/2
(1) max [0 ow + 19 e + 18R e + IVl oo + 1~ |

m.
1<n<L
L—-1
+A g <
n=0

Remark 4.2. [t has been shown in the recent paper [7] that, using a slightly
modified Crank-Nicholson time discretization for the Cahn-Hilliard equation in the
coupled scheme (Algorithm 4.1), one can obtain the unconditional stability éh €
£2°(0,T; L>(Q2)), as for the first-order-in-time coupled scheme. Using this same
treatment in the decoupled scheme, one would expect to obtain ¢, € £>°(0,T; L>°(Q)),
unconditionally, as well.

We are now able to state our result for the second order schemes. The proof is
very similar to that of the first order schemes, and so we omit it here for brevity.

Theorem 4.1. For a given set of problem data, mesh, time step At > 0, and grad-
div stabilization parameter v > 0, let (gZ)ZH,ﬂZ“,ﬁZH,ﬁZH) € (Sh, Sh, Xn, Q)
be the solution to Algorithm 3.2 (the 2nd-order coupled scheme), and

( Z+17u2+17u2+1,p2+1) € (Sh, Sh, Xn,Qn) be the solution of Algorithm 4.2 (the
2nd-order penalty-projection scheme). Further assuming that V - X, C Qp, the
difference in the solutions satisfies

(48) V(¢ = i)l + lluyy —af|

L—-1 1/2
+ (At STV 2 — a2V (- ﬂZ+1/2)|2)> <cyt,

n=0

with C dependent of At, but of independent of h, and ~. Thus on a fized dis-
cretization, we expect first order convergence of the penalty-projection scheme to
the coupled scheme, as v — 0.

4.3. Numerical Experiments for second order schemes. We now give results
of three numerical experiments for the second order schemes. Our first experiment
illustrates the convergence theorem, and the second experiment tests both the cou-
pled and the penalty-projection schemes on a shape relaxation problem. Our third
test is for shape deformation in two phase flow in a lid-driven cavity. In all our
tests, we use a Newton iteration to converge the nonlinear problems at each time
step.

4.3.1. Numerical Experiment 1: Convergence rate verification. We now
test the predicted convergence rates from Theorem 4.1 for the convergence of the
penalty-projection scheme solutions to the second order coupled scheme solution as
v — 00. The setup and discretization parameters for this problem are identical to
that of the experiment above that verifies Theorem 3.1.

We compute solutions using the second order coupled scheme (Algorithm 4.1),
and the penalty-projection scheme (Algorithm 4.2) using varying ~. The differ-
ences between the solutions are shown for each choice of v in Table 2. First order
convergence with respect to v is observed in u, u, and ¢ in the appropriate norms,
as vy — oo, which verifies the theorem.
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TABLE 2. Differences between the divergence-free coupled so-
lution (denoted with hats) and penalty-projection solutions with
varying 7. We use the notation ||-||o,x to denote the (0, T’; H*(€2))

norm.
v [ IV -ul | rate | [lu—illos | rate | [ —llo | rate | u—fllos | rate
0 1.612e-01 - 1.968e-02 - 1.103e-04 — 1.504e-04 —
1 2.039e-02 - 7.552e-03 - 9.726e-05 — 6.004e-05 —

10 || 2.000e-03 | 1.008 | 4.194e-03 | 0.255 | 7.932e-05 | 0.089 | 3.906e-05 | 0.187
102 || 2.732e-03 | -0.136 | 1.302e-03 | 0.508 | 3.098e-05 | 0.408 | 1.420e-05 | 0.440
10° || 5.307e-04 | 0.712 | 1.776e-04 | 0.865 | 4.153e-06 | 0.873 | 1.890e-06 | 0.876
107 |[ 5.702e-05 | 0.969 | 1.842¢-05 | 0.984 | 4.291e-07 | 0.986 | 1.951e-07 | 0.986

4.3.2. Numerical experiment 2: Shape relaxation. Our next experiment
is for shape relaxation of an isolated shape in a two-phase flow system, and for
this test we take M () := 0.11/(1 — ¢)? 4+ €2. Even though our analysis assumed
M =1, this example suggests that our conclusions should be extendible to a more
practical setting. We discretize the domain = (0, 1)? uniformly with a h = 1/16
uniform triangulation, refine around the small square and then apply a barycenter
refinement, so that (P, Py) Scott-Vogelius elements will be stable [2]. We take
v =0.01, At = 0.02, We = 200, ¢ = 0.005 and the initial condition to be u(0,z) = 0,
no-slip velocity boundary conditions, and zero Neumann boundary conditions for
¢ and p. The initial phase shape is a small square with side length 0.2 located in
the middle of a unit square, where we set ¢y = 1, and we set ¢9 = —1 everywhere
else in )

We test four schemes for this problem: the coupled scheme using Taylor-Hood
elements, the coupled scheme using Scott-Vogelius elements, the penalty-projection
scheme (using (P, PY) elements for the projection step) with v = 10%, and the
projection scheme with (P, P;) Taylor-Hood elements and v = 0. The simulation
with the v = 0 projection scheme failed to give results, as the Newton solver did
not converge on the first time step. The other three schemes did produce solutions,
and we show plots of their predicted phase fields in Figure 2. Plots are shown at
t=0.1, 0.4, and 1.0, and are in good agreement with the known physical solution
that the shape will become a circle, since that is the shape that minimizes the free
energy [15].

For the three schemes that produced solutions, we also plot their velocity energy
%Huh“Q with time in Figure 1. Here we observe that the Taylor-Hood coupled
solution’s velocity energy is more than an order of magnitude larger than the other
scheme’s solution. This is due to the fact that Taylor-Hood velocity solution will
be affected by irrotational forcing of the momentum equation, while the other
solutions will not, as they are divergence-free or nearly divergence-free [20]. Once
the shape has relaxed to a circle, the forcing of the momentum equation outside of
the transition region will be purely potential, and thus will only affect the Taylor-
Hood velocity solution.

4.3.3. Numerical experiment 3: 2D Lid driven cavity. Our final experi-
ment is an extension of the previous numerical experiment, but here we prescribe
the velocity on the top boundary (the lid) to be (1,0) instead of no slip, and use
v = 0.01. The corresponds to the well known lid driven cavity problem, except here
we again use the same two-phase initial condition as the previous numerical experi-
ment. The rest of the parameters remain the same: At = 0.02, We = 200, ¢ = 0.005,
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FIGURE 1. Plots of velocity energy %|lusl|* with time, for the

coupled scheme with Scott-Vogelius (SV) and Taylor-Hood (TH)

elements, and the penalty-projection method with v = 10, 000.
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Shown above are contour plots of the phase fields

for the shape relaxation problem, for the coupled scheme with
Scott-Vogelius elements (top), coupled scheme with Taylor-Hood
elements (middle), and projection scheme with v = 10,000 (bot-

tom).
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M =0.1\/(1 — )% + €2. The initial velocity is taken to be the Stokes solution for

single phase Stokes with v = 0.01.

We ran simulations with the same 4 schemes as numerical experiment 2, using
the same barycenter-refined mesh. Once again, the projection scheme with v = 0
failed, as the nonlinear solver did not converge on the first time step. The other
three methods converged, and plots of their velocity and phase fields are shows in
figure 3. We observe each of the methods give essentially the same prediction of the
relaxed shape in the center of the cavity, and that each method’s phase field exhibits
oscillations at the top boundary. The oscillations in the penalty-projection method
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are significantly smaller than that of the coupled methods. The velocity field of the
penalty-projection method qualitatively matches that of the single phase Navier-
Stokes lid-driven cavity [5], which is expected. However, both coupled schemes have
significant oscillations in the velocity at the lid. Thus, it is safe to conclude the
penalty-projection scheme does the best job on this problem.

Projection method with y = 104

o
0 o1 0z 03 04 05 08 07

Coupled method with Scott-Vogelius elements

o1 02 03 04 05 08 07 0

Coupled method with Taylor-Hood elements

[}
0 o1 0z 03 04 05 08 07 o0

FIGURE 3. Shown above are contour plots of the phase fields
for the shape relaxation problem, for the projection scheme with
~v = 10,000 (top), coupled scheme with Scott-Vogelius elements
(middle), and coupled scheme with Taylor-Hood elements (bot-
tom).

5. Conclusions

We have established connections between coupled schemes for Cahn-Hilliard-
Navier-Stokes and their associated penalty-projection schemes, for both first and
second order time stepping schemes. In particular, we proved that in settings
where V - X, C @ and (X}, Q) is LBB-stable — obtained e.g., using Scott-
Vogelius velocity-pressure elements on appropriate meshes — as the penalty pa-
rameter 7 — oo, the corresponding penalty-projection solutions converge to the
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coupled method solution. Thus, in practice, one can use the penalty-projection
method with large parameter v and expect accuracy close to that of the (optimally
accurate) coupled scheme. Numerical experiments were given that illustrated the
convergence theorems. Additionally, two more numerical experiments were given
that tested the penalty-projection method, and showed its effectiveness on prob-
lems of physical interest. In fact, for the lid driven cavity shape deformation test
problem, the penalty-projection method out-performed the coupled scheme.

For future work, it remains an open problem to study the convergence of the
projection method of [15], which is essentially the same as the penalty-projection
method of section 4, except without the grad-div stabilization and that the method
of [15] includes a lagged pressure term in the momentum equation. Additionally, the
development of effective preconditioners for solving the large coupled block linear
systems that arise at each time step of both the projection and coupled schemes
will be critical for solving large 3D problems.
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