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OVERLAPPING DOMAIN DECOMPOSITION

PRECONDITIONERS FOR UNCONSTRAINED ELLIPTIC

OPTIMAL CONTROL PROBLEMS

ZHIYU TAN ∗, WEI GONG +, AND NINGNING YAN ⋄

Abstract. In this paper, we propose several overlapping domain decomposition preconditioners
for solving the unconstrained elliptic optimal control problem, based on the two level additive
Schwarz algorithm. We consider the cases with controls on the whole domain and controls from
a local subset. The latter case can be viewed as the subproblems when we solve the control-
constrained control problem by using semi-smooth Newton method. When the controls act on
the whole domain, we construct a symmetric and positive definite preconditioner which is proved
to be robust combined with preconditioned MINRES method, and a symmetric and indefinite
preconditioner which can be used in the preconditioned GMRES method and shows better nu-
merical performance than the positive definite one. When the controls act on a local subset, we
also construct a similar symmetric and indefinite preconditioner, the numerical experiments show
its efficiency when combined with preconditioned GMRES method.

Key words. Overlapping domain decomposition method, elliptic optimal control problem,
preconditioned MINRES method, preconditioned GMRES method.

1. Introduction

In this paper, we consider the following unconstrained elliptic optimal control
problem with distributed control:

min
u∈L2(Ω0)

J(y, u) = 1
2‖y − yd‖2L2(Ω) +

α
2 ‖u‖2L2(Ω0)

(1)

subject to

(2)

{−∆y = f +B0u in Ω

y = 0 on ∂Ω,

where Ω ⊂ R
2 is a bounded domain with Lipschitz boundary ∂Ω, B0 is the extension

by zero operator from L2(Ω0) to L2(Ω) with Ω0 ⊆ Ω the control domain and
meas(Ω0) > 0, f ∈ L2(Ω) is a given function, yd ∈ L2(Ω) is the desired state or
observation, α > 0 is the regularization parameter.

It can be proved by standard arguments (see e.g., [14]) that the optimal control
problem (1)-(2) admits a unique solution u ∈ L2(Ω0), which can be characterized
by its first order necessary (also sufficient) optimality system

(3)











−∆y = f +B0u in Ω, y = 0 on ∂Ω,

−∆p = y − yd in Ω, p = 0 on ∂Ω,

αu +B′
0p = 0 in Ω0,

where p is the adjoint state and B′
0 is the adjoint operator of B0 associated with

L2 inner product. The three equations in (3) serve as the state equation, the
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adjoint equation and the first order optimality condition. By eliminating the control
variable u through the third equation in (3) we arrive at the equivalent form

(4)







−∆y = f − 1

α
B0B

′
0p in Ω, y = 0 on ∂Ω;

−∆p = y − yd in Ω, p = 0 on ∂Ω.

We note that (4) formulates a saddle point problem involving the state and the
adjoint state variables. With appropriate finite dimensional discretization, e.g.,
finite element method, we are led to a symmetric and strongly indefinite linear
system whose efficient solving is challenging in considering the dependence of the
linear system on the mesh size h and the regularization parameter α, which will be
the focus of current paper.

Optimal control problems governed by partial differential equations play an im-
portant role in science and engineering. For the theoretical results we refer to [14].
Recently, the increasing requirement of efficient simulations for such kind of prob-
lems stimulates the research of both discretization schemes and efficient solvers for
optimization problems with PDEs constraints. A lot of achievements have been
made on this subject in the decades. For recent developments on optimization al-
gorithms and convergence analysis of numerical schemes we refer to [12] for more
details.

In addition to the convergence analysis of discretization schemes and the design
of optimization algorithms, the fast and robust solving of the resulting algebraic
system is also very important for efficient simulations of PDE-constrained optimal
control problems. There are a lot of attempts to study the efficient solution of
optimal control problems which differ from the approaches utilized. For example,
in [27, 20] the authors used the preconditioned Krylov subspace method to solve
the first order optimality system by constructing some block preconditioners. In
[3, 22, 19] the authors used the mutigrid method to design fast solvers. Another
strategy is to use the domain decomposition methods to deal with the optimal
control problem, see e.g., [1, 2, 10, 11, 15]. We also mention [16, 17, 26] for the
parallel implementations of domain decomposition type algorithms.

Domain decomposition methods (DDM for short) have been successfully used
to construct fast solvers for the self-adjoint and positive definite partial differential
equations, the essential parallel ability makes them attractive in applications. For
more details on the design and convergence of DDM we refer to the monograph
[23], the review papers [24, 25] and the references cited therein. As to the design
of DDM for nonselfadjoint or indefinite problems, we refer to [6] and the references
therein.

There are also some contributions of DDM to solving PDE-constrained opti-
mal control problems. The applications of DDM for optimal control problems can
roughly be divided into two categories, depending on how the domain decomposi-
tion strategy is integrated with the optimization. One category is that the domain
decomposition strategy is used only at the PDE level. That is to use the domain
decomposition methods to solve the state equation and the adjoint equation, re-
spectively. We refer to [8] for such kind of approach where a projected gradient
method serves as the outer optimization algorithm. An obvious weakness of this
approach is that the robustness of the algorithm with respect to the regularization
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parameter α can not be verified. Another type of DDM is that the domain de-
composition methods are used to solve the optimal control problem directly, either
reformulating the original problem or decomposing the original problem to some
local optimal control problems. In this case, both overlapping and nonoverlap-
ping DDM can be used. We refer to [2] for a Robin type DDM and [11, 15] for a
Neumann-Neumann type method. We point out that again the robustness of the
algorithm with respect to the mesh size h and the regularization parameter α has
not been generally proved.

In current paper we regard the problem (4) as a symmetric and indefinite linear
system and use the domain decomposition strategy to design some preconditioners.
We focus on the construction of preconditioners based on the two level additive
Schwarz algorithm. One can define different kind of preconditioners based on dif-
ferent local solvers in the additive Schwarz algorithm. To be more specific, we
can solve this problem by preconditioned MINRES method with a symmetric and
positive definite preconditioner or preconditioned GMRES method with a general
preconditioner. In the case Ω0 = Ω, we can choose the symmetric and positive
definite inexact local solvers which induce a symmetric and positive definite pre-
conditioner, or the symmetric and indefinite exact local solvers which induce a
symmetric and indefinite preconditioner. In the case Ω0 ⊂ Ω, we can define a sym-
metric and indefinite preconditioner with the exact local solvers as well. For the
symmetric and positive definite preconditioner, we prove that the spectral condi-
tion number of the preconditioned system can be bounded by a constant which is
independent of the parameter α and the mesh size h. This shows the robustness
of our algorithm over [2, 8, 11], at least theoretically. The numerical experiments
illustrate the robustness of this preconditioner. The symmetric and indefinite pre-
conditioner we proposed is associated with some local control problems, so it can
preserve the structure of the problem under consideration, at least from the alge-
braic point of view. The numerical experiments also show that the symmetric and
indefinite preconditioner is robust, although the theoretical analysis is still missing
at this moment. We remark that a similar symmetric and indefinite preconditioner
can be found in [15] when the control acts on the whole domain. Here we consider
a particular case of local control and analyze the above two algorithms within a
unified framework. Moreover, the local control problems (Ω0 ⊂ Ω) can be viewed
as the subproblems when we solve the control problem with pointwise control con-
straints by using semi-smooth Newton method ([13]). Thus, the combination of
our proposed DDM with semi-smooth Newton method can be used to efficiently
solve control problems with pointwise control constraints. We also expect that our
method can be used to solve nonlinear control problems when combined with SQP
method. For the comparison of the two DDM algorithms we proposed, we remark
that the iteration number of the preconditioned GMRES method with the sym-
metric and indefinite preconditioner is notably less than that of the preconditioned
MINRES method with the symmetric and definite preconditioner.

The remaining part of this paper is organized as follows. In section 2 we give the
finite element discretization of the control problem and the space decomposition
which will be used to design the preconditioners. In section 3 we present the
uniform framework of constructing our preconditioners in the operator form. We
prove in section 4 that the symmetric and positive definite preconditioner is robust
with respect to the parameter α and the mesh size h. In section 5 we discuss
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some issues related to the symmetric and indefinite preconditioner. The paper is
ended with some numerical experiments to illustrate the efficiency of our proposed
preconditioners.

Denote tL2(Ω) ∩ wH1
0 (Ω) the Hilbert space H1

0 (Ω) with inner product t2(·, ·) +
w2(∇·,∇·) for some positive constants t and w and tL2(Ω) the Hilbert space L2(Ω)
with inner product t2(·, ·) for some positive constant t. Define U×V as the standard
product space of Hilbert spaces U and V with inner product (·, ·)U + (·, ·)V . B′ is
the adjoint operator of B associated with L2 inner product and QT is the transpose
of matrix Q. Throughout this paper, c and C, with or without subscripts, denote
generic and strictly positive constants. They are assumed to be independent of the
mesh parameters h, H and the regularization parameter α.

2. Finite element discretization and the space decomposition

We study the first order optimality system in the compact form (4). The weak
form can be stated as

(5)







(y, φ)− (∇φ,∇p) = (yd, φ), ∀φ ∈ H1
0 (Ω),

−(∇y,∇ψ)− 1

α
(Dp, ψ) = −(f, ψ), ∀ψ ∈ H1

0 (Ω),

where D = B0B
′
0.

Let Z = H1
0 (Ω)×H1

0 (Ω). Define the bilinear form k(·, ·) and the linear functional
g on Z as follows

k((θ, ω), (φ, ψ)) = (θ, φ)− a(φ, ω)− 1

α
(Dω,ψ)− a(θ, ψ),(6)

g((φ, ψ)) = (yd, φ)− (f, ψ),(7)

where a(·, ·) is defined by

a(φ, ψ) =

∫

Ω

∇φ∇ψdx, ∀φ, ψ ∈ H1
0 (Ω).

The problem of finding solutions of (5) is equivalent to find (y, p) ∈ Z such that

(8) k((y, p), (φ, ψ)) = g((φ, ψ)), ∀(φ, ψ) ∈ Z.

Now we consider the finite element approximations to problems (5) and (8). To
begin with, we firstly assume a shape-regular and quasi-uniform triangulation TH of
Ω with grid parameter H . Then after regular refinement we obtain a triangulation
Th with grid parameter h. Associated with TH we define the piecewise linear and
continuous finite element space VH such that VH ⊂ H1

0 (Ω). Let Vh ⊂ H1
0 (Ω) be the

piecewise linear and conforming finite element space over Th.
The finite element approximations of (5) and (8) can be defined as follows: Find

(yh, ph) ∈ Vh × Vh such that

(9)







(yh, φh)− a(φh, ph) = (yd, φh), ∀φh ∈ Vh,

−a(yh, ψh)−
1

α
(Dph, ψh) = −(f, ψh), ∀ψh ∈ Vh

and

(10) k((yh, ph), (φh, ψh)) = g((φh, ψh), ∀(φh, ψh) ∈ Zh := Vh × Vh.
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We denote the elements of TH by Ωi (i = 1, · · · , N) with diameter Hi. We

extend each Ωi to a larger region Ω̂i, which can be done by repeatedly adding a
layer of the fine elements with a generous overlap, such that

dist (∂Ω̂i ∩ Ω, ∂Ωi ∩ Ω) ≥ δi ≥ βHi, ∀ i = 1, · · · , N
for some β > 0.

For each i = 1, · · · , N , we make the following assumptions

(1) Ω̂i ⊂ Ω;

(2) diam (Ω̂i) ≤ CβH , whereH = max
i=1,··· ,N

Hi and Cβ is some constant independent

of α and the mesh size;
(3) ∂Ω̂i does not cut through any fine elements of Th.
For the partition {Ω̂i} we give the following assumption (see [23, P. 57]).

Assumption 2.1. The partition {Ω̂i} can be colored using at most NC colors with
NC the color number of this partition, in such a way that subregions with the same
color are disjoint.

The finite element space VH ⊂ H1
0 (Ω) associated with triangulation TH will act

as the coarse space in the two level additive Schwarz algorithm and we denote it by

V
(0)
h . For each i = 1, · · · , N , define the finite element space V

(i)
h = Ṽh(Ω̂i)∩H1

0 (Ω̂i),

where Ṽh(Ω̂i) is the restriction of Vh over Ω̂i. Let R
′
i,V be the interpolation operators

from V
(i)
h to Vh. Then we can define the space decomposition of Vh as

(11) Vh =

N
∑

i=0

R′
i,V V

(i)
h .

In our case R′
i,V (i = 1, · · · , N) can be defined by

(12) R′
i,V wi =

{

wi, in Ω̂i,

0, otherwise

for any wi ∈ V
(i)
h . R′

0,V is the interpolation operator from V
(0)
h = VH to Vh

satisfying R′
0,V φ = φ for any φ ∈ V

(0)
h .

Denote Z
(i)
h = V

(i)
h × V

(i)
h and let R′

i be the interpolation operators from Z
(i)
h to

Zh. Then the space decomposition of Zh is given by

(13) Zh =

N
∑

i=0

R′
iZ

(i)
h .

For each i = 0, · · · , N , if we assume that wi = (φi, ψi) ∈ Z
(i)
h , then R′

iwi =
(R′

i,V φi, R
′
i,V ψi) ∈ Zh.

3. Definition of the preconditioners

Firstly, we give in this part the procedure of constructing two level overlapping
additive Schwarz preconditioner based on the space decomposition (13), and pro-
pose several specific local solvers. Secondly, we define the inexact and exact local
solvers which will be used to define proper DDM based preconditioners, for more
details we refer to [23].
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We introduce the local bilinear form on the subspaces Z
(i)
h (i = 0, 1, · · · , N):

(14) ki(·, ·) : Z(i)
h × Z

(i)
h → R, i = 0, · · · , N.

One can define different local solvers associated with the specific definition of the
bilinear form ki(·, ·)(i = 0, · · · , N). In this paper, our definition of ki(·, ·) is based
on some bilinear forms

b(·, ·) : Zh × Zh → R.

Once b(·, ·) is defined, we can define ki(·, ·)(i = 0, · · · , N) by

(15) ki(wi, vi) = b(R′
iwi, R

′
ivi) ∀wi, vi ∈ Z

(i)
h , i = 0, · · · , N.

Based on this definition of local solvers, we can define the projection-like operators

Ti = R′
iT̃i : Zh → R′

iZ
(i)
h ⊂ Zh, i = 0, · · · , N,

where T̃i : Zh → Z
(i)
h (i = 0, · · · , N) satisfies

ki(T̃iw, vi) = k(w,R′
ivi), ∀vi ∈ Z

(i)
h , ∀w ∈ Zh.

Then the additive operator is given by

(16) T =

N
∑

i=0

Ti.

Define the operators K, B, Ki(i = 0, · · · , N) as follows

K : Zh → Zh, (Kw, v) = k(w, v), ∀w, v ∈ Zh,

B : Zh → Zh, (Bw, v) = b(w, v), ∀w, v ∈ Zh,

Ki : Z
(i)
h → Z

(i)
h , (Kiwi, vi) = ki(wi, vi), ∀wi, vi ∈ Z

(i)
h , i = 0, · · · , N.

Then it follows from (15) that

Ki = RiBR
′
i, i = 0, · · · , N,(17)

Ti = R′
iK

−1
i RiK, i = 0, · · · , N,(18)

T =

N
∑

i=0

R′
iK

−1
i RiK.(19)

We will show the invertibility of the additive operator T and the operatorsKi(i =
0, · · · , N) latter, which is associated with the solvability of the local solvers in our
case.

If we denote

(20) P =

N
∑

i=0

R′
iK

−1
i Ri,

then T = PK. Hence, we can regard P as a preconditioner of the operatorK and T
is the preconditioned operator. That is to say we can construct our preconditioner
P which has the form (20) by the procedure presented above.
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3.1. The inexact local solvers. The inexact local solvers defined here are only
for the case Ω0 = Ω. We choose the bilinear form b(·, ·) as
(21) b((w, q), (φ, ψ)) = α1/2a(w, φ) + (w, φ) + α−1/2a(q, ψ) + α−1(q, ψ)

for any (w, q), (φ, ψ) ∈ Zh = Vh × Vh.
We note that b is a symmetric and positive definite bilinear form and the local

solvers ki(·, ·)(i = 0, · · · , N) are the exact local solvers of b. According to the
domain decomposition theory of the selfadjoint and positive definite problem, we
know that the additive operator T and the operatorsKi(i = 0, · · · , N) are invertible
and the preconditioner is symmetric and positive definite as well. We denote the
preconditioner (20) as PSPD. Hence, we can use preconditioned MINRES method
to solve the problem (10) with preconditioner PSPD. We will prove the robustness
of this preconditioner combined with MINRES method in next section.

3.2. The exact local solvers. For the general case Ω0 ⊂ Ω, we choose

b(w, v) = k(w, v), ∀w, v ∈ Zh.

The precontioner generated in this case is symmetric and indefinite, we will prove
in section 5 the solvability of the local problems and the invertibility of the operator
T . We denote this preconditioner as PSI. We can choose preconditioned GMRES
method with this preconditioner to solve the problem (10).

4. The robustness of the preconditioner PSPD

Recall the convergence theory of preconditioned MINRES with a symmetric and
positive definite preconditioner, it suffices to prove that the spectral condition num-
ber of the operator T = PSPDK can be bounded by some constant C independent
of the parameter α and the mesh size h and H , in order to show the robustness of
the preconditioner. Before doing that, we collect some useful observations.

Consider the variational problem: Find w ∈ V such that

s(w, v) = (f, v), ∀v ∈ V,

where f ∈ V ′ and V is a Hilbert space with V ′ its dual space, s(·, ·) is a symmetric
and continuous bilinear form on V .

Firstly, we assume that s(·, ·) is positive definite. The convergence analysis of
additive Schwarz type domain decomposition method for this kind of problems can
be divided into the following several steps.

(1) Find a proper symmetric and positive definite bilinear form b(·, ·) in V , which
induces an inner product (·, ·)b such that

inf
06=w∈V

s(w,w)

b(w,w)
= inf

06=w∈V
sup

06=v∈V

s(w, v)

b(w,w)1/2b(v, v)1/2
≥ c > 0,

sup
06=w∈V

s(w,w)

b(w,w)
= sup

06=w∈V
sup

06=v∈V

s(w, v)

b(w,w)1/2b(v, v)1/2
≤ C,

where c and C are some constants which are independent of the parameter of
the problem and the mesh size.

(2) Define an equivalent bilinear form b̃(·, ·) of b(·, ·) associated with the given
domain decomposition, i.e.

c1b(w,w) ≤ b̃(w,w) ≤ C1b(w,w).
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(3) Define the preconditioner B̃ such that

b̃(w, v) = (B̃w, v), ∀w, v ∈ V.

Then the preconditioner B̃ associated with the problem

(Sw, v) = s(w, v) = (f, v) ∀v ∈ V

satisfies

inf
06=w∈V

sup
06=v∈V

(Sw, v)

‖w‖B̃‖v‖B̃
≥ c

C1
,

sup
06=w∈V

sup
06=v∈V

(Sw, v)

‖w‖B̃‖v‖B̃
≤ C

c1
.

Hence, κ(B̃−1S) ≤ CC1

cc1
. By taking b(·, ·) = s(·, ·), it follows that c = 1 and C = 1.

Then we have κ(B̃−1S) ≤ C1

c1
.

Now we consider the case that s(·, ·) is symmetric but indefinite. The proce-
dure mentioned above can also be used to design and analyze the preconditioner
associated with the domain decomposition method in this case, by using the pre-
conditioned MINRES method.

By using these observations, we firstly prove that the bilinear form (21) induces
a proper inner product for the problem (10).

Since Ω0 = Ω, B0 is the identity operator, i.e., B0 = I. The weak form of the
optimality conditions (3) is

(22)











α(u, v) + (p, v) = 0, ∀v ∈ L2(Ω)

(y, φ)− (∇φ,∇p) = (yd, φ), ∀φ ∈ H1
0 (Ω),

(u, ψ)− (∇y,∇ψ) = −(f, ψ), ∀ψ ∈ H1
0 (Ω).

Consider a general problem: Find (u, y, p) ∈ L2(Ω)×H1
0 (Ω)×H1

0 (Ω) such that

(23)











α(u, v) + (p, v) = (g, v), ∀v ∈ L2(Ω)

(y, φ)− (∇φ,∇p) = (h, φ), ∀φ ∈ H1
0 (Ω),

(u, ψ)− (∇y,∇ψ) = (l, ψ), ∀ψ ∈ H1
0 (Ω),

where g, h, l are given right hand sides.

Lemma 4.1. The problem (23) induces an isomorphism between

U × V =
(

α1/2L2(Ω)× (L2(Ω) ∩ α1/4H1
0 (Ω))

)

×
(

α−1/2L2(Ω) ∩ α−1/4H1
0 (Ω)

)

and its dual. Namely, ‖(u, y, p)‖U×V
∼= ‖(g, h, l)‖(U×V )′ .

Proof. Denote

A((u, y), (v, φ)) := α(u, v) + (y, φ)(24)

for any (u, y), (v, φ) ∈ U and

B((u, y), ψ) := (u, ψ)− (∇y,∇ψ)(25)

for any (u, y) ∈ U,ψ ∈ V . Then we can rewrite the problem (23) as: Find (u, y, p) ∈
U × V such that

(26)

{

A((u, y), (v, φ)) + B((v, φ), p) = (g, v) + (h, φ) ∀ (v, φ) ∈ U,
B((u, y), ψ) = (l, ψ) ∀ ψ ∈ V.
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This is a standard saddle point problem. We follow the standard approach of [4] to
prove the existence of a unique solution.

Obviously, we have

(27)

A((u, y), (v, φ)) = α(u, v) + (y, φ)

≤ α‖u‖0‖v‖0 + ‖y‖0‖φ‖0
≤ (α‖u‖20 + ‖y‖20)1/2(α‖v‖20 + ‖φ‖20)1/2

≤ ‖(u, y)‖U‖(v, φ)‖U
and

B((u, y), ψ) = (u, ψ)− (∇y,∇ψ)
≤ ‖u‖0‖ψ‖0 + ‖∇y‖0‖∇ψ‖0
≤ (α‖u‖20 + α1/2‖∇y‖20)1/2(α−1‖ψ‖20 + α−1/2‖∇ψ‖20)1/2

≤ ‖(u, y)‖U‖ψ‖V ,
this verifies the continuity of the bilinear forms A and B.

Now we only need to verify the Babuška-Brezzi conditions.

(1) Let (u, y) ∈ ker(B) := {(v, φ) ∈ U : B((v, φ), ψ) = 0, ∀ ψ ∈ V }. Then
α1/2(∇y,∇y) = α1/2(y, u). Therefore, we have

α‖u‖20 + α1/2‖∇y‖20 + ‖y‖20 ≤
3

2
(α‖u‖20 + ‖y‖20),(28)

i.e.,

A((u, y), (u, y)) ≥ 2

3
‖(u, y)‖2U , ∀(u, y) ∈ ker(B).(29)

Namely, the coercivity of A on ker(B) is verified.
(2) We then establish the inf-sup condition. That is, for each ψ ∈ V there

holds

sup
(u,y)∈U

B((u, y), ψ)
‖(u, y)‖U

≥ γ‖ψ‖V ,

i.e.,

sup
(u,y)∈U

(ψ, u)− (∇y,∇ψ)
(α‖u‖20 + α1/2‖∇y‖20 + ‖y‖20)1/2

≥ γ(α−1/2‖∇ψ‖20 + α−1‖ψ‖20)1/2

for some constant γ > 0.
Indeed, for each ψ 6= 0, let u = α−1ψ, y = −α−1/2ψ, we have

(ψ, u)− (∇y,∇ψ) = α−1‖ψ‖20 + α−1/2‖∇ψ‖20 = ‖ψ‖2V
and

α‖u‖20 + α1/2‖∇y‖20 + ‖y‖20 = α−1‖ψ‖20 + α−1/2‖∇ψ‖20 + α−1‖ψ‖20
≤ 2‖ψ‖2V .

Therefore,

sup
(u,y)∈U

B((u, y), ψ)
‖(u, y)‖U

≥
√
2

2
‖ψ‖V .

This finishes the proof. �

For the reduced problem (5) involving only the state y and adjoint state p we
have the similar result.



DDM FOR ELLIPTIC OPTIMAL CONTROL PROBLEMS 559

Corollary 4.2. The problem (5) induces an isomorphism between

Ur = L2(Ω) ∩ α1/4H1
0 (Ω)×

(

α−1/2L2(Ω) ∩ α−1/4H1
0 (Ω)

)

and its dual.

It follows from Corollary 4.2 and the definitions of bilinear forms b and k that

inf
06=w∈Z

sup
06=v∈Z

k(w, v)

b(w,w)1/2b(v, v)1/2
≥ c > 0,

sup
06=w∈Z

sup
06=v∈Z

k(w, v)

b(w,w)1/2b(v, v)1/2
≤ C,

where Z = H1
0 (Ω)×H1

0 (Ω), c and C are some constants independent of the param-
eter of the problem and the mesh size.

Since Vh ⊂ H1
0 (Ω), we have Zh = Vh × Vh ⊂ Z and thus

inf
06=wh∈Zh

sup
06=vh∈Zh

k(wh, vh)

b(wh, wh)1/2b(vh, vh)1/2
≥ c > 0,

sup
06=wh∈Zh

sup
06=vh∈Zh

k(wh, vh)

b(wh, wh)1/2b(vh, vh)1/2
≤ C.

It is clear that the inner product induced by b(·, ·) on Zh is exactly the one we are

looking for. Next, we prove that the inner product induced by b̃(·, ·), associated
with PPSD, is equivalent to that of b(·, ·).

To begin with, we introduce the elliptic partial differential equations with Dirich-
let boundary condition associated with b(·, ·): Find z = (y, p) ∈ H1

0 (Ω) × H1
0 (Ω)

such that

(30) b((y, p), (φ, ψ)) = (f̄ , φ) + (ḡ, ψ), ∀(φ, ψ) ∈ H1
0 (Ω)×H1

0 (Ω)

for given right hand sides f̄ and ḡ. For each i = 0, · · · , N , let ai(·, ·) be the local
approximations of a(·, ·):

ai(θi, φi) = a(R′
i,V θi, R

′
i,V φi), ∀θi.φi ∈ V

(i)
h .

The condition number of the preconditioned system PSPDB associated with (30)
mainly depends on the constants arising from the stable decomposition and the
strengthened Cauchy-Schwarz inequalities or alternatively the finite covering as-
sumption. The color number NC , which gives an upper bound for the spectral
radius of the matrix in the strengthened Cauchy-Schwarz inequalities (see [23,

Lemmas 2.10 and 3.11]), is associated with the partition {Ω̂i} in the finite cov-
ering assumption and can be bounded by a positive constant easily. So we only
focus on the stable decomposition assumption in this paper.

Lemma 4.3. [23, Lemma 3.9] Let φh be a continuous and piecewise quadratic
function defined on Th and Ihφh ∈ V h be its piecewise linear interpolation on the
same mesh. Then there exists a constant C, independent of h, such that

|Ihφh|H1(K) ≤ C|φh|H1(K), K ∈ Th.
Lemma 4.4. There exists a constant C > 0, such that each ξ in Vh admits a
decomposition

ξ =

N
∑

i=0

R′
i,V ξi {ξi ∈ V

(i)
h : i = 0, · · · , N},
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and satisfies

N
∑

i=0

[α1/2ai(ξi, ξi) + (ξi, ξi)] ≤ C[α1/2a(ξ, ξ) + (ξ, ξ)].

Proof. The proof follows the standard approach. Let ĨH : H1
0 (Ω) → VH = V

(0)
h

be the quasi-interpolation operator defined in [21, 23], Ih : C(Ω̄) → Vh be the
Lagrangian interpolation operator ([7]). The standard stability results and error
estimates give (see e.g., [23, Lemma 3.6])

‖ĨHφ‖0 ≤ C‖φ‖0, ∀φ ∈ H1
0 (Ω),

‖φ− ĨHφ‖0 ≤ C‖φ‖0, ∀φ ∈ H1
0 (Ω),

|ĨHφ|1 ≤ C|φ|1, ∀φ ∈ H1
0 (Ω),

‖φi − Ihφi‖0,Ω̂i
≤ Ch|φi|1,Ω̂i

, ∀φi ∈ H1
0 (Ω̂i) ∩C(Ω̂i).

For each ξ ∈ Vh, we firstly define

(31) ξ0 = ĨHξ ∈ V
(0)
h

and denote the remainder by

w = ξ −R′
0,V ξ0 = ξ − Ihξ0.

We next define the local components by

(32) ξi = Ri,V (I
h(θiw)) ∈ V

(i)
h , i = 1, · · · , N.

Here Ri,V is the adjoint operator of R′
i,V associated with L2 inner product and

the operator R′
i,V is defined in (12), {θi} is the piecewise linear partition of unity

associated with the overlapping partition (see e.g. [23]). Then we have

ξ = Ihξ0 + Ih(ξ − Ihξ0) = Ihξ0 + Ih(
N
∑

i=1

θiw)

= Ihξ0 +

N
∑

i=1

R′
i,VRi,V (I

h(θiw)) = R′
0,V ξ0 +

N
∑

i=1

R′
i,V ξi.(33)

For the coarse component ξ0 we have

(34)

α1/2a0(ξ0, ξ0) + (ξ0, ξ0) = α1/2|ĨHξ|21 + ‖ĨHξ‖20
≤ C(α1/2|ξ|21 + ‖ξ‖20)
= C[α1/2a(ξ, ξ) + (ξ, ξ)].

For the local components ξi (i = 1, · · · , N), since θiw is continuous and piecewise
quadratic, it follows from Lemma 4.3 that

ai(ξi, ξi) = |Ih(θiw)|21,Ω̂i

≤ C|θiw|21,Ω̂i
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and
(ξi, ξi) = ‖Ih(θiw)‖20,Ω̂i

= ‖Ih(θiw)− θiw + θiw‖20,Ω̂i

≤ C(‖Ih(θiw) − θiw‖20,Ω̂i

+ ‖θiw‖20,Ω̂i

)

≤ C(‖θiw‖20,Ω̂i

+ h2|θiw|21,Ω̂i

)

≤ C‖θiw‖20,Ω̂i

≤ C‖w‖2
0,Ω̂i

.

Hence,

α1/2ai(ξi, ξi) + (ξi, ξi) ≤ C(α1/2|θiw|21,Ω̂i

+ ‖w‖2
0,Ω̂i

).

Therefore, we are led to

N
∑

i=1

[

α1/2ai(ξi, ξi) + (ξi, ξi)
]

≤ C

N
∑

i=1

(α1/2|θiw|21,Ω̂i

+ ‖w‖2
0,Ω̂i

).

Recall that ([23, P. 69])

N
∑

i=1

|θiw|21,Ω̂i

≤ C(1 +
H

δ
)a(ξ, ξ)

and
N
∑

i=1

‖w‖2
0,Ω̂i

≤ C‖w‖20,Ω ≤ C (ξ, ξ).

Here in our case, δ ≥ βH , i.e., H
δ ≤ 1

β (see e.g., [23]). We obtain

(35)

N
∑

i=1

[

α1/2ai(ξi, ξi) + (ξi, ξi)
]

≤ C(1 +
1

β
)(α1/2a(ξ, ξ) + (ξ, ξ)).

Combining (34) and (35), we arrive at

N
∑

i=0

[

α1/2ai(ξi, ξi) + (ξi, ξi)
]

≤ C(1 +
1

β
)
[

α1/2a(ξ, ξ) + (ξ, ξ)
]

.

This completes the proof of the lemma. �

Lemma 4.5. There exists a constant C > 0, such that each (ξ, ζ) in Zh admits a
decomposition

(ξ, ζ) =

N
∑

i=0

R′
i(ξi, ζi) {(ξi, ζi) ∈ Z

(i)
h : i = 0, · · · , N},

and satisfies

N
∑

i=0

[

α1/2ai(ξi, ξi) + (ξi, ξi) + α−1/2ai(ζi, ζi) + α−1(ζi, ζi)
]

≤ C
[

α1/2a(ξ, ξ) + (ξ, ξ) + α−1/2a(ζ, ζ) + α−1(ζ, ζ)
]

.

Proof. Notice that

α−1/2a(ζ, ζ) + α−1(ζ, ζ) = α−1(α1/2a(ζ, ζ) + (ζ, ζ)).

Since ξ and ζ are independent variables, the desired result follows from Lemma 4.4
immediately. �
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Using the standard procedure of Schwarz framework in domain decomposition
theory, we can obtain the following spectral estimation (see, e.g. [23])

λmin(PSPDB) ≥ c−1
0 , λmax(PSPDB) ≤ C,

where c0 = C(1 + β−1) and PSPD is the the symmetric and positive definite pre-
conditioner defined in (20).

We define

(36) b̃(w, v) = (P−1
SPDw, v) ∀w, v ∈ Zh.

Then we have

C−1b(w,w) ≤ b̃(w,w) ≤ c0b(w,w) ∀w ∈ Zh.

Hence, according to the above analysis we have

Theorem 4.6. Let b̃(·, ·) be defined in (36). Then we have

inf
06=w∈Zh

sup
06=v∈Zh

k(w, v)

b̃(w,w)1/2 b̃(v, v)1/2
≥ c,

sup
06=w∈Zh

sup
06=v∈Zh

k(w, v)

b̃(w,w)1/2 b̃(v, v)1/2
≤ C.

Furthermore, if we take PSPD as a preconditioner for the problem (10) with MIN-
RES method, the spectral condition number satisfies

κ(PSPDK) ≤ C.

5. Some issues related to the preconditioner PSI

In this section, we prove the solvability of the exact local solvers and the non-
singularity of the additive Schwarz operator T = PSIK.

By the definition of the exact local solvers and (15), we have

ki(wi, vi) = k(R′
iwi, R

′
ivi), ∀w, v ∈ Z

(i)
h , i = 0, · · · , N.

For each i = 0, 1, · · · , N , let Di = Ri,VDR
′
i,V with D = B0B

′
0. Then we have

(Diφi, ψi) = (DR′
i,V φi, R

′
i,V ψi), ∀φi, ψi ∈ V

(i)
h

and

ki((yi, pi), (φ, ψ)) = (yi, φ)−ai(φ, pi)−
1

α
(Dipi, ψ)−ai(yi, ψ), ∀(yi, pi), (φ, ψ) ∈ Z

(i)
h .

Lemma 5.1. For each (y, p) ∈ Zh, there exists a unique (yi, pi) ∈ Z
(i)
h (i =

0, 1, · · · , N) such that

ki((yi, pi), (φ, ψ)) = k((y, p), R′
i(φ, ψ)), ∀(φ, ψ) ∈ Z

(i)
h .

Proof. For i = 0, the result holds obviously. We only focus on the case i = 1, · · · , N
in the proof below.

For a fixed (y, p) ∈ Zh, according to the definition of k(·, ·) we have

k((y, p), R′
i(φ, ψ)) = (y,R′

i,V φ)− a(R′
i,V φ, p)−

1

α
(Dp,R′

i,V ψ)− a(y,R′
i,V ψ)

= (Ri,V y, φ)− a(φ,Ri,V p)−
1

α
(Ri,VDp, ψ)− a(Ri,V y, ψ),
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which defines a linear functional on Z
(i)
h . By using the Riesz representation theorem,

there exists a unique (fi, y
(i)
d ) ∈ V

(i)
h × V

(i)
h such that

k((y, p), R′
i(φ, ψ)) = (y

(i)
d , φ)− (fi, ψ), ∀(φ, ψ) ∈ Z

(i)
h .

(i) If Ω̂i ∩Ω0 = ∅, then Ri,VD = 0 and Di = 0. The equation we need to solve

ki((yi, pi), (φ, ψ)) = k((y, p), R′
i(φ, ψ)) = (y

(i)
d , φ)− (fi, ψ), ∀(φ, ψ) ∈ Z

(i)
h

is equivalent to the equation
{

ai(φ, pi) = (yi − y
(i)
d , φ), ∀φ ∈ V

(i)
h ,

ai(yi, ψ) = (fi, ψ), ∀φ ∈ V
(i)
h .

Since ai(·, ·) is a continuous, symmetric and coercive bilinear form on V
(i)
h , by using

Lax-Milgram theorem we get the existence of a unique (yi, pi) ∈ Z
(i)
h .

(ii) If Ω̂i ∩Ω0 6= ∅, then Di = BiB
′
i, where Bi = Ri,VB0 is the extension by zero

operator from Ω̂i ∩ Ω0 to Ω̂i. The equation we need to solve

(37) ki((yi, pi), (φ, ψ)) = k((y, p), R′
i(φ, ψ)) = (y

(i)
d , φ)− (fi, ψ), ∀(φ, ψ) ∈ Z

(i)
h

is equivalent to the following equation






ai(φ, pi) = (yi − y
(i)
d , φ), ∀φ ∈ V

(i)
h ,

ai(yi, ψ) = (fi −
1

α
Dipi, ψ), ∀ψ ∈ V

(i)
h ,

which is exactly the weak form of the optimality conditions of the following control
problem:

min
ui∈L2(Ω̂i∩Ω0)

J(yi, ui) = 1
2‖yi − y

(i)
d ‖2

L2(Ω̂i)
+ α

2 ‖ui‖2L2(Ω̂i∩Ω0)
(38)

subject to

ai(yi, φ) = (fi +Biui, φ)L2(Ω̂i)
, ∀φ ∈ V

(i)
h .

The existence of a unique solution to the equation (37) is a direct consequence of
the existence of a unique solution to optimal control problem (38). This completes
the proof. �

According to this lemma, we see that for each i = 0, 1, · · · , N , the definition of
the projection-like operator Ti(i = 0, · · · , N) is proper. Next, we show that the
operator T is non-singular.

Lemma 5.2. The additive Schwarz operator T given by (19) is nonsingular.

Proof. Since T is a linear operator on the finite dimensional space Zh, in order to
prove T is nonsingular, it suffices to prove that ker(T ) = {0}. Let z = (y, p) ∈ Zh

and suppose that Tz = 0, we intend to prove that z = 0.

Let Tiz = R′
iT̃iz = (R′

i,V yi, R
′
i,V pi) and (yi, pi) ∈ Z

(i)
h for i = 0, · · · , N , then

Tz =
N
∑

i=0

Tiz = (
N
∑

i=0

R′
i,V yi,

N
∑

i=0

R′
i,V pi). We note that Tz = 0 is equivalent to

N
∑

i=0

R′
i,V yi = 0 and

N
∑

i=0

R′
i,V pi = 0.
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The definition of the operator Ti (i = 0, · · · , N) implies that

(39)







(yi, φ)− ai(φ, pi) = (y,R′
i,V φ)− a(R′

i,V φ, p), ∀φ ∈ V
(i)
h ,

−ai(yi, ψ)−
1

α
(Dipi, ψ) = −a(y,R′

i,V ψ)−
1

α
(Dp,R′

i,V ψ), ∀φ ∈ V
(i)
h .

For each i = 0, · · · , N , taking φ = yi, ψ = pi in above two equations and subtracting
the second equality from the first one, summing over i = 0, · · · , N results in

N
∑

i=0

(
1

α
(Dipi, pi) + (yi, yi)) = (y,

N
∑

i=0

R′
i,V yi) +

1

α
(Dp,

N
∑

i=0

R′
i,V pi)

+a(y,

N
∑

i=0

R′
i,V pi)− a(

N
∑

i=0

R′
i,V yi, p)

= 0.(40)

Noticing that (Dipi, pi) ≥ 0, (yi, yi) ≥ 0 for each i = 0, · · · , N , we have (yi, yi) = 0,
i.e., yi = 0 for i = 0, · · · , N .

Furthermore, from the first equation in (39) we can derive

N
∑

i=0

((yi, pi)− ai(pi, pi)) = (y,

N
∑

i=0

R′
i,V pi)− a(

N
∑

i=0

R′
i,V pi, p) = 0.

Since yi = 0 for i = 0, · · · , N , we arrive at

N
∑

i=0

ai(pi, pi) = 0.

Then pi = 0 follows immediately from the coercivity of ai(·, ·) on V (i)
h , i = 0, · · · , N .

This shows Tiz = 0 (i = 0, · · · , N).
According to the space decomposition (11), we have for ∀φ, ψ ∈ Vh, there exist

φi, ψi ∈ V
(i)
h (i = 0, · · · , N) such that φ =

N
∑

i=0

R′
i,V φi and ψ =

N
∑

i=0

R′
i,V ψi. Then,

we have for ∀φ, ψ ∈ Vh that

(y, φ)− a(φ, p) = (y,

N
∑

i=0

R′
i,V φi)− a(

N
∑

i=0

R′
i,V φi, p)

=
N
∑

i=0

((y,R′
i,V φi)− a(R′

i,V φi, p))

=

N
∑

i=0

((yi, φi)− ai(φi, pi))

= 0
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and

a(y, ψ) +
1

α
(Dp, ψ) = a(y,

N
∑

i=0

R′
i,V ψi) +

1

α
(Dp,

N
∑

i=0

R′
i,V ψi)

=
N
∑

i=0

(a(y,R′
i,V ψi) +

1

α
(Dp,R′

i,V ψi))

=

N
∑

i=0

(ai(yi, ψi) +
1

α
(Dipi, ψi))

= 0.

This implies that z = (y, p) = (0, 0). We thus complete the proof. �

6. Numerical experiments

In this section, we present some numerical results to illustrate the efficiency of
the preconditioners we proposed. At first, we give the matrix form of the linear
system to be solved and the matrix form of our preconditioners. Then we give some
numerical results.

Suppose n is the number of degrees of freedom of Vh and {φ̃i : i = 1, · · · , n} are

the node basis functions of Vh. Then Vh = span{φ̃i| i = 1, · · · , n}. For the linear
system (9) we can obtain the following equivalent matrix form

(

M −A
−A −α−1M0

)(

Y
P

)

=

(

Yd
−F

)

,

where A = (a(φ̃i, φ̃j))n×n is the stiffness matrix, M = ((φ̃i, φ̃j))n×n is the mass

matrix, M0 = ((Dφ̃i, φ̃j))n×n, Y = (yi)n×1, P = (pi)n×1, yh =
n
∑

i=1

yiφ̃i, ph =

n
∑

i=1

piφ̃i, F = ((f, φ̃i))n×1, Yd = ((yd, φ̃i))n×1. We remark thatM0 =M in the case

Ω0 = Ω.
Let

K =

(

M −A
−A −α−1M0

)

and Z = (Y, P )T , G = (Yd,−F )T . Then the above linear system can be rewritten
in the compact form

KZ = G.
In our numerical implementation, we obtain the partition {Ω̂i} by repeatedly

adding a layer of fine elements. In this setting, for each i = 0, · · · , N we have

V
(i)
h = span{φ̂k : k = 1, · · · , ni} where ni = dim(V

(i)
h ) and φ̂k (k = 1, · · · , ni) are

the node basis functions of V
(i)
h . Then the matrix representation of the operator

R′
i,V is IT

i,V where Ii,V = (rk,j)ni×n and rk,j satisfies R′
i,V φ̂k =

n
∑

j=1

rk,j φ̃j . Then

we denote the matrix representation of R′
i by IT

i where

Ii =
(

Ii,V 0
0 Ii,V

)

.
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Table 1. Iteration number versus α and δ with preconditioned
MINRES (I).

α
δ = h δ = 2h

P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 8 28 38 54 74 122 8 30 40 46 60 86
1/4 32 72 96 130 220 26 62 78 104 148
1/8 86 98 114 164 50 90 102 118
1/16 102 104 114 78 104 106
1/32 98 100 108 100
1/64 96 118

10−4

1/2 8 28 44 63 86 125 8 33 59 65 78 100
1/4 32 67 93 129 207 28 71 83 107 145
1/8 78 95 113 161 47 85 103 117
1/16 99 101 111 75 103 105
1/32 99 97 125 106
1/64 97 149

10−8

1/2 8 28 41 47 49 61 8 35 67 63 69 73
1/4 32 69 63 60 71 29 89 94 93 93
1/8 65 81 73 79 53 93 95 99
1/16 75 77 85 53 89 95
1/32 73 83 43 85
1/64 79 43

Table 2. Iteration number versus α and δ with preconditioned
MINRES (II).

α
δ = 4h δ = H/2

P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 8 10 38 42 52 66 8 30 38 40 42 46
1/4 24 36 66 80 108 32 62 66 68 72
1/8 50 52 92 102 86 90 92 94
1/16 62 78 106 102 104 106
1/32 112 116 98 100
1/64 200 96

10−4

1/2 8 19 70 73 77 85 8 33 70 79 81 83
1/4 28 49 81 89 113 32 71 81 83 87
1/8 53 51 89 105 78 85 89 93
1/16 61 79 107 99 103 107
1/32 107 131 99 106
1/64 205 97

10−8

1/2 8 15 78 88 81 85 8 35 78 99 105 111
1/4 29 55 104 107 111 32 89 104 109 117
1/8 60 63 105 107 65 93 105 115
1/16 63 57 99 75 89 99
1/32 57 51 73 85
1/64 53 79

The matrix representation of the operator relating to the bilinear form (21) is

B =

(

α1/2A+M 0

0 α−1/2A+ α−1M

)

.

Hence, the matrix form of our preconditioners are

PSPD =

N
∑

i=0

IT
i (IiBIT

i )
−1Ii,

PSI =

N
∑

i=0

IT
i (IiKIT

i )
−1Ii.

We consider the optimal control problem

min
u∈L2(Ω0)

J(y, u) = 1
2‖y − yd‖2L2(Ω) +

α
2 ‖u‖2L2(Ω0)
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Table 3. Iteration number versus α and δ with preconditioned
GMRES (I).

α
δ = h δ = 2h

P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 8 13 15 18 21 25 2 12 14 16 19 22
1/4 16 17 19 21 25 12 17 18 19 21
1/8 17 17 17 19 14 17 17 17
1/16 16 15 15 17 16 15
1/32 14 13 16 14
1/64 12 14

10−4

1/2 8 12 15 18 22 27 2 12 14 16 18 22
1/4 16 18 20 23 27 11 16 18 20 23
1/8 19 18 17 21 13 18 18 19
1/16 16 15 16 19 16 16
1/32 14 13 19 14
1/64 12 15

10−8

1/2 6 11 12 12 13 16 2 10 11 11 12 14
1/4 13 15 15 15 17 10 14 15 14 15
1/8 14 15 15 17 11 14 14 15
1/16 14 15 16 11 14 14
1/32 13 14 10 14
1/64 15 12

Table 4. Iteration number versus α and δ with preconditioned
GMRES (II).

α
δ = 4h δ = H/2

P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 2 2 12 14 16 19 8 12 12 13 13 13
1/4 9 11 16 18 19 16 17 16 16 16
1/8 13 14 17 17 17 17 17 17
1/16 17 17 16 16 16 16
1/32 22 17 14 14
1/64 24 12

10−4

1/2 2 2 12 14 16 18 8 12 12 11 11 11
1/4 9 11 16 18 20 16 16 16 16 16
1/8 12 13 18 18 19 18 18 18
1/16 15 19 16 16 16 16
1/32 23 19 14 14
1/64 30 12

10−8

1/2 2 2 9 11 11 12 6 10 9 9 9 10
1/4 9 11 13 15 14 13 14 13 13 13
1/8 12 11 13 14 14 14 13 13
1/16 12 11 14 14 14 14
1/32 11 10 13 14
1/64 11 15

subject to
{−∆y = f +B0u in Ω,

y = 0 on ∂Ω,

where Ω = (0, 1) × (0, 1), f = 2π2 sin(πx) sin(πy) and yd = sin(πx) sin(πy). In
the case that the control acts on a local set, we take Ω0 = (14 ,

3
4 ) × (14 ,

3
4 ), f =

2π2 sin(πx) sin(πy) and yd = sin(πx)+sin(πy). We set the tolerance for the residual
of MINRES or GMRES algorithm as 1.0e− 8. We test the numerical performance
of our proposed preconditioners with respect to the regularization parameter α,
the mesh size H relating to the number of subdomains, the mesh size h and the
overlaps. More precisely, we have done the following tests and list the results below.

(1) We test the numerical performance of the preconditioners with different mesh
sizes H , h for α = 1.0, 10−4, 10−8 and the overlaps δ = h, 2h, 4h.

(2) We test the numerical performance of the preconditioners with different mesh
sizes H , h and fixed δ = H/2 for α = 1.0, 10−4, 10−8.



568 Z. TAN, W. GONG, AND N. YAN

Table 5. Iteration number versus α and δ with preconditioned
GMRES for local controls (I).

δ = h δ = 2h
P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 8 13 15 18 21 25 2 12 14 16 19 22
1/4 16 18 19 20 25 12 17 18 19 21
1/8 17 17 17 20 14 17 17 17
1/16 16 15 15 17 16 15
1/32 14 13 18 14
1/64 12 18

10−4

1/2 8 13 15 17 21 27 2 12 14 16 18 22
1/4 17 19 20 24 29 11 17 19 21 24
1/8 19 19 19 23 15 19 19 19
1/16 17 17 17 21 18 17
1/32 15 15 22 15
1/64 13 20

10−8

1/2 6 11 14 16 19 26 2 10 12 14 16 20
1/4 15 20 22 29 46 10 15 19 22 29
1/8 20 23 27 36 14 19 23 26
1/16 22 24 28 20 21 24
1/32 22 24 25 21
1/64 21 31

Table 6. Iteration number versus α and δ with preconditioned
GMRES for local controls (II).

α
δ = 4h δ = H/2

P
P
P
PP

H
h

1/4 1/8 1/16 1/32 1/64 1/128 1/4 1/8 1/16 1/32 1/64 1/128

1.0

1/2 2 2 12 14 16 19 8 12 12 13 13 13
1/4 9 12 17 18 19 16 17 17 16 16
1/8 13 14 17 17 17 17 17 17
1/16 17 17 16 16 16 16
1/32 23 18 14 14
1/64 26 12

10−4

1/2 2 2 12 13 16 18 8 12 12 12 12 12
1/4 9 12 17 18 21 17 17 17 17 17
1/8 13 15 19 19 19 19 19 19
1/16 17 21 17 17 18 17
1/32 28 23 15 15
1/64 35 13

10−8

1/2 2 2 11 12 14 16 6 10 11 11 10 10
1/4 9 12 16 18 22 15 15 16 16 16
1/8 13 14 19 23 20 19 19 19
1/16 15 20 20 22 21 20
1/32 24 25 22 21
1/64 36 21

In the following tables we show the results for fixed number of subdomains with
different scale of the linear system and the results for the fixed scale of the linear
system with different numbers of subdomains. Firstly, we illustrate the performance
of our proposed DDM preconditioners for controls from the whole domain Ω. In
Table 1 and 2 we list the results by using the preconditioned MINRES algorithm
with preconditioner PSPD. In Table 3 and 4 we list the results by using precon-
ditioned GMRES algorithm with preconditioner PSI. Secondly, in Table 5 and 6
we give the results by using preconditioned GMRES algorithm with preconditioner
PSI for the case that controls act on a subset Ω0 ⊂ Ω.

The above results show that the iteration numbers are relatively stable with
respect to the regularization parameter α, the scale of the linear system measure
by h, the number of the subdomains measured byH . Moreover, we can observe that
the iteration numbers decrease as the overlap parameter β increase (δ = h, 2h, 4h
and H/2 in the tables). In the case that the control acts on the whole domain, the
numerical results for the preconditioner PSPD are consistent with our theoretical
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prediction, while the performance of the preconditioner PSI is very similar to that
when domain decomposition method is used to solve the self-adjoint and positive
definite problem. We note that this is consistent with our expectations and PSI

shows relatively better performance than that of PSPD for solving optimal control
problems. In the case that the control acts on a subset Ω0 ⊂ Ω, the performance of
the preconditioner PSI is similar to the previous case that control acts on the whole
domain.

Acknowledgements

The first author was supported by the National Natural Science Foundation
of China under grant 11671391. The second author was supported by the Na-
tional Natural Science Foundation of China under grants 91530204, 11201464 and
11671391. The third author was supported by the National Natural Science Foun-
dation of China under grants 91530204 and 11571356.

References

[1] Bartlett, R.A., Heinkenschloss, M., Ridzal, D. and van Bloemen Waanders, B., Domain de-
composition methods for advection dominated linear-quadratic elliptic optimal control prob-
lems. Comput. Methods Appl. Mech. Engrg., 195(2006), no. 44-47, pp. 6428-6447.

[2] Benamou, J.D., A domain decomposition method with coupled transmission conditions for
the optimal control of systems governed by elliptic partial differential equations. SIAM J.
Numer. Anal., 33(1996), no. 6, pp. 2401-2416.

[3] Borzi, A. and Schulz, V., Multigrid methods for PDE optimization. SIAM Rev., 51(2009),
no. 2, pp. 361-395.

[4] Brezzi, F. and Fortin, M., Mixed and Hybrid Finite Element Methods, Springer-Verlag, 1991.
[5] Cai, X.C., Liu, S. and Zou, J., Parallel overlapping domain decomposition methods for cou-

pled inverse elliptic problems. Comm. Appl. Math. Comput. Sci., 4(2009), pp. 1-26.
[6] Cai, X.C. and Widlund, O.B., Domain decomposition algorithms for indefinite elliptic prob-

lems. SIAM J. Sci. Statist. Comput., 13(1992), no. 1, pp. 243-258.
[7] Ciarlet, P.G., The Finite Element Methods for Elliptic Problems. North-Holland, Amsterdam,

1978.
[8] Chang, H.B. and Yang, D.P., A Schwarz domain decomposition method with gradient projec-

tion for optimal control governed by elliptic partial differential equations. J. Comput. Appl.
Math., 235(2011), pp. 5078-5094.

[9] Gunzburger, M.D. and Lee, J., A domain decomposition method for optimization problems
for partial differential equations. Comput. Math. Appl., 40(2000), pp. 177-192.

[10] Heinkenschloss, M. and Herty, M., A spatial domain decomposition method for parabolic
optimal control problems. J. Comput. Appl. Math., 201(2007), pp. 88-111.

[11] Heinkenschloss, M. and Nguyen, H., Neumann-Neumann domain decomposition precondi-
tioners for linear-quadratic elliptic optimal control problems. SIAM J. Sci. Comp., 28(2006),
pp. 1001-1028.

[12] Hinze, M., Pinnau, R., Ulbrich, M. and Ulbrich, S., Optimization with PDE Constraints
MMTA 23, Springer, New York, 2009.

[13] Hintermüller, M., Ito, K. and Kunisch, K., The primal-dual active set strategy as a semis-
mooth Newton method. SIAM J. Optim., 13(2003), pp. 865-888.

[14] Lions, J.L., Optimal Control of Systems Governed by Partial Differential Equations, Springer-
Verlag, New York-Berlin, 1971.

[15] Nguyen, H.Q., Domain Decomposition Methods for Linear-Quadratic Elliptic Op-
timal Control Problem, Ph.D. thesis, Department of Computational and Ap-
plied Mathematics, Rice University, Houston, TX, 2004; available online from
http://www.caam.rice.edu/caam/trs/2004/RT04-16.pdf.

[16] Prudencio, E., Byrd, R. and Cai, X.C., Parallel full space SQP Lagrange-Newton-Krylov-
Schwarz algorithms for PDE-constrained optimization problems. SIAM J. Sci. Comput.,
27(2006), no. 4, pp. 1305-1328.



570 Z. TAN, W. GONG, AND N. YAN

[17] Prudencio, E. and Cai, X.C., Parallel multilevel restricted Schwarz preconditioners with
pollution removing for PDE-constrained optimization. SIAM J. Sci. Comp., 29(2007), no.
3, pp. 964-985.

[18] Saad, Y. and Schultz, M.H., GMRES: A generalized minimal residual algorithm for solving
nonsymmetric linear systems. SIAM J. Sci. Stat. Comp., 7(1986), no. 3, pp. 856-869.
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