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ANALYSIS OF AN EMBEDDED DISCONTINUOUS GALERKIN

METHOD WITH IMPLICIT-EXPLICIT TIME-MARCHING FOR

CONVECTION-DIFFUSION PROBLEMS

GUOSHENG FU AND CHI-WANG SHU

Abstract. In this paper, we analyze implicit-explicit (IMEX) Runge-Kutta (RK) time discretiza-
tion methods for solving linear convection-diffusion equations. The diffusion operator is treated
implicitly via the embedded discontinuous Galerkin (EDG) method and the convection operator
explicitly via the upwinding discontinuous Galerkin method.
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1. Introduction

In this paper, we propose and analyze an implicit-explicit embedded discon-
tinuous Galerkin (IMEX-EDG) method for solving the linear convection diffusion
equation. We use the IMEX Runge-Kutta time discretization [1] that treats the
diffusion term implicitly via the embedded discontinuous Galerkin (EDG) method
[7, 6] and the convection term explicitly via the upwinding discontinuous Galerkin
method [9]. For a detailed discussion on IMEX RK schemes, see [1, 3, 8] and
references therein.

The EDG methods, originally introduced for linear shells in [7], is obtained
from hybridizable discontinuous Galerkin (HDG) methods [5] by simply reducing
the space of the hybrid (interface) unknowns by requiring them to be continuous
across the mesh skeleton. It reduces the globally coupled degrees of freedom (after
hybridization) to exactly those for a continuous Galerkin formulation (after static
condensation).

Here we consider three specific Runge-Kutta type IMEX schemes given in [1]
from first to third order accuracy. Coupling with the EDG (diffusion) and up-
winding DG (convection) spatial discretization, we give the stability analysis and
error estimates by the energy method. Our work is inspired from [10, 11, 12],
where the authors analyzed IMEX time stepping coupled with local discontinu-
ous Galerkin (LDG) methods for linear and nonlinear convection diffusion equa-
tions. The only difference of the IMEX-LDG and IMEX-EDG methods is on the
discretization of the diffusion operator. While the theoretical results are similar
for both spatial approaches, the IMEX-EDG methods is more computationally
efficient due to a smaller number of globally coupled degrees of freedom. On
a fixed triangular mesh in two dimensions, using polynomials of degree k ap-
proximations, the LDG method results a globally coupled linear system of size
Nt(k + 1)(k + 2)/2 ≈ Nv(k + 1)(k + 2), while the EDG method results a globally
coupled linear system of size Nv +Ne(k − 1) ≈ Nv(3k − 2). Here Nv, Ne, and Nt
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are the numbers of vertices, edges, and triangles. We remark that while we can
equally use the HDG methods [5] (with a discontinuous hybrid space) to discretize
the diffusion operator, the EDG methods is more efficient in terms of the number
of globally coupled degrees of freedom.

The paper is organized as follows. In Section 2 we present the spatial discretiza-
tion for the model convection diffusion problem and give some preliminary results.
Then, in Section 3, we present and analyze the fully discrete schemes with IMEX
RK time discretization. Several numerical tests are presented in Section 4 to verify
the main results in Section 3. Finally, we conclude in Section 5.

2. Semi-discretization with EDG for diffusion and upwinding DG for
convection

In this section, we present the spatial discretization for the following linear
convection-diffusion problem:

ut +∇ · (βu)−∇ · (ǫ∇u) = 0, (x, t) ∈ ΩT = Ω× (0, T ],(1a)

u(x, 0) = u0(x), x ∈ Ω,(1b)

with a periodic boundary condition. Here Ω ∈ R
d (d = 1, 2, 3) is a bounded

rectangular domain, β = (β1, · · · , βd) ∈ R
d is a constant velocity field, ǫ is the

diffusion coefficient, and u0(x) is the initial solution.
We use the EDG scheme [7, 6] to discretize the diffusion operator and the up-

winding DG scheme [9] to discretize the convection operator. We present properties
of these schemes that will be used for the analysis of the fully discrete schemes in
Section 3.

We first collect some notation that will be used throughout the paper.

2.1. Notation and preliminaries. We denote by ‖ · ‖Hm(D) the standard Hm-

Sobolev norm on the domain D ⊂ R
d. When m = 0, we simplify the notation and

denote by ‖ · ‖D the L2-norm on D.
We denote by Th := {K} a quasi-uniform, shape-regular conforming simplicial

triangulation of Ω, and by Eh the mesh skeleton consists the set of facets F (element
nodes in 1d, edges in 2d, and faces in 3d) of the simplicial elements K ∈ Th. We
denote by ∂K the element boundary of an element K.

We denote by Volume(K) and Volume(∂K) the volume and surface area of K
in 3d. In 2d, Volume(K) is the area of the triangle K, and Volume(∂K) is the
perimeter length. And in 1d, Volume(K) is the length of the interval K, and
Volume(∂K) is set to be 2. We set hK := diam(K) and h := maxK∈Th

hK .
Associated with the triangulation and mesh skeleton, we define the discontinuous

(cell-wise) finite element spaces (on Th) and continuous (facet-wise) finite element
space (on Eh):

Rh := {r ∈ L2(Th)d : r|K ∈ Pd
k−1(K), K ∈ Th},(2a)

Vh := {v ∈ L2(Th) : v|K ∈ Pk(K), K ∈ Th},(2b)

Mh := {v̂h ∈ C0(Eh) : v̂h|F ∈ Pk(F ), F ∈ Eh},(2c)

for k ≥ 1. Here Pm(K) (Pd
m(K)) stands for the space of scalar (vector) polynomials

of degree at most m. We use the convention that Pm(F ) is the space of constants
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for any m ≥ 0 when the facet F is a node (1d case). Note that we require C0-
continuity for the approximate trace space Mh (nodal continuity in 2d, and nodal
and edge continuity in 3d).

We recall the following optimal hp inverse trace inequality from [13] that will be
used to define the stabilization parameter of our EDG scheme.

Lemma 1. [13, Theorem 5] For a d-simplex, D, the following result holds ∀u ∈
Pp(D)

‖u‖∂D ≤
√

(p+ 1)(p+ d)

d

Volume(∂D)

Volume(D)
‖u‖D.

Here, by convention, when D = (a, b) is an interval, ‖u‖∂D =
√
u(a)2 + u(b)2.

To simplify notation, we denote the optimal hp inverse trace constant in Lemma
1 as

Cp,D :=

√
(p+ 1)(p+ d)

d

Volume(∂D)

Volume(D)
.(3)

Now, we prepare some notation that will be used to define the upwinding DG
scheme. We denote by ∂K+ := {F ∈ ∂K : β · nF > 0} the outflow boundary, and
∂K− := {F ∈ ∂K : β · nF < 0} the inflow boundary. Here nF is the outward
normal of K on F . For each facet F , we define the inflow and outflow elements K−

and K+ which share the same facet F by requiring β · nK− < 0 and β · nK+ > 0.
When the normal direction of F is parallel to β, we take K− as the element on
the left side of the direction β. Along the facet F , there are two traces for a scalar
function p, denoted by p+ = (p|K+)|F and p− = (p|K−)|F , respectively. We denote
the jump as [[p]] := p+ − p−.

We write (η , ζ)Th
:=
∑

K∈Th
(η, ζ)K , where (η, ζ)D denotes the integral of ηζ

over the domain D ⊂ R
d. We also write 〈η , ζ〉∂Th

:=
∑

K∈Th
〈η , ζ〉∂K , where

〈η , ζ〉D denotes the integral of ηζ over the domain D ⊂ R
d−1 (in 1d the integral

is just the product of point values) and where ∂Th := {∂K : K ⊂ Th}. When
vector-valued functions are involved, we use a similar notation.

We denote the velocity magnitude as βmax =

√∑d
i=1 β

2
i .

2.2. EDG for diffusion. In this subsection, we present the EDG discretization
for the diffusion operator −∇· (ǫ∇u). To facilitate our description, we consider the
following steady-state diffusion problem with a periodic boundary condition:

−∇ · (ǫ∇u) = f in Ω,

∫

Ω

u = g.(4)

Here f is the source term and g is a prescribed average of the solution u.
We start with the following equivalent first-order reformulation of (4):

ǫ−1q +∇u = 0 in Ω,(5a)

∇ · q = f in Ω,(5b)
∫

Ω

u = g,(5c)

with a periodic boundary condition for u.
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The EDG scheme for (5) is defined as follows: find (qh, uh, ûh) ∈ Rh × Vh ×Mh

such that

(ǫ−1 qh , rh)Th
− (uh , ∇ · rh)Th

+ 〈ûh , rh · n〉∂Th
= 0,(6a)

−(qh , ∇vh)Th
+ 〈qh · n+ α(uh − ûh) , vh〉∂Th

= (f , vh)Th
,(6b)

−〈qh · n+ α(uh − ûh) , v̂h〉∂Th
= 0,(6c)

(uh , 1)Th
= (g , 1)Th

,(6d)

for all (rh, vh, v̂h) ∈ Rh × Vh ×Mh, where

α ∈ {µ ∈ L2(∂Th) : µ|F ∈ P0(F ), ∀F ∈ ∂Th}
is a (positive, piecewise-constant) stabilization parameter defined on the collection
of element boundaries ∂Th. We choose α to be single-valued on each facet F ∈ Th
based on the sharp hp inverse trace constant in (3), whose expression restricted on
a facet F = ∂K1 ∩ ∂K2 shared by two elements K1 and K2 is given as follows:

α|F = ǫ max{C2
k,K1 , C2

k,K2}.(6e)

Note that α|F scales proportionally to ǫ(k + 1)2/hK , where hK = min{hK1, hK2}.
The following result states that the above EDG scheme gives hp-optimal L2 error

estimates. We postpone its proof via an energy argument to the Appendix. Similar
analysis was used in [6] in which h-optimal L2 estimates were obtained for the EDG
scheme for pure diffusion problems.

Theorem 1. There exists a unique solution (qh, uh, ûh) ∈ Rh × Vh × Mh to the
EDG scheme (6).

Moreover, let u ∈ Hk+1(Ω) be a smooth function, and uh ∈ Vh be part of the
solution to the EDG scheme (6) with right hand sides f replaced by −∇ · ǫ∇u and
g replaced by u. Then, we have

‖u− uh‖0 ≤ C

(
h

k

)k+1

‖u‖k+1,

with a constant C only depending on the shape-regularity and quasi-uniformity of
the triangulation Th, and independent of the mesh size h and the polynomial degree
k.

The above result implies that the elliptic projection defined through the above
EDG scheme gives optimal L2 estimates, we will use this fact to prove the error
estimates for the fully-discrete IMEX scheme in Section 3.

To simplify our presentation for the analysis of the fully discrete scheme, we now
transform the EDG scheme (6) to its primal form, expressing it in terms of uh ∈ Vh

only. To achieve this, we rewrite qh and ûh as a linear mapping applied to uh,
which is defined by using equations (6a) and (6c). Thus, for any w ∈ Vh, we define

(Qw, Ûw) ∈ Rh ×Mh as the solution of

(ǫ−1 Qw , rh)Th
+ 〈Ûw , rh · n〉∂Th

= (w , ∇ · rh)Th
,(7a)

−〈Qw · n , v̂h〉∂Th
+ 〈αÛw , v̂h〉∂Th

= 〈αw , v̂h〉∂Th
,(7b)

for all (rh, v̂h) ∈ Rh ×Mh. A simple energy argument ensures the existence and

uniqueness of the solution (Qw, Ûw) ∈ Rh ×Mh for any given w ∈ Vh.
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Using the above mapping, we define the primal EDG scheme for (4) as follows:
find uh ∈ Vh with (uh , 1)Th

= (g , 1)Th
such that, for all vh ∈ Vh,

(ǫ−1Quh
, Qvh)Th

+ 〈α(uh − Ûuh
) , vh − Ûvh〉∂Th

= (f, vh)Th
.(8)

We have the following result on the equivalence of the two EDG schemes (6) and
(8).

Lemma 2. Let uh ∈ Vh be the solution to the primal EDG scheme (8), then

(Quh
, uh, Ûuh

) ∈ Rh × Vh ×Mh is the unique solution to the EDG scheme (6).

Proof. The fact that (Quh
, uh, Ûuh

) ∈ Rh × Vh × Mh satisfies (6a),(6c), (6d) is

trivial to verify by definition of the mapping (7). Now, we show (Quh
, uh, Ûuh

)
satisfies (6b). Taking w = vh in (7a) and choosing test function rh = Quh

, we get

(ǫ−1 Qvh , Quh
)Th

+ 〈Ûvh , Quh
· n〉∂Th

= (vh , ∇ ·Quh
)Th

,

taking w = uh in (7b) and choosing test function v̂h = Ûvh , we get

−〈Quh
· n , Ûvh〉∂Th

+ 〈αÛuh
, Ûvh〉∂Th

= 〈αuh , Ûvh〉∂Th
.

Adding up the above expressions, we get

(ǫ−1 Qvh , Quh
)Th

− 〈α(uh − Ûuh
) , Ûvh〉∂Th

= (vh , ∇ ·Quh
)Th

.(9)

Hence

− (Quh
, ∇vh)Th

+ 〈Quh
· n+ α(uh − Ûuh

) , vh〉∂Th

= (∇ ·Quh
, vh)Th

+ 〈α(uh − Ûuh
) , vh〉∂Th

= (ǫ−1 Qvh , Quh
)Th

+ 〈α(uh − Ûuh
) , vh − Ûvh〉∂Th

,

where we used (9) in the last step. By (8), the above expression is equal to (f, vh)Th
.

Hence, (Quh
, uh, Ûuh

) satisfies (6b). This implies that (Quh
, uh, Ûuh

) ∈ Rh × Vh ×
Mh is the unique solution to the EDG scheme (6). �

We emphasize that the primal form of the EDG scheme (8) is only used for ease
of presentation in the analysis of the fully discrete scheme considered in the next
section. In the actual implementation, the cell-wise unknowns qh and uh can be
locally condensed out, and we only need to solve a global linear system for the trace
unknown ûh.

Now, we denote the (symmetric) bilinear form associated with the primal EDG
scheme (8) as Bd(uh, vh), i.e.,

(10) Bd(uh, vh) := (ǫ−1Quh
, Qvh)Th

+ 〈α(uh − Ûuh
) , vh − Ûvh〉∂Th

.

The following discrete seminorms on Vh will be useful for our analysis: for wh ∈ Vh,
we denote

|||wh|||e,Th
=

√
(ǫ−1Qwh

, Qwh
)Th

+ 〈α(wh − Ûwh
) , wh − Ûwh

〉∂Th
,(11a)

|||wh|||1,Th
=

√√√√(∇wh , ∇wh)Th
+
∑

K∈Th

〈
C2

k,K

2
[[wh]] , [[wh]]〉∂K .(11b)

We have Bd(wh, wh) = |||wh|||2e,Th
for any wh ∈ Vh.
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The following result states the control of |||wh|||1,Th
by |||wh|||e,Th

, which plays a
key role in obtaining the good stability of the fully discrete IMEX scheme in the
next section (compare with [10, Lemma 2.4]).

Lemma 3. For any wh ∈ Vh, we have

|||wh|||1,Th
≤ 2 ǫ−1/2|||wh|||e,Th

Proof. We use equation (7a) (taking w = wh) and the definition of the stability
parameter α in (6e) to prove this result.

Taking rh = ∇wh in (7a), and integrating by parts the right hand side of the
resulting expression, we have

(ǫ−1 Qwh
, ∇wh)Th

+ 〈Ûwh
− wh , ∇wh · n〉∂Th

= −(∇wh , ∇wh)Th
.

Applying the Cauchy-Schwarz inequality for the left hand side of the above expres-
sion, we get

‖∇wh‖2Th
≤
(
ǫ−2‖Qwh

‖2Th
+
∑

K∈Th

C2
k,K‖wh − Ûwh

‖2∂K

)1/2

(
‖∇wh‖2Th

+
∑

K∈Th

C−2
k,K‖∇wh‖2∂K

)1/2

≤ ǫ−1/2|||wh|||e,Th

(
‖∇wh‖2Th

+
∑

K∈Th

‖∇wh‖2K

)1/2

≤
√
2 ǫ−1/2|||wh|||e,Th

‖∇wh‖Th
,

where, in the second inequality, we used the inverse trace inequality from Lemma
1. Hence,

‖∇wh‖2Th
≤ 2 ǫ−1|||wh|||2e,Th

.(12)

On the other hand, by the definition of α in (6e), on any facet F = ∂K1 ∩ ∂K2, we
have

2∑

i=1

C2
k,Ki

2
‖ [[wh]]‖2F ≤

(
ǫ−1α|F

)
‖ [[wh]]‖2F ≤

(
2 ǫ−1α|F

) 2∑

i=1

‖wh|Ki − Ûwh
‖2F .

Summing the above expressions over all the facets F ∈ Eh, we obtain

∑

K∈Th

C2
k,K

2
‖ [[wh]]‖2∂K =

∑

F∈Eh

2∑

i=1

C2
k,Ki

2
‖ [[wh]]‖2F(13)

≤ 2 ǫ−1〈α(wh − Ûwh
) , wh − Ûwh

〉∂Th
≤ 2 ǫ−1|||wh|||2e,Th

.

Finally, combining the inequalities in (12) and (13), we obtain the desired esti-
mate of Lemma 3. �

2.3. Upwinding DG for convection. In this subsection we present the upwind-
ing DG discretization for the convection operator ∇ · (β u) and states its relevant
properties. The associated bilinear form, acting on the space Vh, is given as follows:

Bc(wh, vh) := (−βw,∇v)Th
+ 〈β · nw−

h , vh〉∂Th
.(14)
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We collect the relevant stability properties of the above bilinear form in the next
lemma.

Lemma 4. For any wh, vh ∈ Vh, we have

Bc(wh, wh) =
1

2

∑

F∈Eh

‖|β · n|1/2 [[wh]]‖2F ≥ 0,

Bc(wh, vh) ≤
√
3βmax ‖wh‖Th

|||vh|||1,Th
,

Bc(wh, vh) ≤
√
3βmax |||wh|||1,Th

‖vh‖Th
.

For any w ∈ Vh +H1(Ω) and vh ∈ Vh, we have

Bc(w, vh) ≤ βmax (‖w‖2Th
+
∑

K∈Th

2

C2
k,K

‖w‖2∂K+)1/2 |||vh|||1,Th
.

Recall that βmax =

√∑d
i=1 β

2
i .

Proof. Taking vh := wh in (14), and integrating by parts the resulting element-wise
integrals, we obtain the first equality.

To prove the second inequality of Lemma 4, we note that

Bc(wh, vh) = − (βwh,∇vh)Th
+ 〈β · nw−

h , vh〉∂Th

= − (βwh,∇vh)Th
+ 〈β · nw−

h , (vh − v−h )〉∂Th

= − (βwh,∇vh)Th
+
∑

K∈Th

〈β · nw−
h , (v+h − v−h )〉∂K−

= − (βwh,∇vh)Th
−
∑

K∈Th

〈β · nw−
h , (v+h − v−h )〉∂K+ ,

where we used the identity 〈β · nw−
h , v±h 〉∂Th

=
∑

K∈Th
〈β · nw−

h , v±h 〉∂K = 0 in
the second and fourth equalities. Applying the Cauchy-Schwarz inequality for the
above expression, we have

|Bc(wh, vh)| ≤ βmax‖wh‖Th
‖∇vh‖Th

+ βmax(
∑

K∈Th

2

C2
k,K

‖w−
h ‖2∂K+)1/2(

∑

K∈Th

C2
k,K

2
‖ [[vh]]‖2∂K+)1/2

≤ βmax(‖wh‖2Th
+
∑

K∈Th

2

C2
k,K

‖w−
h ‖2∂K+)1/2

× (‖∇vh‖2Th
+
∑

K∈Th

C2
k,K

2
‖ [[vh]]‖2∂K+)1/2

≤ βmax

(
‖wh‖2Th

+
∑

K∈Th

2‖wh‖2K

)1/2

|||vh|||1,Th

=
√
3 βmax ‖wh‖Th

|||vh|||1,Th
,

where the third inequality comes from the inverse-trace estimate in Lemma 1.
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The third inequality is proven along the same line as that for the second by first
rewriting the upwinding DG operator (14) via integration by parts:

Bc(wh, vh) = − (βwh,∇vh)Th
+ 〈β · nw−

h , vh〉∂Th

= (β∇wh, vh)Th
+ 〈β · n (w−

h − wh) , vh〉∂Th

= (β∇wh, vh)Th
+
∑

K∈Th

〈β · n (w−
h − w+

h ) , v
+
h 〉∂K− ,

and then applying the Cauchy-Schwarz inequality to the resulting expression.
The fourth inequality follows from the proof of the second one. This completes

the proof of Lemma 4. �

2.4. The semi-discrete EDG/DG scheme. Collecting the above two spatial
discretizations, we arrive at the following semi-discrete EDG/DG scheme for the
convection diffusion equation (1): for 0 < t ≤ T , find uh ∈ Vh such that

(∂tuh, vh)Th
+Bd(uh, vh) +Bc(uh, vh) = 0

for any vh ∈ Vh with initial condition uh(0) being the L2-projection of the initial
data u0 onto Vh. The EDG diffusion operator Bd(·, ·) is given in (10), and the DG
convection operator Bc(·, ·) is given in (14).

To further simplify our presentation for the analysis of the fully discrete scheme
considered in the next section, we define the following linear operators Bd,Bc :
Vh → Vh associated with the above two bilinear forms:

(Bd(wh), vh)Vh×Vh
:= Bd(wh, vh), ∀vh ∈ Vh,(15a)

(Bc(wh), vh)Vh×Vh
:= Bc(wh, vh), ∀vh ∈ Vh.(15b)

Then, the above semi-discrete scheme is equivalent the the following linear op-
erator form: for 0 < t ≤ T , find uh ∈ Vh such that

∂tuh + Bd(uh) + Bc(uh) = 0.(16)

3. The IMEX RK fully discrete schemes

In this section, we apply IMEX Runge-Kutta time stepping for the semi-discrete
scheme (16). We treat the diffusive operator implicitly, and the convective operator
explicitly. For a detailed introduction to IMEX RK schemes, we refer the readers
to [1, 3, 8].

We provide stability and error estimates of the resulting IMEX scheme, obtaining
similar results as those in [10, 11, 12], where the authors considered LDG spatial
discretization.

We remark that due to the explicit treatment of the DG convective operator,
the resulting fully discrete scheme can be implemented with static condensation of
the element-wise degrees of freedom (Rh×Vh) so that the globally coupled degrees
of freedom are only those on the mesh skeleton (Mh). Moreover, the resulting
linear system is symmetric positive definite and of smaller size than the IMEX-
LDG scheme [10, 11, 12]. On the other hand, if the DG convective operator were
to be treated implicitly, static condensation of the element-wise degrees of freedom
(Rh ×Vh) would no longer be possible due to the coupling of neighboring element-
wise degrees of freedom.

Let us now introduce a general s-stage IMEX RK time marching scheme for the
semi-discrete equation (16). Denote {tn = nτ}Mn=0 be the uniform partition of the
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time interval [0, T ], with time step τ and T = Mτ . Given un
h ∈ Vh, where Vh is

the DG finite element space given in (2b) with a fixed polynomial degree k ≥ 1, we
would like to find the numerical solution at the next time level tn+1 = tn + τ by
applying the following s-stage IMEX RK time marching scheme:

U
(n,0)
h = un

h,(17a)

U
(n,i)
h = U

(n,0)
h − τ

i∑

j=1

ai,jBd(U
(n,j)
h )− τ

i∑

j=1

âi,jBc(U
(n,j−1)
h ), 1 ≤ i ≤ s,(17b)

un+1
h = U

(n,0)
h − τ

s∑

i=1

biBd(U
(n,i)
h )− τ

s+1∑

i=1

b̂iBc(U
(n,i−1)
h ),(17c)

where U
(n,i)
h ∈ Vh denotes the intermediate stages for i = 1, · · · , s. Denote A =

(ai,j), Â = (âi,j) ∈ R
s×s, b⊤ = [b1, · · · , bs], b̂⊤ = [b̂1, · · · , b̂s+1], then we can express

the general s-stage IMEX RK scheme as the following Butcher tableau

(18)
c A Â

b⊤ b̂⊤

Here the vector c ∈ R
s is the row sum of the matrix A (or Â), related to the

intermediate stage time.
In the above tableau, the pair (A | b) determines an s-stage singly diagonally

implicit Runge-Kutta (DIRK) method and (Â | b̂) defines an (s+ 1)-stage (s-stage

if b̂s+1 = 0) explicit Runge-Kutta method.
We consider three specific IMEX schemes proposed in [1], of order 1, 2, and

3, respectively, which are stiffly accurate meaning that asj = bj and âsj = b̂j for

j = 1, · · · , s, and b̂s+1 = 0. We have un+1
h = U

(n,s)
h for these IMEX schemes.

The first-order IMEX scheme, ARS(1,1,1) takes the forward Euler discretization
for the explicit part and the backward Euler discretization for the implicit part.
The second-order scheme is the L-stable, two-stage, second-order DIRK scheme,
ARS(2,2,2). And the third-order scheme is the L-stable, four-stage, third-order
DIRK scheme, ARS(4,4,3). Here the first argument in ARS(·, ·, ·) is the number of
implicit RK stages, the second argument is the number of explicit RK stages, and
the last argument is the order of the scheme.

In the following we present these three schemes in the form (18).
First order ARS(1,1,1):

(19)
1 1 1

1 1 0

Second order ARS(2,2,2):

(20)
γ γ 0 γ 0
1 1− γ γ δ 1− δ

1− γ γ δ 1− δ 0

where γ = 1−
√
2
2 and δ = 1− 1

2γ .
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Third order ARS(4,4,3):

(21)

1/2 1/2 0 0 0 1/2 0 0 0
2/3 1/6 1/2 0 0 11/18 1/18 0 0
1/2 −1/2 1/2 1/2 0 5/6 −5/6 1/2 0
1 3/2 −3/2 1/2 1/2 1/4 7/4 3/4 −7/4

3/2 −3/2 1/2 1/2 1/4 7/4 3/4 −7/4 0

In the rest of this section, we consider the fully discrete IMEX-EDG scheme (17)
with spatial discretization given in Section 2 and temporal discretization given by
one of the above three stiffly-accurate IMEX RK schemes.

We prove that the resulting IMEX-EDG schemes are L2-stable under a time
stepping restriction τ ≤ Ctǫ/β

2
max with a constant Ct independent of the mesh size

h and polynomial degree k. We also derive the corresponding optimal L2-error
estimates.

Note that similar stability and error estimates were obtained in [10], where their
stability Ct is independent of the mesh size but dependents on the polynomial
degree. We also note that our first and second order IMEX schemes were the same as
the ones considered in [10], but the third order IMEX scheme is different. Therein,
the three-stage (with four explicit stages) third-order LIRK3 scheme introduced
in [3] was analyzed. LIRK3 has one less implicit stage than ARS(4,4,3), which is
potentially computationally more attractive. Our energy argument also applies to
LIRK3, but for simplicity of presentation, we leave out the details. We specifically
mention that while the energy argument is quite standard for the first- and second-
order IMEX schemes, special care is needed to obtain the stability result for the
third-order scheme.

Note that [3] also introduced a fourth-order IMEX scheme, namely LIRK4 with
five implicit stages and six explicit stages. We are not able to prove similar stability
results with the energy argument as for the other lower order IMEX schemes men-
tioned above. However, our numerical results in the next section indicates similar
stability result should still hold.

3.1. Stability analysis. We present our main stability result below. The rest of
this subsection is devoted to its proof.

Theorem 2. There exists a positive constant Ct, independent of the mesh size
h and the polynomial degree k, such that if τ ≤ Ctǫ/β

2
max, then the solution of

the scheme (17) with ARS(1,1,1), ARS(2,2,2), or ARS(4,4,3) IMEX time-stepping
satisfies

‖un+1
h ‖Ω ≤ ‖un

h‖Ω, ∀n.
We collect some intermediate results that will be used to prove the above theo-

rem.

Lemma 5. We have, for any 1 ≤ i ≤ s,

U
(n,i)
h − U

(n,i−1)
h = − τBd(

i∑

j=1

a1i,jU
(n,j)
h )− τBc(

i∑

j=1

â1i,jU
(n,j−1)
h ),(22a)

where

a1i,j =

{
a1,j if i = 1
ai,j − ai−1,j if i > 1

, â1i,j =

{
â1,j if i = 1
âi,j − âi−1,j if i > 1

.
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Moreover, we have

‖U (n,i)
h ‖2Ω − ‖U (n,i−1)

h ‖2Ω = − ‖U (n,i)
h − U

(n,i−1)
h ‖2Ω − 2τBd(

i∑

j=1

a1i,jU
(n,j)
h , U

(n,i)
h )

(22b)

− 2τBc(

i∑

j=1

â1i,jU
(n,j−1)
h , U

(n,i)
h ),

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω = − τBd(

i∑

j=1

a1i,jU
(n,j)
h , U

(n,i)
h − U

(n,i−1)
h )

(22c)

− τBc(
i∑

j=1

â1i,jU
(n,j−1)
h , U

(n,i)
h − U

(n,i−1)
h ),

Proof. The first equation is obtained by dividing the ith equation of (17b) by the
(i − 1)th equation. The second one is obtained by testing the first equation by

U
(n,i)
h and the last one is by testing the first equation by U

(n,i)
h − U

(n,i−1)
h . �

The following corollary is a direct consequence of the above result.

Corollary 1. We have

‖un+1
h ‖2Ω − ‖un

h‖2Ω = Θt +Θd +Θc(23a)

where

Θt := −
s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω(23b)

Θd := − τ

s∑

i=1

Bd(

s∑

j=1

a2i,jU
(n,j)
h , U

(n,i)
h )(23c)

Θc := − 2

s∑

i=1

τBc(

i∑

j=1

â1i,jU
(n,j−1)
h , U

(n,i)
h ),(23d)

and a2i,j := a1i,j + a1j,i.

Proof. Summing up (22b) over i from 1 to s, we obtain

‖U (n,s)
h ‖2Ω − ‖U (n,0)

h ‖2Ω = −
s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω − τ

s∑

i=1

Bd(
i∑

j=1

a
1
i,jU

(n,j)
h , U

(n,i)
h )

− 2
s∑

i=1

τBc(
i∑

j=1

â
1
i,jU

(n,j−1)
h , U

(n,i)
h ).

Using the symmetry of the diffusive bilinear form, Bd(wh, vh) = Bd(vh, wh), and

un+1
h = U

(n,s)
h and un

h = U
(n,0)
h , we obtain the desired equality. �
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Denoting the matrix A(2) := (a2i,j) ∈ R
s×s, we have

A(2) = 1 for ARS(1,1,1),

A(2) =

(
2−

√
2

√
2− 1√

2− 1 2−
√
2

)
for ARS(2,2,2),

A(2) =




1 −1/3 −2/3 2
−1/3 1 0 −2
−2/3 0 1 0
2 −2 0 1


 for ARS(4,4,3).

Note that for ARS(1,1,1) and ARS(2,2,2), the matrix A(2) has positive eigen-
values, which guarantees the non-positivity of the right hand side (for any time
step τ) of the energy identity (23a) in the absence of convection (β = 0). Hence,
unconditional stability in the absence of convection can be obtained. However, the
matrix A(2) for ARS(4,4,3) has one negative eigenvalue, our stability result can
not be directly obtained from the above energy identity (23a). Similar difficulty
appears for the third-order LIRK3 scheme analyzed in [10]. Indeed, we have to
test the equation (22a) with some special test functions with the goal of perturbing
the matrix A(2) so that it become positive definite. We note that, however, we are
unable to find suitable test functions for an energy argument to prove the uncon-
ditional stability of the fourth-order LIRK4 scheme proposed in [3] for the pure
diffusion problem.

The modified energy identity for ARS(4,4,3) is given below.

Corollary 2. For ARS(4,4,3), we have

‖un+1
h ‖2Ω − ‖un

h‖2Ω = Θ̃t + Θ̃d + Θ̃c(24a)

where

Θ̃t := −
s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω − 18 ‖U (n,2)

h − U
(n,1)
h ‖2Ω

(24b)

Θ̃d := − τ

s∑

i=1

Bd(

s∑

j=1

a
2
i,jU

(n,j)
h , U

(n,i)
h )− 18τBd(

2∑

j=1

a
1
2,jU

(n,j)
h , U

(n,2)
h − U

(n,1)
h )

(24c)

= − τ

s∑

i=1

Bd(
s∑

j=1

ã
2
i,jU

(n,j)
h , U

(n,i)
h )

Θ̃c := − 2

s∑

i=1

τBc(

i∑

j=1

â
1
i,jU

(n,j−1)
h , U

(n,i)
h )− 18τBc(

2∑

j=1

â
1
2,jU

(n,j−1)
h , U

(n,2)
h − U

(n,1)
h )

(24d)

= − 2
s∑

i=1

τBc(
i∑

j=1

â
1
i,jU

(n,j−1)
h , U

(n,i)
h )− τBc(2U

(n,0)
h − U

(n,1)
h , U

(n,2)
h − U

(n,1)
h ),

and where Ã(2) = (ã2i,j) =




7 −47/6 −2/3 2
−47/6 10 0 −2
−2/3 0 1 0
2 −2 0 1


 .
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Proof. The result is a direct consequence of the equality (22c) and (23a). �

Note that the matrix Ã(2) above is positive definite, with minimal eigenvalue
≈ 0.043.

Corollary 3. We have

Θd = − τ
∣∣∣
∣∣∣
∣∣∣U (n,1)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

for ARS(1,1,1),

Θd ≤ − 0.17τ

2∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

for ARS(2,2,2),

Θ̃d ≤ − 0.043τ

4∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

for ARS(4,4,3).

Proof. The equality for ARS(1,1,1) is trivial to verify.
To prove the other inequalities, we claim that for any symmetric matrix M =

(mi,j) ∈ R
s×s with minimal eigenvalue λmin, we have

s∑

i=1

Bd(

s∑

i=1

mi,jU
(n,j)
h , U

(n,i)
h ) ≥ λmin

s∑

i=1

Bd(U
(n,i)
h , U

(n,i)
h ) = λmin

s∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

.

Then, applying this claim, the inequalities are obtained by a simple calculation
of the minimal eigenvalues of the related matrices, which is larger than 0.17 for
ARS(2,2,2), and larger than 0.043 for ARS(4,4,3).

Let us now prove the claim. Without loss of generality, we assume λmin = 0.
Hence, all the eigenvalues of M are non-negative. Since M is symmetric, we have
the eigenvalue decompositionM = QΛQ⊤ whereQ = (qi,j) ∈ R

s×s is an orthogonal
matrix, and Λ = diag(λ1, · · · , λs) is the diagonal matrix whose diagonal entries are

the eigenvalues of M . Denoting V i
h =

∑s
j=1 qj,iU

(n,j)
h , then we have

s∑

i=1

Bd(
s∑

i=1

mi,jU
(n,j)
h , U

(n,i)
h ) =

s∑

k=1

Bd(λkV
k
h , V k

h ) ≥ 0

This completes the proof. �

Let us now show that the convective part Θc in (23d) (and Θ̃c in (24d)) can be

controlled by the energy norm of U
(n,i)
h and L2-norm of stage-differences U

(n,i)
h −

U
(n,i−1)
h .

Lemma 6. There exists a positive constant C, depending only on the coefficient

matrix Â, such that

−
s∑

i=1

Bc(
i∑

j=1

â
1
i,jU

(n,j−1)
h , U

(n,i)
h ) ≤ C

βmax√
ǫ

s∑

i=1

‖U (n,i)
h ‖e,Th

s∑

j=1

‖U (n,j)
h − U

(n,j−1)
h ‖Ω

Moreover,

−Bc(2U
(n,0)
h − U

(n,1)
h , U

(n,2)
h − U

(n,1)
h ) ≤ 2

√
3
βmax√

ǫ
(
∣∣∣
∣∣∣
∣∣∣U (n,1)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

+
∣∣∣
∣∣∣
∣∣∣U (n,2)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

)

(2‖U (n,1)
h − U

(n,0)
h ‖Ω + ‖U (n,2)

h − U
(n,1)
h ‖Ω)
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Proof. We just give the proof for the first inequality since that for the second is
similar.

Let â2i,j :=
∑j

k=1 â
1
i,k. Then, we have â2i,i =

∑i
k=1 â

1
i,k = ci − ci−1 recalling ci =∑i

k=1 âi,k (we set c0 = 0 for notation consistency). Denote âmax := maxi,j |â2i,j |.
We have âmax = 1 for ARS(1,1,1) and ARS(2,2,2), and âmax = 9/4 for ARS(4,4,3).

Then, we have

−Bc(

i∑

j=1

â
1
i,jU

(n,j−1)
h , U

(n,i)
h ) =−Bc(

i∑

j=1

â
2
i,j(U

(n,j−1)
h − U

(n,j)
h ), U

(n,i)
h )

− â
2
i,iBc(U

(n,i)
h , U

(n,i)
h )

≤2
√
3 âmax

βmax√
ǫ

i∑

j=1

‖U (n,j)
h − U

(n,j−1)
h ‖Ω

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

− (ci − ci−1)Bc(U
(n,i)
h , U

(n,i)
h ),

where the above inequality comes from Lemma 4 and Lemma 3.
Summing up the above inequality over i from 1 to s, we get

−
s

∑

i=1

Bc(
i

∑

j=1

â1i,jU
(n,j−1)
h

, U
(n,i)
h

) ≤ 2
√
3 âmax

βmax√
ǫ

s
∑

j=1

‖U (n,j)
h

− U
(n,j−1)
h

‖Ω
s

∑

i=1

∣

∣

∣

∣

∣

∣

∣

∣

∣
U

(n,i)
h

∣

∣

∣

∣

∣

∣

∣

∣

∣

e,Th

−
s

∑

i=1

(ci − ci−1)Bc(U
(n,i)
h

, U
(n,i)
h

).

We have s = 1 and c1 = 1 for the first-order IMEX scheme ARS(1,1,1), s = 2
and c1 = γ, c2 = 1 for the second-order scheme ARS(2,2,2). For these two schemes,

ci is increasing, hence
∑s

i=1(ci − ci−1)Bc(U
(n,i)
h , U

(n,i)
h ) ≥ 0 by Lemma 4. So, the

inequality in Lemma 6 holds with the constant C = 2
√
3.

We have s = 4, and c1 = 1/2, c2 = 2/3, c3 = 1/2, c4 = 1 for the third-order
IMEX scheme ARS(4,4,3). This implies that

−
s∑

i=1

(ci − ci−1)Bc(U
(n,i)
h , U

(n,i)
h ) = − 1

2
Bc(U

(n,1)
h , U

(n,1)
h )− 1

2
Bc(U

(n,4)
h , U

(n,4)
h )

− 1

6
(Bc(U

(n,2)
h , U

(n,2)
h )−Bc(U

(n,3)
h , U

(n,3)
h ))

≤ − 1

6

(
Bc(U

(n,2)
h − U

(n,3)
h , U

(n,2)
h )−Bc(U

(n,3)
h , U

(n,3)
h − U

(n,2)
h )

)

≤ 1

6
2
√
3
βmax√

ǫ
‖U (n,2)

h − U
(n,3)
h ‖Ω(

∣∣∣
∣∣∣
∣∣∣U (n,2)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

+
∣∣∣
∣∣∣
∣∣∣U (n,3)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

).

Hence, the inequality in Lemma 6 holds with the constant C = 2
√
3(âmax+1/6) =

29
√
3/6. �

Now, we are ready to prove Theorem 2.

Proof of Theorem 2.

Proof. Combining results in Corollary 1-3 and Lemma 6, we have

‖un+1
h ‖2Ω − ‖un

h‖2Ω ≤ −
s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω − C1τ

s∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

+ C2τ
βmax√

ǫ
(

s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖Ω)(

s∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
e,Th

),
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where C1 and C2 are two positive constants depending on the IMEX time dis-
cretization. We can take C1 = 1, C2 = 2

√
3 for ARS(1,1,1), C1 = 0.17, C2 = 2

√
3

for ARS(2,2,2), and C1 = 0.043, C2 = 9
√
3 for ARS(4,4,3).

Then, applying the Cauchy-Schwarz inequality, we obtain

‖un+1
h ‖2Ω − ‖un

h‖2Ω ≤ − 1/2
s∑

i=1

‖U (n,i)
h − U

(n,i−1)
h ‖2Ω

+ (C2
2s

2τ2
β2
max

2ǫ
− C1τ)

s∑

i=1

∣∣∣
∣∣∣
∣∣∣U (n,i)

h

∣∣∣
∣∣∣
∣∣∣
2

e,Th

Taking τ ≤ 2C1

C2
2
s2
ǫ/β2

max, we have

‖un+1
h ‖2Ω − ‖un

h‖2Ω ≤ 0.

This completes the proof. �

We remark that the bounding constant in the above proof is not sharp. We will
numerically examine the constant in one dimension in the next section.

3.2. Error estimates. Now, combining the stability results of Theorem 2 and
approximation property of the elliptic projection in Theorem 1, we are ready to
obtain optimal L2-error estimates for smooth solutions. From now on, we denote
C > 0 as a generic constant that is independent of the mesh size h and time step
length τ , but depends on the quasi-uniformity and shape-regularity of the mesh,
the convection and diffusion coefficients, the final time, and the smoothness of
the exact solution. We assume the solution is smooth enough so that the Sobolev
norms hidden in the constant C are bounded. The constant C may vary in different
locations.

Following [14, 10], we introduce stage reference functions (discretize in time
only), denoted by {U (n,ℓ)}sℓ=0 for n = 0, · · · ,M , associated with the s-stage IMEX
RK time discretization (17). Recall that M is the number of total steps with
τM = T . In detail, for 0 ≤ n ≤ M , U (n,0) = u(tn) and

U (n,i) = U (n,0) − τ
i∑

j=1

ai,j∇ · (−ǫ∇U (n,j))− τ
i∑

j=1

âi,j∇ · (β U (n,j−1)), 1 ≤ i ≤ s

(25)

We first derive the error bound for the final stage reference solution and the
(smooth) exact solution.

Lemma 7. We have

‖U (n,s) − u(tn+1)‖Ω ≤ Cτr+1,(26)

with r = 1 for ARS(1,1,1), r = 2 for ARS(2,2,2), and r = 3 for ARS(4,4,3).

Proof. By the considered PDE (1) and the definitions of the reference functions
(25), it is easy to show that

u(tn+1) = U (n,0) − τ

s∑

j=1

as,j∇ · (−ǫ∇U (n,j))− τ

s∑

j=1

âs,j∇ · (β U (n,j−1)) + ζn,

where ζn is the local truncation error in each step that satisfies

‖U (n,s) − u(tn+1)‖Ω = ‖ζn‖Ω ≤ Cτr+1.
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Similar analysis can be found in [14]. �

We denote πV U
(n,j) ∈ Vh as the following the elliptic projection:

(27) Bd(πV U
(n,j), vh) = (∇ · (−ǫ∇U (n,j)), vh)Th

∀vh ∈ Vh.

Theorem 1 implies the following optimal approximation property:

‖πV U
(n,j) − U (n,j)‖Th

+ h1/2‖πV U
(n,j) − U (n,j)‖∂Th

≤ C hk+1.(28)

At each stage time, we denote the error between the exact (reference) solution

and the numerical solution by ε(n,ℓ) = U (n,ℓ) − U
(n,ℓ)
h . As the standard treatment

in finite element analysis, we would like to divide the error in the form ε(n,ℓ) =
ξ(n,ℓ) − η(n,ℓ), where

(29) η(n,ℓ) = πV U
(n,ℓ) − U (n,ℓ), ξ(n,ℓ) = πV U

(n,ℓ) − U
(n,ℓ)
h .

Now, we derive the error equation for ξ(n,ℓ) ∈ Vh.

Lemma 8. We have, for 1 ≤ i ≤ s,

ξ(n,i) = ξ(n,0) − τ

i∑

j=1

ai,jBd(ξ
(n,j))− τ

i∑

j=1

âi,jBc(ξ
(n,j−1))(30)

+ η(n,s) − η(n,0) + τ
i∑

j=1

âi,j(Bc(πV U
(n,j−1))−∇ · (β U (n,j−1))),

Proof. The equality is obtained by combining the numerical scheme (17b), the
reference solution equation (25) and definition of the elliptic projection (27). �

Now, we can obtain the energy identity for the error ξ similar as that in Corollary
1.

Lemma 9. We have

‖ξ(n,s)‖2Ω − ‖ξ(n,0)‖2Ω = Θe
t +Θe

d +Θe
c +Θe

p(31a)

where

Θe
t := −

s∑

i=1

‖ξ(n,i) − ξ(n,i−1)‖2Ω(31b)

Θe
d := − τ

s∑

i=1

Bd(

s∑

j=1

a2i,jξ
(n,j), ξ(n,i))(31c)

Θe
c := − 2

s∑

i=1

τBc(

i∑

j=1

â1i,jξ
(n,j−1), ξ(n,i)),(31d)

Θe
p := 2

s∑

i=1

(η(n,j) − η(n,j−1), ξ(n,i))Ω + 2

s∑

i=1

τBc(

i∑

j=1

â1i,jη
(n,j−1), ξ(n,i)).(31e)

Moreover,

Θe
p ≤ Cτ hk+1

s∑

i=1

‖ξ(n,i)‖Ω + Cτ hk+1
s∑

i=1

∣∣∣
∣∣∣
∣∣∣ξ(n,i)

∣∣∣
∣∣∣
∣∣∣
e,Th

.(32)
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Proof. The proof for the equality follows from that for Corollary 1, noting that

Bc(η
(n,j), ξ(n,i)) = Bc(πV U

(n,j) − U (n,j), ξ(n,i))

= Bc(πV U
(n,j), ξ(n,i))− (∇ · (β U (n,j)), ξ(n,i))Ω.

The estimate (32) is obtained by the Cauchy-Schwarz inequality along with the
following approximation estimates

‖η(n,i) − η(n,i−1)‖Ω ≤ Cτhk+1, ‖η(n,i)‖Ω + h1/2‖η(n,i)‖∂Th
≤ Cτhk+1.

�

Following the proof of the stability result in Theorem 2, we are ready to obtain
our main result on the L2-error estimates.

Theorem 3. Let un
h, n = 1, · · · ,M be the solution of the fully discrete scheme

(17) with ARS(1,1,1), ARS(2,2,2), or ARS(4,4,3) IMEX time stepping and initial
condition u0

h the L2-projection onto Vh of u0.
Then, there exists a constant Ct, independent of the mesh size h and the poly-

nomial degree k, such that if τ ≤ Ctǫ/β
2
max, the following error estimate holds:

max
n=1,··· ,M

‖un
h − u(tn)‖Ω ≤ C(hk+1 + τr),

where u(tn) is the smooth exact solution at time tn, and r = 1 for ARS(1,1,1),
r = 2 for ARS(2,2,2),and r = 3 for ARS(4,4,3).

Proof. The proof follows from that for the stability result in Theorem 2. Here we
just sketch its main steps.

First, from Lemma 9, we can show (by adapting the proof for Theorem 2) there
exist a constant Ct > 0 such that if τ ≤ Ctǫ/β

2
max, then

‖ξ(n+1,0)‖2Ω − ‖ξ(n,0)‖2Ω ≤ ‖ξ(n+1,0)‖2Ω − ‖ξ(n,s)‖2Ω

− 1/2

s∑

i=1

‖ξ(n,i) − ξ(n,i−1)‖2Ω − C1 τ/2

s∑

i=1

∣∣∣
∣∣∣
∣∣∣ξ(n,i)

∣∣∣
∣∣∣
∣∣∣
2

e,Th

+ Cτ hk+1
s∑

i=1

‖ξ(n,i)‖Ω + Cτhk+1
s∑

i=1

∣∣∣
∣∣∣
∣∣∣ξ(n,i)

∣∣∣
∣∣∣
∣∣∣
e,Th

where C1 > 0 is a constant only depends on the IMEX RK coefficients. Recall that
special test function needs to be used to prove this estimate for the third-order
ARS(4,4,3) scheme.

We have

‖ξ(n+1,0)‖2Ω − ‖ξ(n,s)‖2Ω ≤ ‖ξ(n+1,0) − ξ(n,s)‖Ω(‖ξ(n+1,0) − ξ(n,s)‖Ω + 2‖ξ(n,s)‖Ω)
≤ Cτr+1(τr+1 + ‖ξ(n,s)‖Ω),

where Lemma 7 is used in the last inequality.
Next, by the triangular inequality ‖ξ(n,ℓ)‖Ω ≤ ‖ξ(n,0)‖Ω +

∑ℓ

i=1 ‖ξ(n,i) − ξ(n,i−1)‖Ω,
and the Cauchy-Schwarz inequality,we get

‖ξ(n+1,0)‖2Ω − ‖ξ(n,0)‖2Ω ≤ Cτ (hk+1 + τ
r)‖ξ(n,0)‖Ω + Cτ (h2(k+1) + τ

2r+1)

≤ τ‖ξ(n,0)‖2Ω + Cτ (h2(k+1) + τ
2r).
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Hence, for any 1 ≤ n ≤ M ,

‖ξ(n,0)‖2Ω ≤ (1 + τ)n‖ξ(0,0)‖2Ω + Cτn (h2(k+1) + τ2r)

≤ C(exp(T ) + T )h2(k+1) + τ2r).

Finally, by a triangular inequality, we have, for any 0 ≤ n ≤ M ,

‖un
h − u(tn)‖Ω ≤ ‖ξ(n,0)‖Ω + ‖η(n,0)‖Ω ≤ C(hk+1 + τr).

This completes the sketch of the proof. �

4. Numerical experiments

In this section, we first numerically compute the stability constant Ct for the
IMEX EDG schemes (17) presented in the previous section in 1d such that for time
step τ ≤ Ctǫ/β

2
max, we have the decrease of L

2-norm in each Runge-Kutta time step.
Specifically, we consider the three stiffly-accurate schemes ARS(1,1,1), ARS(2,2,2),
and ARS(4,4,3), and the third-order LIRK3 scheme (with tuning variable α =
−0.35) and fourth-order LIRK4 scheme.

We then perform numerical accuracy tests for the last four IMEX schemes.

4.1. The stability constant Ct. Here we compute the stability constant Ct in
1d such that for τ ≤ Ctǫ/β

2
max, we have the decrease of L2-norm from the previous

solution un
h to the next solution un+1

h . By linearity of the IMEX scheme (17), we

can write the scheme as un+1
h = Lun

h for a square matrix L. The decrease of the
L2-norm is then equivalent to the non-negativity of the matrix M −L⊤ML, where
M is the mass matrix for Vh.

We take the computational domain to be of size 2π, use a sequence of uniform
mesh with 2N elements with N = 1, 2, · · · , 7. We fix the time step τ = 1, and vary
the diffusion coefficient ǫ = ǫα = 0.01× 4−3+α for α = 1, 2, · · · , 7. For each value
of ǫα, we compute the largest value of βα on the sequences of meshes that makes
sure the smallest eigenvalue of M − L⊤ML is not negative. We then obtain

Ct = min
α∈{1,··· ,7}

{τβ2
α/ǫα}.

The obtained constant Ct, up to 2 digits accuracy, for various polynomial degree,
and IMEX schemes are listed in Table 1. For all the IMEX schemes, it is clear that
the polynomial degree k does not have a significant influence on the constant Ct.
However, we remark again that we are not able to prove this stability result for the
fourth-order LIRK4 scheme.

Table 1. The stability constant Ct, up to 2 digits accuracy, that
ensure the L2-norm decrease with time step τ ≤ Ctǫ/β

2.

k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

ARS(1,1,1) 1.5 1.4 1.3 1.3 1.2 1.2 1.2 1.2

ARS(2,2,2) 0.78 0.71 0.64 0.72 0.61 0.69 0.60 0.60

ARS(4,4,3) 3.7 3.8 3.7 3.8 3.5 3.8 3.6 3.6

LIRK3(α = −0.35) 3.1 3.6 3.7 3.5 3.4 3.1 3.1 3.2

LIRK4 1.3 1.0 0.94 0.80 0.82 0.76 0.73 0.76
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Table 2. Errors and orders of accuracy for the convection-
diffusion problem.

Example 1. ǫ = 1 ǫ = 0.1 ǫ = 0.01

scheme (nx, ny) L2 error order L2 error order L2 error order

(10,10) 1.77E-01 - 1.86E-01 - 1.72E-01 -

P1 (20,20) 4.76E-02 1.90 4.07E-02 2.19 3.66E-02 2.23

ARS(2,2,2) (40,40) 1.21E-02 1.98 9.88E-03 2.04 8.31E-03 2.14

(80,80) 3.03E-03 1.99 2.45E-03 2.01 1.99E-03 2.06

(160,160) 7.62E-04 1.99 6.11E-04 2.00 4.89E-04 2.02

(10,10) 3.99E-03 - 1.72E-02 - 2.23E-02 -

P2 (20,20) 4.18E-04 3.29 2.31E-03 2.90 3.90E-03 2.52

ARS(4,4,3) (40,40) 4.84E-05 3.11 2.86E-04 3.02 5.34E-04 2.87

(80,80) 5.89E-06 3.04 3.56E-05 3.01 5.56E-05 3.26

(160,160) 7.36E-07 3.00 4.44E-06 3.00 5.86E-06 3.25

(10,10) 3.98E-03 - 1.69E-02 - 2.23E-02 -

P2 (20,20) 4.20E-04 3.25 2.29E-03 2.88 3.89E-03 2.52

LIRK3 (40,40) 4.87E-05 3.11 2.85E-04 3.01 5.33E-04 2.87

α = −0.35 (80,80) 5.93E-06 3.04 3.55E-05 3.01 5.56E-05 3.26

(160,160) 7.40E-07 3.00 4.43E-06 3.00 5.86E-06 3.25

(10,10) 1.64E-04 - 9.65E-04 - 1.08E-03 -

P3 (20,20) 9.31E-06 4.12 5.57E-05 4.12 5.94E-05 4.19

LIRK4 (40,40) 5.67E-07 4.04 3.44E-06 4.02 3.54E-06 4.07

(80,80) 3.52E-08 4.01 2.14E-07 4.00 2.32E-07 3.93

(160,160) 2.21E-09 3.99 1.34E-08 4.00 1.55E-08 3.91

Example 2. ǫ = 1 ǫ = 0.1 ǫ = 0.01

scheme (nx, ny) L2 error order L2 error order L2 error order

(10,10) 1.73E-01 - 1.81E-01 - 1.87E-01 -

P1 (20,20) 4.62E-02 1.90 4.03E-02 2.17 3.66E-02 2.35

ARS(2,2,2) (40,40) 1.17E-02 1.98 9.79E-03 2.04 8.15E-03 2.17

(80,80) 2.94E-03 1.99 2.43E-03 2.01 1.95E-03 2.06

(160,160) 7.39E-04 1.99 6.06E-04 2.00 4.81E-04 2.02

(10,10) 3.86E-03 - 1.58E-02 - 2.45E-02 -

P2 (20,20) 4.09E-04 3.24 2.20E-03 2.85 3.56E-03 2.78

ARS(4,4,3) (40,40) 4.79E-05 3.11 2.81E-04 2.97 4.18E-04 3.09

(80,80) 5.86E-06 3.03 3.53E-05 2.99 4.63E-05 3.17

(160,160) 7.33E-07 3.00 4.43E-06 3.00 5.45E-06 3.09

(10,10) 3.87E-03 - 1.58E-02 - 2.45E-02 -

P2 (20,20) 4.10E-04 3.24 2.20E-03 2.85 3.56E-03 2.78

LIRK3 (40,40) 4.79E-05 3.10 2.81E-04 2.97 4.18E-04 3.09

α = −0.35 (80,80) 5.86E-06 3.03 3.53E-05 2.99 4.63E-05 3.17

(160,160) 7.33E-07 3.00 4.43E-06 3.00 5.45E-06 3.09

(10,10) 1.60E-04 - 9.63E-04 - 1.22E-03 -

P3 (20,20) 9.24E-06 4.11 5.59E-05 4.11 5.99E-05 4.34

LIRK4 (40,40) 5.65E-07 4.03 3.44E-06 4.02 3.58E-06 4.06

(80,80) 3.51E-08 4.01 2.14E-07 4.00 2.37E-07 3.92

(160,160) 2.21E-09 3.99 1.34E-08 4.00 1.56E-08 3.92
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4.2. Accuracy tests in 2d. Now, we perform accuracy tests in 2d. We consider
the same examples used in [12], namely a linear convection-diffusion equation and
a nonlinear viscous Burgers equation with smooth exact solutions.

Example 1. (Linear convection diffusion equation)
{

ut + ux + uy − ǫ(uxx + uyy) = 0,
u(x, y, 0) = sin(x+ y),

on (x, y) ∈ [−π, π]× [−π, π]. The exact solution is

u(x, y, t) = exp(−2ǫt) sin(x+ y − 2t).

Example 2. (Viscous Burgers equation)
{

ut + (u2/2)x + (u2/2)y − ǫ(uxx + uyy) = f(x, y, t),
u(x, y, 0) = sin(x+ y),

on (x, y) ∈ [−π, π]× [−π, π], where f(x, y, t) = exp(−4ǫt) sin(2(x + y)). The exact
solution is

u(x, y, t) = exp(−2ǫt) sin(x+ y).

We test four IMEX schemes ARS(2,2,2), ARS(4,4,3), LIRK3, and LIRK4. For
the second-order ARS(2,2,2) scheme, we take the polynomial degree k = 1, for the
third-order ARS(4,4,3) and LIRK3 schemes, we take k = 2, and for the fourth-order
LIRK4 scheme, we take k = 3.

In all the numerical tests, we use a sequence of uniform triangular meshes ob-
tained by first obtaining a uniform nx × ny rectangular mesh then cutting each
rectangle into two triangles in the northwest direction, the final time is T = 1 and
the time step τ = 0.1h, where h = min{2π/nx, 2π/ny}.

In Table 2, we list the L2-errors and orders of convergence for the four IMEX
EDG schemes for solving the two examples. We can clearly observe optimal orders
of convergence. Again, we note that we do not have a convergence proof for the
LIRK4 scheme.

5. Conclusions

We considered several specific implicit-explicit Runge-Kutta time marching meth-
ods for solving linear convection-diffusion problems with periodic boundary condi-
tions. In these methods the diffusion term was treated implicitly with an EDG
scheme and the convection term explicitly with an upwinding DG scheme.

We prove stability of the resulting IMEX schemes under the time step restriction
τ ≤ τ0, where the constant τ0 only depends on the convection and diffusion coef-
ficients, and is independent of the mesh size h and polynomial degree k. We also
showed optimal error estimates in both space and time, under the same temporal
condition τ ≤ τ0. The stability analysis and error estimates can be extended to
convection-diffusion problems with a nonlinear convection part as done in [11, 12].
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Appendix A

In this appendix, we prove Theorem 1.
We directly prove the L2-error estimate in Theorem 1. Uniqueness of the nu-

merical solution is a simple byproduct of the proof of this estimate.
We use a projection-based energy argument similar to the analysis [6], with the

only difference being the choice of the projections. With our choice of the projection,
optimal hp-estimate can be derived. We estimate the difference of the numerical
solution (qh, uh, ûh) ∈ Rh × Vh × Mh of the EDG scheme (6) (with f replaced
by −∇ · (ǫ∇u) and g replaced by u) with an appropriate projection of the data,
denoted as (ΠR(−ǫ∇u),ΠV u,ΠMu) ∈ Rh ×Vh ×Mh. Here we take ΠR(−ǫ∇u) as
the L2-projection onto Rh of −ǫ∇u, and ΠV u = uCG

h , ΠMu = uCG
h |Eh

, where uCG
h

is the elliptic projection onto the following continuous Galerkin space Vh ∩H1(Ω):
find uCG

h ∈ Vh ∩H1(Ω) such that

(ǫ∇uCG
h ,∇vh)Th

= (ǫ∇u,∇vh)Th
,

(uCG
h , 1)Th

=(u, 1)Th
.
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Note that uCG
h ∈ Vh ∩H1(Ω) implies that ΠMu = uCG

h |Eh
∈ Mh.

To simplify notation, we denote

ǫq := ΠR(−ǫ∇u)− qh, ǫu := ΠV u− uh, ǫ̂u := ΠMu− ûh,

δq := ΠR(−ǫ∇u)− (−ǫ∇u), δu := ΠV u− u, δ̂u := ΠMu− u|Eh
.

Note that δu|Eh
= δ̂u by the definition of the projections.

It is well-known that the L2-projection ΠR(−ǫ∇u) and the elliptic projection
ΠV u have the following optimal hp-error estimates on quasi-uniform meshes, see
[2],

‖δq‖Ω ≤ C ǫ

(
h

k

)k

‖u‖Hk+1(Ω)(A.1a)

‖δu‖Hj(Ω) ≤ C

(
h

k

)k+1−j

‖u‖Hk+1(Ω)(A.1b)

Moreover, we have the following optimal hp-error estimate for the trace norm of
the L2-projection ΠR(−ǫ∇u), see [4],

‖δq‖∂Th
≤ C ǫ

(
h

k

)k−1/2

‖u‖Hk+1(Ω).(A.1c)

The constant C in the above estimates only depends on the shape-regularity and
quasi-uniformity of the mesh, but indent of polynomial degree k and mesh size h.

By the definition of the EDG scheme (6), its consistency ( (−ǫ∇u, u, u|Eh
) sat-

isfies equations (6)), and properties of the projections, we have the following set of
error equations holds:

(ǫ−1 ǫq , rh)Th
− (ǫu , ∇ · rh)Th

+ 〈ǫ̂u , rh · n〉∂Th
= (∇δu , rh)Th

,(A.2a)

−(ǫq , ∇vh)Th
+ 〈ǫq · n+ α(ǫu − ǫ̂u) , vh〉∂Th

= 〈δq · n , vh〉∂Th
,(A.2b)

−〈ǫq · n+ α(ǫu − ǫ̂u) , v̂h〉∂Th
= −〈δq · n , v̂h〉∂Th

,(A.2c)

(ǫu , 1)Th
= 0,(A.2d)

for all (rh, vh, v̂h) ∈ Rh × Vh ×Mh.
Taking test functions (rh, vh, v̂h) := (ǫq, ǫu, ǫ̂u) in the above equations and sum-

ming up, we have

(ǫ−1ǫq, ǫq)Th
+ 〈α(ǫu − ǫ̂u) , ǫu − ǫ̂u〉∂Th

= (∇δu, ǫq)Th
+ 〈δq · n , ǫu − ǫ̂u〉∂Th

.

By the Cauchy-Schwarz inequality, the above right hand side is controlled by

(
ǫ‖∇δu‖2Th

+ 〈α−1δq , δq〉∂Th

)1/2 (
ǫ−1‖ǫq‖2Th

+ 〈α(ǫu − ǫ̂u) , ǫu − ǫ̂u〉∂Th

)1/2

Hence,

(ǫ−1ǫq, ǫq)Th
+ 〈α(ǫu − ǫ̂u) , ǫu − ǫ̂u〉∂Th

≤ ǫ‖∇δu‖2Th
+ 〈α−1δq , δq〉∂Th

≤ C ǫ

(
1 +

ǫ k

hαmin

)(
h

k

)2k

‖u‖2Hk+1(Ω),

where we used the hp-estimates (A.1b) and (A.1c) and αmin = minF∈Th
α|F . By

definition of α in (6e), we have α ≥ C ǫ k2/h with a constant C depending only on
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shape-regularity and quasi-uniformity of the mesh. Hence,

(ǫ−1ǫq, ǫq)Th
+ 〈α(ǫu − ǫ̂u) , ǫu − ǫ̂u〉∂Th

≤ C ǫ

(
h

k

)2k

‖u‖2Hk+1(Ω).(A.3)

Recall that our domain is rectangular, hence we have the following H2-regularity

‖φ‖H2(Ω) ≤ C ‖ǫu‖Ω(A.4)

where φ ∈ H1(Ω) satisfies

−∇ · ∇φ = ǫu in Ω,

∫

Ω

φ = 0,

with a periodic boundary condition. Here C only depends on the domain Ω.
Finally, the L2-estimate in Theorem 1 follows from a standard duality argument.

Denoting ψ := ∇φ and ψh = ΠR(∇φ), we have

‖ǫu‖2Ω = (ǫu,−∇ · ψ)Th
= (ǫu,−∇ · (ψ −ψh))Th

− (ǫu,∇ ·ψh)Th

= 〈ǫu , −(ψ −ψh) · n〉∂Th
− (ǫ−1

ǫq −∇δu , ψh)Th

− 〈ǫ̂u , ψh · n〉∂Th

= 〈ǫu − ǫ̂u , −(ψ −ψh) · n〉∂Th
− (ǫ−1

ǫq −∇δu , ψh −ψ)Th

+ (ǫ−1
ǫq −∇δu , ∇φ)Th

,

where we used equation (A.2a) with test function ψh in the second equality, and
〈ǫu , ψ · n〉∂Th

= 0 and ψ = ∇φ in the third equality. Now, taking (vh, v̂h) =
(φh, φh|Eh

) in equations (A.2b) and (A.2c) with φh ∈ Vh ∩H1(Ω) and summing up
the resulting expressions, we have (ǫq ,∇φh)Th

= 0. We also have (δu,∇φh)Th
= 0

by definition of the uCG
h . Hence, for any φh ∈ Vh ∩H1(Ω),

‖ǫu‖2Ω = 〈ǫu − ǫ̂u , −(ψ −ψh) · n〉∂Th
− (ǫ−1 ǫq −∇δu , ψh −ψ)Th

+ (ǫ−1 ǫq −∇δu , ∇ (φ− φh))Th
.

Applying the Cauchy-Schwarz inequality, we obtain

‖ǫu‖2Ω ≤
(
〈α
ǫ
(ǫu − ǫ̂u) , ǫu − ǫ̂u〉∂Th

+ ǫ−2‖ǫq‖2Th
+ ‖∇δu‖2Th

)1/2

(
〈 ǫ
α
(ψ −ψh) , ψ −ψh〉∂Th

+ ‖ψ −ψh‖2Th
+ inf
φh∈Vh∩H1(Ω)

‖∇(φ− φh)‖2Th

)1/2

≤ C

(
h

k

)k

‖u‖Hk+1(Ω)

h

k
‖φ‖H2(Ω)

By the H2-regularity result (A.4), we get

‖ǫu‖Ω ≤ C

(
h

k

)k+1

‖u‖Hk+1(Ω).

This completes the proof of Theorem 1.
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