A SPLITTING LEAST-SQUARES MIXED FINITE ELEMENT METHOD FOR ELLIPTIC OPTIMAL CONTROL PROBLEMS
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Abstract. In this paper, we propose a splitting least-squares mixed finite element method for the approximation of elliptic optimal control problem with the control constrained by pointwise inequality. By selecting a properly least-squares minimization functional, we derive equivalent two independent, symmetric and positive definite weak formulation for the primal state variable and its flux. Then, using the first order necessary and also sufficient optimality condition, we deduce another two corresponding adjoint state equations, which are both independent, symmetric and positive definite. Also, a variational inequality for the control variable is involved. For the discretization of the state and adjoint state equations, either RT mixed finite element or standard C₀ finite element can be used, which is not necessary subject to the Ladyzhenkaya-Babuska-Brezzi condition. Optimal a priori error estimates in corresponding norms are derived for the control, the states and adjoint states, respectively. Finally, we use some numerical examples to validate the theoretical analysis.
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1. Introduction

Optimal control problems are playing an increasingly important role in modern scientific and engineering numerical simulations. Nowadays, finite element method seems to be the most widely used numerical method in practical computation. The readers are referred to, for example, Refs. [1, 2, 3, 4, 5] for systematic introductions of finite element methods and optimal control problems.

In this paper, we are interested in the following convex quadratic optimal control problem with the control constrained by pointwise inequality:

\[
\min_{u \in U_{ad}} J(y, \sigma, u) = \frac{1}{2} \left( \int_{\Omega} (y - y_d)^2 + \int_{\Omega} (\sigma - \sigma_d)^2 + \gamma \int_{\Omega_U} u^2 \right)
\]

subject to

\[
\begin{align*}
&\text{div} \sigma + cy = f + Bu, \quad \text{in } \Omega, \\
&\sigma + A \nabla y = 0, \quad \text{in } \Omega, \\
&y = 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

and

\[
\xi_1 \leq u(x) \leq \xi_2, \quad \text{a.e. in } \Omega_U.
\]

Here \( \gamma > 0 \) is a constant, \( \Omega \) and \( \Omega_U \subseteq \Omega \) are two bounded domain in \( \mathbb{R}^2 \), with Lipschitz boundaries \( \partial \Omega \) and \( \partial \Omega_U \). A precise formulation of this problem including a functional analytic setting is given in the next section.
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Classical mixed finite element methods (see Refs. [6, 7, 8, 9, 10]) have been proved effectively for solving elliptic equations and fluid problems. They have an advantage of approximating the unknown scalar variable and its diffusive flux simultaneously. Besides, these methods can approximate the unknown variable and its flux to a same order of accuracy. Recently, there are some research articles on these methods for solving optimal control problems, see Refs. [11, 12, 13], for example. However, it is well known that these methods usually produce a symmetric but indefinite system for elliptic equations. Thus the popular conjugate gradient (CG) or algebraic multi-grid (AMG) solvers can not be used for the solution of linear algebraic equation systems.

To conquer these difficulties appeared in using classical mixed finite element methods, least-squares mixed finite element method, for first-order elliptic mixed system in unknown variable \( y \) and unknown velocity flux \( \sigma \), was introduced by Pehlivanov et al. [14]. It is well known that the least-squares mixed finite element method has two typical advantages: First, it is not subjected to the Ladyzhenkaya-Babuska-Brezzi consistency condition, so the choice of finite element spaces becomes flexible; Second, it results in a symmetric and positive definite system, which can be solved using those solvers such as CG and AMG quickly. The idea of splitting least-squares was first proposed by Rui et al. in [15] for a reaction-diffusion equation, where by selecting a properly least-squares functional, the authors derived two independent, symmetric and positive definite equations, respectively, for the unknown state variable \( y \) and its flux \( \sigma \). Then it is applied to solve linear and nonlinear parabolic equations [16], sobolev equations [17], pseudo-parabolic equations [18], and nonlinear convection-diffusion equations [19] and so on.

In this paper, we apply the splitting least-squares mixed finite element method for the discretization of elliptic optimal control problem. Pointwise inequality constraints on the control variable are considered. We derive optimal a priori error estimates, respectively, for the optimal control \( u^* \) in \( L^2(\Omega_U) \)-norm, which is approximated by piecewise constant or piecewise linear discontinuous elements; for the primal state \( y^* \) and adjoint state \( z^* \) both in \( L^2(\Omega) \)-norm and \( H^1(\Omega) \)-norm, which are approximated by standard piecewise linear \( C^0 \) finite elements; for the flux state \( \sigma^* \) and adjoint state \( \omega^* \) in \( H(\text{div}; \Omega) \)-norm, which are approximated by the lowest-order RT mixed finite elements or standard piecewise linear \( C^0 \) finite elements. Here, the Ladyzhenkaya-Babuska-Brezzi consistency condition for the discretization spaces of \( y^* \) and \( \sigma^* \) is not needed.

This paper is organized as follows. In Sect. 2, we introduce the optimal control problem and derive the continuous optimality conditions based on the idea of least-squares. In Sect. 3, a splitting least-squares mixed finite element approximation to the continuous optimal control problem is proposed, and then we derive the corresponding discrete optimality conditions. In Sect. 4, some a priori error estimates for the states, adjoint states and control are derived under control constrained by pointwise inequality. In Sect. 5, we conduct some numerical experiments to observe the convergence behavior of the numerical scheme. In the last section, some concluding remarks are given.

In the following, we employ the standard notations \( W^{m,p}(\Omega) \) for Sobolev spaces on \( \Omega \) with norm \( \| \cdot \|_{W^{m,p}(\Omega)} \) and seminorm \( | \cdot |_{W^{m,p}(\Omega)} \). We set \( W_0^{m,p}(\Omega) = \{ v \in W^{m,p}(\Omega) : v = 0 \text{ on } \partial \Omega \} \). For \( p = 2 \), we denote \( H^m(\Omega) = W^{m,2}(\Omega) \) and \( H_0^m(\Omega) = W_0^{m,2}(\Omega) \). In addition, \( C \) denotes a general positive constant which is independent of the spatial mesh parameters.
2. Optimality system based on splitting least-squares

In this section, we first describe the optimal control problem under consideration, and then derive the continuous optimality system based on the idea of splitting least-squares.

Let

$$H(\text{div;} \Omega) = \{ \tau \in L^2(\Omega)^2 : \text{div} \tau \in L^2(\Omega) \},$$

endowed with the norm given by

$$\| \tau \|_{H(\text{div;} \Omega)} = \left( \| \tau \|_{L^2(\Omega)^2}^2 + \| \text{div} \tau \|_{L^2(\Omega)}^2 \right)^{1/2}.$$

To formulate the optimal control problem, in the rest we shall take the state spaces

$$V = H_0^1(\Omega), \quad W = H(\text{div;} \Omega),$$

the control space

$$U = L^2(\Omega_U),$$

and the admissible control set

$$U_{ad} = \{ u \in U : \xi_1 \leq u \leq \xi_2, \text{ a.e. in } \Omega_U \},$$

where the bounds $\xi_1, \xi_2 \in \mathbb{R}$ fulfill $\xi_1 < \xi_2$.

For the optimal control problem (1)-(2), we need the following assumptions.

(H-1) The desired states and source function satisfy the following regularity:

$$y_d \in H^1(\Omega), \quad \sigma_d \in H^1(\Omega)^2, \quad f \in L^2(\Omega).$$

(H-2) $A = A(x) = (a_{i,j}(x))_{2 \times 2}$ is a bounded symmetric and positive definite matrix, i.e., there are positive constants $\alpha$ and $\beta$ such that

$$\alpha |X|^2 \leq X^T A X \leq \beta |X|^2, \quad \forall X \in \mathbb{R}^2.$$

(H-3) $c = c(x)$ is positive definite and bounded, that is, there exist positive constants $c_1$ and $c_2$ such that

$$0 < c_1 \leq c \leq c_2.$$

(H-4) $B$ is a linear continuous operator from $U = L^2(\Omega_U)$ to $L^2(\Omega)$, such that

$$\| (Bu, v) \| = \| (B^* v, u) \| \leq C \| u \|_{L^2(\Omega_U)} \| v \|_{L^2(\Omega)}, \quad \forall u \in U, \ v \in V,$$

where $B^*$ is the adjoint operator of $B$.

The classical mixed weak formula for problems (1)-(3) is to find $(y^*, \sigma^*, u^*) \in L^2(\Omega) \times H(\text{div;} \Omega) \times L^2(\Omega_U)$ such that

$$J(y^*, \sigma^*, u^*) = \min_{u \in U_{ad}} J(y, \sigma, u)$$

and

$$\begin{cases}
(A^{-1} \sigma - (y, \text{div} \tau) = 0, \quad \forall \tau \in H(\text{div;} \Omega), \\
(\text{div} \sigma, v) + (cy, v) = (f + Bu, v), \quad \forall v \in L^2(\Omega).
\end{cases}$$

It is clear that the two state variables $\sigma$ and $y$ in problem (6) are coupled each other, and the discretization of (6) will lead to a saddle-point problem, which is symmetric but indefinite.

To derive a symmetric and positive definite weak formulation for problem (2), we define for a given control $u$ the least-squares functional $F(v, \tau)$ as follows:

$$F(v, \tau) = \frac{1}{2} \| c^{-1/2} (\text{div} \tau + cv - f - Bu) \|_{L^2(\Omega)}^2 + \frac{1}{2} \| A^{-1/2} (\tau + A \nabla v) \|_{L^2(\Omega)^2}^2.$$
It is clear that the two equations in problem (2) is corresponding to the least-squares minimization problem:

\[(8) \quad F(y, \sigma) = \min_{(v, \tau) \in V \times W} F(v, \tau).\]

Furthermore, it follows from the first order necessary and sufficient minimization condition, problem (8) becomes: find \((y, \sigma) \in V \times W\) such that

\[(9) \quad \begin{cases} (A \nabla y, \nabla v) + (cy, v) = (f + Bu, v), & \forall v \in V, \\ (c^{-1} \text{div} \sigma, \text{div} \tau) + (A^{-1} \sigma, \tau) = (c^{-1}(f + Bu), \text{div} \tau), & \forall \tau \in W. \end{cases}\]

**Remark 2.1.** It is clear that the two equations in problem (9) are split, and thus can be solved independently. Besides, it is easy to check that they are also symmetric, coercive and continuous.

For the given control set \(U_{ad}\), we now restate the optimal control problem (1)-(3) as follows: (OCP)

\[(10) \quad J(y^*, \sigma^*, u^*) = \min_{u \in U_{ad}} J(y, \sigma, u)\]

such that \((y, \sigma, u) \in V \times W \times U\) and

\[(11) \quad \begin{cases} (A \nabla y^*, \nabla v) + (cy^*, v) = (f + Bu^*, v), & \forall v \in V, \\ (c^{-1} \text{div} \sigma^*, \text{div} \tau) + (A^{-1} \sigma^*, \tau) = (c^{-1}(f + Bu^*), \text{div} \tau), & \forall \tau \in W. \end{cases}\]

\[(12) \quad \begin{cases} (A \nabla z^*, \nabla v) + (cz^*, v) = -(y^* - y_d, v), & \forall v \in V, \\ (c^{-1} \text{div} \omega^*, \text{div} \tau) + (A^{-1} \omega^*, \tau) = -((\sigma^* - \sigma_d, \tau), & \forall \tau \in W. \end{cases}\]

\[(13) \quad (\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^* - u^* - u^* U \geq 0, \forall u \in U_{ad} \subset U, \]

where \((\cdot, \cdot)_U\) denotes the inner product in \(U = L^2(\Omega_U)\).

**Remark 2.2.** It is clear that the two variables \(z^*\) and \(\omega^*\) in problem (12) are also independent, so they can be solved separately, too. Besides, the two equations in problem (12) are also symmetric, coercive and continuous.

**Remark 2.3.** [2] Inequality (13) is equivalent to the following:

\[(14) \quad \begin{cases} \gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^* \geq 0, u^* = \xi_1; \\ \gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^* \leq 0, u^* = \xi_2; \\ \gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^* = 0, \xi_1 < u^* < \xi_2. \end{cases}\]

Define a pointwise projection operator \(P_{U_{ad}}\) from \(U\) to \(U_{ad}\) that

\[(P_{U_{ad}}(f(x, t)) = \max (\xi_1, \min(\xi_2, f(x, t))).\]

Then, the optimality condition (13) can be expressed as

\[(15) \quad u^* = P_{U_{ad}}(\gamma^{-1} B^* (z^* + c^{-1} \text{div} \omega^*)).\]
3. Splitting least-squares mixed finite element approximation

In this section, we consider the approximation of optimal control problem (OCP) based on the splitting least-squares mixed finite element method.

Let \( T_h \) and \( T_{ad} \) be two families of regular triangulations of \( \Omega \), which could be identical or not. Here \( h_y \) and \( h_\sigma \) denote the largest diameters of elements in \( T_h \) and \( T_{ad} \), respectively. Construct two finite element spaces \( V^h \times W^h \subset V \times W \) with the following approximate properties (see Refs. [1, 8, 9, 10]): There exist two integers \( k_1 \geq k \geq 0 \) and \( l \geq 1 \) such that

\[
\begin{align*}
\inf_{v_h \in V^h} \{ & \| v - v_h \|_{L^2(\Omega)} + h_y \| \nabla(v - v_h) \|_{L^2(\Omega)} \} \\
\inf_{\tau_h \in W^h} \{ & \| \tau - \tau_h \|_{L^2(\Omega)} \leq Ch_y^{k_1+1} \| v \|_{H^{k+1}(\Omega)}, \quad \forall \tau_h \in W^h \} \\
\inf_{\tau_h \in W^h} \{ & \| \tau - \tau_h \|_{L^2(\Omega)} \leq Ch_y^{k_1} \| \tau \|_{H^{k+1}(\Omega)}, \quad \forall \tau_h \in W^h \}
\end{align*}
\]

for any \( v \in V \cap H^{l+1}(\Omega) \) and \( \tau \in W \cap (H^{k+1}(\Omega))^2 \). Here \( k_1 = k + 1 \) when \( h^\ast \) is chosen as RT mixed finite elements in Ref. [8], and \( k_1 = k \geq 1 \) when \( h^\ast \) is any one of the other mixed elements in Refs. [9, 10] and standard \( C^0 \) elements in Ref. [1].

Let \( T_h \) be a family of regular triangulations of \( \Omega_U \), where \( h_u \) denotes the largest diameters of elements in \( T_h \). Associate with \( T_h \) is another finite element space \( U^h \subset U = L^2(\Omega_U) \) consist of piecewise \( r \)-order polynomials on each element of \( T_h \). Here there is no requirement for the continuity, due to the limited regularity of the optimal control. Let \( U_{ad}^h \) be a closed convex set in \( U^h \), that is,

\[
U_{ad}^h = \{ u_h \in U^h : \xi_1 \leq u_h \leq \xi_2, \text{ a.e. in } \Omega_U \}.
\]

Then the corresponding splitting least-squares mixed finite element approximation of (OCP), which will be labeled as (OCP)_h, is defined as follows:

\[
\mathcal{J}(y_h^\ast, \sigma_h^\ast, u_h^\ast) = \min_{u_h \in U_{ad}^h} \mathcal{J}(y_h, \sigma_h, u_h)
\]

where \( (y_h, \sigma_h, u_h) \in V^h \times W^h \times U^h \) satisfies

\[
\begin{align*}
\left\{ \begin{array}{ll}
(\nabla y_h, \nabla v_h) + (cy_h, v_h) &= (f + Bu_h, v_h), \\
(c^{-1} \text{div}\sigma_h, \text{div}v_h) + (A^{-1} \sigma_h, \tau_h) &= (c^{-1}(f + Bu_h), \text{div}\tau_h), \\
\end{array} \right. & \forall v_h \in V^h, \\
\left\{ \begin{array}{ll}
(\nabla z_h, \nabla v_h) + (cz_h, v_h) &= (f + Bu_h, v_h), \\
(c^{-1} \text{div}\omega_h, \text{div}v_h) + (A^{-1} \omega_h, \tau_h) &= (c^{-1}(f + Bu_h), \text{div}\tau_h), \\
\end{array} \right. & \forall \tau_h \in W^h.
\end{align*}
\]

It is again well known (see, e.g., Ref. [2]) that the optimal control problem (OCP)_h has a unique solution \( (y_h^\ast, \sigma_h^\ast, u_h^\ast) \in V^h \times W^h \times U_{ad}^h \) and that a triplet \( (y_h^\ast, \sigma_h^\ast, u_h^\ast) \) is the solution of (OCP)_h if and only if there is a pair of adjoint state \( (z_h^\ast, \omega_h^\ast) \in V^h \times W^h \), such that \( (y_h^\ast, \sigma_h^\ast, z_h^\ast, \omega_h^\ast, u_h^\ast) \in (V^h \times W^h)^2 \times U_{ad}^h \) satisfies the following discrete optimality conditions: (OCP-OPT)_h

\[
\begin{align*}
\left\{ \begin{array}{ll}
(\nabla y_h^\ast, \nabla v_h) + (cy_h^\ast, v_h) &= (f + Bu_h^\ast, v_h), \\
(c^{-1} \text{div}\sigma_h^\ast, \text{div}v_h) + (A^{-1} \sigma_h^\ast, \tau_h) &= (c^{-1}(f + Bu_h^\ast), \text{div}\tau_h), \\
\end{array} \right. & \forall v_h \in V^h, \\
\left\{ \begin{array}{ll}
(\nabla z_h^\ast, \nabla v_h) + (cz_h^\ast, v_h) &= -(y_h^\ast - y_d, v_h), \\
(c^{-1} \text{div}\omega_h^\ast, \text{div}v_h) + (A^{-1} \omega_h^\ast, \tau_h) &= -(\sigma_h^\ast - \sigma_d, \tau_h), \\
\end{array} \right. & \forall \tau_h \in W^h.
\end{align*}
\]

(21) \( (\gamma^\ast_h - B^* z_h^\ast - B^* c^{-1} \text{div}\omega_h^\ast, u_h - u_h^\ast)_T \geq 0, \quad \forall u_h \in U_{ad}^h \subset U^h. \)

To obtain a priori error estimates for the above numerical schemes (19)-(21), in the end of this section, we introduce auxiliary variables \( (y_h(u^\ast), \sigma_h(u^\ast)) \in V^h \times W^h \).
4. A priori error estimates

In this section, we are able to derive some a priori error estimates for the optimal control problem (OCP-OPT) and its splitting least-squares mixed finite element approximation (OCP-OPT)\textsubscript{h}. Due to the weak regularity of the optimal control problem, we consider piecewise constant elements (r = 0) or piecewise linear discontinuous elements (r = 1) for the approximation of the optimal control \( u^* \), and piecewise linear \( C^0 \) elements (l = 1) are adopted for both the approximations of the states \( y^* \) and \( z^* \). While for the discretizations of the flux states \( \sigma^* \) and \( \omega^* \), we use either the lowest-order RT mixed finite elements (\( k_1 = 1, k = 0 \)) or standard piecewise linear \( C^0 \) elements (\( k_1 = k = 1 \)), where in both cases the Ladyzhenskaya-Babuska-Brezzi consistency condition is not satisfied.

Let

\[
\Omega^*_U = \{ t \in \Omega_U : |x| < u |_{\tau_U} < \xi_2 \},
\]
\[(24) \]
\[
\Omega^0_U = \{ t \in \Omega_U : |x|_{\tau_U} = \xi_1, \text{ or } u |_{\tau_U} = \xi_2 \},
\]
\[
\Omega^h_U = \Omega_U \setminus (\Omega^*_U \cup \Omega^0_U).
\]

It is easy to check that the three parts do not intersect on each other, and \( \Omega_U = \Omega^*_U \cup \Omega^0_U \cup \Omega^h_U \). In this paper, we assume that \( u \) and \( \mathcal{T}^h_U \) are regular such that \( \text{meas}(\Omega^*_U) \leq Ch_u \) (see Refs. [21, 22]). Moreover, set

\[
\Omega^*_U = \{ x \in \Omega_U : \xi_1 < u(x) < \xi_2 \}.
\]

Then it is easy to see that \( \Omega^*_U \subseteq \Omega^*_U \).

Before deriving the main error estimates for the splitting least-squares mixed finite element approximation of optimal control problem governed by elliptic equations, some interpolation and projection estimates are prepared without proof.

**Lemma 4.1.** [1]. Let \( \mathcal{P}_h \) be the \( L^2 \)-projection from \( U = L^2(\Omega_U) \) to \( U^h \) such that for any \( u \in U \)

\[
(u - \mathcal{P}_h u, \phi_h)_U = 0, \quad \forall \phi_h \in U^h.
\]

Then we have

\[
\| u - \mathcal{P}_h u \|_{L^2(\Omega_U)} \leq Ch_u \| u \|_{H^1(\Omega_U)}
\]

for any \( u \in H^1(\Omega_U) \).

**Lemma 4.2.** Let \( \mathcal{I}_h \) be the standard Lagrange interpolation operator defined in Ref. [1]. Then there is a constant \( C > 0 \) such that

\[
|u - \mathcal{I}_h u|_{W^{m,p}(\Omega)} \leq Ch_u^{2-m} |u|_{W^{2,p}(\Omega)}
\]

for \( u \in W^{2,p}(\Omega), p > 1, \) and \( m = 0 \) or 1.
Lemma 4.3. Let $\mathcal{R}_h y \in \mathcal{V}^h$ be defined as the elliptic projection of $y \in \mathcal{V}$ such that
\begin{equation}
(\mathbf{A}' \nabla (y - \mathcal{R}_h y), v_h) + (c(y - \mathcal{R}_h y), v_h) = 0, \quad \forall v_h \in \mathcal{V}^h.
\end{equation}
It then follows from Ref. [20] that
\begin{equation}
\|y - \mathcal{R}_h y\|_{L^2(\Omega)} + h_y \|y - \mathcal{R}_h y\|_{H^1(\Omega)} \leq C h^2 \|y\|_{H^2(\Omega)}.
\end{equation}

Lemma 4.4. [15]. From the approximate property (16) of finite element spaces we know that for any $\sigma \in \mathcal{W} \cap H^2(\Omega)^2$, there exists a vector-valued function $Q_h \sigma \subset \mathcal{W}$ such that
\begin{equation}
\|\sigma - Q_h \sigma\|_{L^2(\Omega)^2} \leq C h^{k+1} \|\sigma\|_{H^{k+1}(\Omega)^2},
\end{equation}
\begin{equation}
\|\text{div}(\sigma - Q_h \sigma)\|_{L^2(\Omega)} \leq C h^2 \|\sigma\|_{H^2(\Omega)^2},
\end{equation}
where $k = 0$ for the lowest-order RT mixed finite elements, and $k = 1$ for piecewise linear $C^0$ elements.

In the following, we wish to demonstrate three main lemmas which can be collected to obtain the main conclusion of this paper.

Lemma 4.5. Let $(y^*_h, \sigma^*_h, \omega^*_h, \tilde{z}_h^*)$ and $(\tilde{y}_h, \tilde{\sigma}_h, \tilde{\omega}_h, \tilde{z}_h)$ be the solutions of (19)-(20) and (22)-(23), respectively. Then the following estimates hold
\begin{equation}
\|y^*_h - \tilde{y}_h\|_{H^1(\Omega)} + \|z^*_h - \tilde{z}_h\|_{H^1(\Omega)} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)},
\end{equation}
\begin{equation}
\|\sigma^*_h - \tilde{\sigma}_h\|_{H^1(\Omega)} + \|\omega^*_h - \tilde{\omega}_h\|_{H^1(\Omega)} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)}.
\end{equation}

Proof. It follows from (19) and (22) that
\begin{equation}
\begin{cases}
(\mathbf{A}' \nabla (y^*_h - \tilde{y}_h), \nabla v_h) + (c(y^*_h - \tilde{y}_h), v_h) = (\mathcal{B}(u^*_h - u^*), v_h),
(c^{-1} \text{div}(\sigma^*_h - \tilde{\sigma}_h), \text{div} \tau_h) + (A^{-1}(\sigma^*_h - \tilde{\sigma}_h), \tau_h) = (c^{-1} \mathcal{B}(u^*_h - u^*), \text{div} \tau_h),
\end{cases}
\end{equation}
for \(\forall v_h \in \mathcal{V}^h\) and \(\forall \tau_h \in \mathcal{W}^h\).

Note that the two equations in problem (29) are split. By selecting $v_h = y^*_h - \tilde{y}_h$, $\tau_h = \sigma^*_h - \tilde{\sigma}_h$, respectively, and using the assumptions (H-2)-(H-4), we can easily prove that
\begin{equation}
\|y^*_h - \tilde{y}_h\|_{H^1(\Omega)} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)},
\end{equation}
\begin{equation}
\|\sigma^*_h - \tilde{\sigma}_h\|_{H^1(\Omega)} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)}.
\end{equation}

Similarly, one can obtain from (20) and (23) that
\begin{equation}
\begin{cases}
(\mathbf{A}' \nabla (z^*_h - \tilde{z}_h), \nabla v_h) + (c(z^*_h - \tilde{z}_h), v_h) = (\tilde{y}_h - y^*_h, v_h),
(c^{-1} \text{div}(\omega^*_h - \tilde{\omega}_h), \text{div} \tau_h) + (A^{-1}(\omega^*_h - \tilde{\omega}_h), \tau_h) = (\tilde{\sigma}_h - \sigma^*_h, \tau_h),
\end{cases}
\end{equation}
for \(\forall v_h \in \mathcal{V}^h\) and \(\forall \tau_h \in \mathcal{W}^h\).

Then with $v_h = z^*_h - \tilde{z}_h$ and $\tau_h = \omega^*_h - \tilde{\omega}_h$ in (32), and again using the assumptions (H-2)-(H-4), we similarly derive
\begin{equation}
\|z^*_h - \tilde{z}_h\|_{H^1(\Omega)} \leq C \|y^*_h - \tilde{y}_h\|_{L^2(\Omega)} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)},
\end{equation}
\begin{equation}
\|\omega^*_h - \tilde{\omega}_h\|_{H^1(\Omega)} \leq C \|\sigma^*_h - \tilde{\sigma}_h\|_{L^2(\Omega)^2} \leq C \|u^* - u_h^*\|_{L^2(\Omega^u)},
\end{equation}
which ends the proof of Lemma 4.5. \(\blacksquare\)
Lemma 4.6. Let \((y^*, \sigma^*, z^*, \omega^*, u^*)\) and \((y_h^*, \sigma_h^*, z_h^*, \omega_h^*, u_h^*)\) be the solutions of (OCP-OPT) and (OCP-OPT)\(h\), respectively. Let \(U^h\) be the piecewise constant element space (\(r = 0\)). Assume that \(u^* \in H^1(\Omega_U), z^* \in H^1(\Omega), \) and \(\text{div}\omega^* \in H^1(\Omega)\). Then we have

\[
\|u^* - u_h^*\|_{L^2(\Omega_U)} \leq C \left( h_u + \|z^* - \bar{z}_h\|_{L^2(\Omega)} + \|\text{div}(\omega^* - \bar{\omega}_h)\|_{L^2(\Omega)} \right),
\]

where \((\bar{z}_h, \bar{\omega}_h)\) is defined in (23), and the constant \(C\) depends on some norms of the solution \((z^*, \omega^*, u^*)\), but is independent of the mesh parameters \(h_u\).

Let \(U^h\) be the piecewise linear discontinuous element space (\(r = 1\)). Furthermore, assume that \(u^* \in W^{1,\infty}(\Omega_U) \cap H^2(\Omega_U^c), \) where \(\Omega_U^c\) is defined above, \(z^* \in W^{1,\infty}(\Omega), \) and \(\text{div}\omega^* \in W^{1,\infty}(\Omega)\). Then we have

\[
\|u^* - u_h^*\|_{L^2(\Omega_U)} \leq C \left( h_u^2 + \|z^* - \bar{z}_h\|_{L^2(\Omega)} + \|\text{div}(\omega^* - \bar{\omega}_h)\|_{L^2(\Omega)} \right),
\]

where the constant \(C\) depends on some norms of the solution \((z^*, \omega^*, u^*)\), but is independent of the mesh parameter \(h_u\).

Proof. Let \(u_1^h \in U_{ad}^1\) be an approximation of \(u^*\). Note that \(U^h \subset U\) and \(U_{ad}^h \subset U_{ad}\). Recalling the variational inequalities (13) and (21) imply that

\[
\begin{align*}
(\gamma u^* - B^* z^* - B^* c^{-1} \text{div}\omega^*, u^* - u_h^*)_U &\leq 0, \\
(\gamma u_h^* - B^* z_h^* - B^* c^{-1} \text{div}\omega_h^*, u_h^* - u_1^h)_U &\leq 0.
\end{align*}
\]

Hence, we can deduce that

\[
\begin{align*}
\gamma \|u^* - u_h^*\|^2_{L^2(\Omega_U)} &= (\gamma u^*, u^* - u_h^*)_U - (\gamma u_h^*, u^* - u_h^*)_U \\
&= (\gamma u^* - B^* z^* - B^* c^{-1} \text{div}\omega^*, u^* - u_h^*)_U \\
&\quad + (\gamma u_h^* - B^* z_h^* - B^* c^{-1} \text{div}\omega_h^*, u_h^* - u_1^h)_U \\
&\quad + (\gamma u_h^* - B^* z_h^* - B^* c^{-1} \text{div}\omega_h^*, u_1^h - u^*)_U \\
&\quad + (B^*(z^* - z_h^*), u^* - u_h^*)_U + (B^* c^{-1} \text{div}(\omega^* - \omega_h^*), u^* - u_h^*)_U \\
&\quad \leq (\gamma(u_h^* - u^*), u_1^h - u^*)_U + (\gamma u^* - B^* z^* - B^* c^{-1} \text{div}\omega^*, u_1^h - u^*)_U \\
&\quad + (B^*(z^* - z_h^*), u_1^h - u^*)_U + (B^* c^{-1} \text{div}(\omega^* - \omega_h^*), u_1^h - u^*)_U \\
&\quad + (B^*(z^* - z_h^*), u_h^* - u^*)_U + (B^* c^{-1} \text{div}(\omega^* - \omega_h^*), u_h^* - u_h^*)_U \\
&\quad + (B^*(\bar{z}_h - z_h^*), u^* - u_h^*)_U + (B^* c^{-1} \text{div}(\omega^* - \omega_h^*), u^* - u_h^*)_U.
\end{align*}
\]

The right-hand side of (38) can be bounded in a standard way. We here just pay special attentions on the last two terms of the right-hand side of (38). By selecting \(v_h = z_h^* - \bar{z}_h, \tau_h = \omega_h^* - \bar{\omega}_h\) in (29) and \(v_h = y_h^* - \bar{y}_h, \tau_h = \sigma_h^* - \bar{\sigma}_h\) in (32) we have

\[
\begin{align*}
& (B^*(z^* - z_h^*), u^* - u_h^*)_U = (\bar{z}_h - z_h^*, B(u^* - u_h^*)) \\
&= (\mathcal{A}(y_h^* - \bar{y}_h), \nabla(z_h^* - \bar{z}_h)) + (\mathcal{C}(y_h^* - \bar{y}_h), z_h^* - \bar{z}_h) \\
&= - (y_h^* - \bar{y}_h, y_h^* - \bar{y}_h) - \|y_h^* - \bar{y}_h\|^2_{L^2(\Omega)} \leq 0,
\end{align*}
\]

and

\[
\begin{align*}
& (B^* c^{-1} \text{div}(\omega_h^* - \omega_h^*), u^* - u_h^*)_U = (c^{-1} \text{div}(\omega_h^* - \omega_h^*), B(u^* - u_h^*)) \\
&= (c^{-1} \text{div}(\sigma_h^* - \bar{\sigma}_h), \text{div}(\omega_h^* - \bar{\omega}_h)) + (\mathcal{A}^{-1}(\sigma_h^* - \bar{\sigma}_h), \omega_h^* - \bar{\omega}_h)
\end{align*}
\]
\[
\begin{align*}
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} & \\
\leq & \quad (\gamma u^* - B^* z^* - B^* e^{-1} \text{div} \omega^*, u_I^* - u^*)_U + C(\delta) \| u^* - u_I^* \|^2_{L^2(\Omega_U)} \\
& \quad + C(\delta) \| z^* - \bar{z}_h \|^2_{L^2(\Omega)} + C(\delta) \| \text{div}(\omega^* - \bar{\omega}_h) \|^2_{L^2(\Omega)} \\
& \quad + C(\delta) \| z^* - \bar{z}_h \|^2_{L^2(\Omega)} + C(\delta) \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \\
& \quad + C(\delta) \| \text{div}(\omega^* - \bar{\omega}_h) \|^2_{L^2(\Omega)} + C(\delta) \| u^* - u_h^* \|^2_{L^2(\Omega_U)},
\end{align*}
\] 

Thus we obtain from (39)-(40), Lemma 4.5 and Cauchy-Schwarz inequality that

\[
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \leq \| \sigma^*_h - \bar{\sigma}_h \|^2_{L^2(\Omega)} \leq 0.
\]

Moreover, it follows from (14) that

\[
\gamma u^* - B^* z^* - B^* e^{-1} \text{div} \omega^* = 0 \quad \text{on} \quad \Omega_U^*.
\]

Thus we obtain from (39)-(40), Lemma 4.5 and Cauchy-Schwarz inequality that

\[
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \leq \| \sigma^*_h - \bar{\sigma}_h \|^2_{L^2(\Omega)} \leq 0.
\]

Thus we obtain from (39)-(40), Lemma 4.5 and Cauchy-Schwarz inequality that

\[
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \leq \| \sigma^*_h - \bar{\sigma}_h \|^2_{L^2(\Omega)} \leq 0.
\]

Thus we obtain from (39)-(40), Lemma 4.5 and Cauchy-Schwarz inequality that

\[
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \leq \| \sigma^*_h - \bar{\sigma}_h \|^2_{L^2(\Omega)} \leq 0.
\]

Thus we obtain from (39)-(40), Lemma 4.5 and Cauchy-Schwarz inequality that

\[
\gamma \| u^* - u_h^* \|^2_{L^2(\Omega_U)} \leq \| \sigma^*_h - \bar{\sigma}_h \|^2_{L^2(\Omega)} \leq 0.
\]
that $\xi_1 < u(x_0) < \xi_2$, and hence $(\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*)(x_0) = 0$. Therefore, for any $\tau_U \subset \Omega_U^h$ we have
\[
\|\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*\|_{L^\infty(\tau_U)} = \|\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^* - (\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*)(x_0)\|_{L^\infty(\tau_U)} \
\leq Ch_u\|\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*\|_{W^{1,\infty}(\tau_U)}.
\]
Thus
\[
(\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*, \mathcal{I}_h u^* - u^*)_U = \left(\int_{\Omega_U^h} + \int_{\Omega_U^h} + \int_{\Omega_U^h}\right) (\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*)(\mathcal{I}_h u^* - u^*)
\leq \|\gamma u^* - B^* z^* - B^* c^{-1} \text{div} \omega^*\|_{L^\infty(\Omega_U^h)}\|\mathcal{I}_h u^* - u^*\|_{L^\infty(\Omega_U^h)}\text{meas}(\Omega_U^h) \
\leq Ch_u^2 \left(\|u^*\|^2_{H^1(\Omega_U^h)} + \|z^*\|^2_{H^1(\Omega)} + \|\text{div} \omega^*\|^2_{H^1(\Omega)}\right).
\]
Thus (36) is proved by inserting (44)-(45) into (41) with $C\delta = \gamma/2$. \vspace{1em}

**Lemma 4.7.** Let $(y^*, \sigma^*, z^*, \omega^*)$ and $(\tilde{y}_h, \tilde{\sigma}_h, \tilde{z}_h, \tilde{\omega}_h)$ be the solutions of (11)-(12) and (22)-(23), respectively. Assume that problem (2) is $H^2$-regular, and the solutions $y^*, z^* \in H^3_0(\Omega) \cap H^2(\Omega)$ and $\sigma^*, \omega^* \in H^2(\Omega)^2$. Then the following estimates hold
\[
\|y^* - \tilde{y}_h\|_{H^s(\Omega)} + \|z^* - \tilde{z}_h\|_{H^s(\Omega)} \leq Ch_u^{2-s}, \ s = 0, 1,
\]
\[
\|\sigma^* - \tilde{\sigma}_h\|_{H(\text{div};\Omega)} + \|\omega^* - \tilde{\omega}_h\|_{H(\text{div};\Omega)} \leq Ch_u,
\]
where the constant $C$ depends on some norms of $(y^*, \sigma^*, z^*, \omega^*)$, but is independent of the mesh parameters $h_y$ and $h_{\sigma}$.

**Proof.** In the following, we divide the proof into two parts.

**Part I.** Note that $(\tilde{\sigma}_h, \tilde{y}_h)$ is the least-squares mixed finite element solution of $(\sigma^*, y^*)$. Therefore, it follows immediately from Ref. [15] combined with Lemmas 4.3 and 4.4 that
\[
\|y^* - \tilde{y}_h\|_{H^s(\Omega)} \leq Ch_u^{2-s}\|y^*\|_{H^2(\Omega)}, \ s = 0, 1,
\]
and
\[
\|\sigma^* - \tilde{\sigma}_h\|_{H(\text{div};\Omega)} \leq Ch_u\|\sigma^*\|_{H^2(\Omega)^2}.
\]

**Part II.** To derive corresponding error estimates for $\|z^* - \tilde{z}_h\|_{H^s(\Omega)}$ and $\|\omega^* - \tilde{\omega}_h\|_{H(\text{div};\Omega)}$ in (46)-(47), we write
\[
z^* - \tilde{z}_h = (z^* - \mathcal{R}_h z^*) + (\mathcal{R}_h z^* - \tilde{z}_h) := \rho + \pi,
\]
\[
\omega^* - \tilde{\omega}_h = (\omega^* - \mathcal{Q}_h \omega^*) + (\mathcal{Q}_h \omega^* - \tilde{\omega}_h) := \zeta + \eta.
\]
Here $\mathcal{R}_h z^* \in V^h$ and $\mathcal{Q}_h \omega^* \in W^h$ are defined as in Lemmas 4.3-4.4, and of course $\rho$ and $\zeta$ are bounded in the desired way.

In the following, we first estimate $\pi = \mathcal{R}_h z^* - \tilde{z}_h$. By subtracting the first equation in (23) with that of (12), we obtain for all $v_h \in V^h$,
\[
(\mathcal{A}(z^* - \tilde{z}_h), \nabla v_h) + (c(z^* - \tilde{z}_h), v_h) = (\tilde{y}_h - y^*, v_h),
\]
which implies
\[ \| A \nabla v, \nabla v_h \| + (c \tau, v_h) = (\tilde{y}_h - y^*, v_h), \quad \forall v_h \in V^h. \] (51)

Let \( v_h = \tau = R_h z^* - \tilde{z}_h \). It then follows from the standard finite element error estimates and (48) that
\[ \| R_h z^* - \tilde{z}_h \|_{H^1(\Omega)} \leq C \| y^* - \tilde{y}_h \|_{L^2(\Omega)} \leq C h_y^2 \| y^* \|_{H^2(\Omega)}. \] (52)

Similarly, we can obtain another error equation
\[
(c^{-1} \text{div}(\omega - \tilde{\omega}_h), \text{div} \tau_h) + (A^{-1}(\omega - \tilde{\omega}_h), \tau_h)
\]
\[ = (\bar{\sigma}_h - \sigma^*, \tau_h), \quad \forall \tau_h \in W^h. \] (53)

Using the interpolation operator \( Q_h \), equation (53) can also be written as
\[
(c^{-1} \text{div} \eta, \text{div} \tau_h) + (A^{-1} \eta, \tau_h)
\]
\[ = (\bar{\sigma}_h - \sigma^*, \tau_h) - (c^{-1} \text{div} \zeta, \text{div} \tau_h) - (A^{-1} \zeta, \tau_h), \quad \forall \tau_h \in W^h. \] (54)

Let \( \eta = Q_h \omega^* - \bar{\omega}_h \) in (54). It is easy to see that
\[ c_2^{-1} \| \text{div}(Q_h \omega^* - \bar{\omega}_h) \|_{L^2(\Omega)}^2 + \beta^{-1} \| Q_h \omega^* - \bar{\omega}_h \|_{L^2(\Omega)}^2
\]
\[ \leq \| \sigma^* - \bar{\sigma}_h \|_{L^2(\Omega)^2} \| Q_h \omega^* - \bar{\omega}_h \|_{L^2(\Omega)}^2 + C \| \omega^* - Q_h \omega^* \|_{L^2(\Omega)}^2
\]
\[ \leq C (\| \sigma^* - \bar{\sigma}_h \|_{L^2(\Omega)^2} + \| \text{div}(\omega^* - Q_h \omega^*) \|_{L^2(\Omega)} + \| \omega^* - Q_h \omega^* \|_{L^2(\Omega)^2})
\]
\[ \| Q_h \omega^* - \bar{\omega}_h \|_{H^2(\Omega)}. \] (55)

Following from Lemma 4.4 and the proved result (49), we deduce
\[ \| Q_h \omega^* - \bar{\omega}_h \|_{H^2(\Omega)} \]
\[ \leq C \left( \| \sigma^* - \bar{\sigma}_h \|_{L^2(\Omega)^2} + \| \text{div}(\omega^* - Q_h \omega^*) \|_{L^2(\Omega)} + \| \omega^* - Q_h \omega^* \|_{L^2(\Omega)^2} \right)
\]
\[ \leq C h_{\sigma^*} \sum_{\tau = \sigma^*, \omega} \| \tau^* \|_{H^2(\Omega)}. \] (56)

Incorporating the above results (52), (56) with the well-known estimates for \( \rho \) in Lemma 4.3 and \( \zeta \) in Lemma 4.4, we derive
\[ \| z^* - \tilde{z}_h \|_{H^s(\Omega)} \leq C h_y^{2-s} \sum_{\tau = y, z} \| v^* \|_{H^2(\Omega)}, \quad s = 0, 1, \] (57)

and
\[ \| \omega^* - \bar{\omega}_h \|_{H^2(\Omega)} \leq C h_{\sigma^*} \sum_{\tau = \sigma^*, \omega} \| \tau^* \|_{H^2(\Omega)}. \] (58)

Thus Lemma 4.7 is proved.

Collecting the bounds given by Lemmas 4.5-4.7, we have the following main result.

**Theorem 4.8.** Suppose that \( (y^*, \sigma^*, z^*, \omega^*, u^*) \) and \( (y^*_h, \sigma^*_h, z^*_h, \omega^*_h, u^*_h) \) are the solutions of (OCP-OPT) and (OCP-OPT)$_h$, respectively. Assume that all conditions of Lemmas 4.5-4.7 are valid. Then for \( r, s = 0, 1 \), we have
\[ \| u^* - u^*_h \|_{L^2(\Omega)} \leq C \left( h_u^{1+s} + h_y^2 + h_{\sigma^*} \right), \] (59)
\[
\begin{align*}
(60) \quad & \|y^* - y_h^*\|_{H^1(\Omega)} + \|z^* - z_h^*\|_{H^1(\Omega)} \leq C \left( h_u^{1+\frac{3}{2}} + h_y^{2-s} + h_\sigma \right), \\
(61) \quad & \|\sigma^* - \sigma_h^*\|_{H(\text{div};\Omega)} + \|\omega^* - \omega_h^*\|_{H(\text{div};\Omega)} \leq C \left( h_u^{1+\frac{3}{2}} + h_y^2 + h_\sigma \right), \\
\end{align*}
\]

where the constant C depends on some norms of \((y^*, \sigma^*, z^*, \omega^*, u^*)\), but is independent of the mesh parameters \(h_y, h_\sigma\) and \(h_u\).

**Proof.** It follows from Lemmas 4.6-4.7 that
\[
\|u^* - u_h^*\|_{L^2(\Omega;\nu)} \leq C \left( h_u^{1+\frac{3}{2}} + h_y^{2-s} + h_\sigma \right).
\]
Moreover, it follows from Lemma 4.5, Lemma 4.7 and (62) that
\[
\begin{align*}
(62) \quad & \|y^* - y_h^*\|_{H^1(\Omega)} + \|z^* - z_h^*\|_{H^1(\Omega)} \\
& \leq \|y^* - \tilde{y}_h\|_{H^1(\Omega)} + \|z^* - \tilde{z}_h\|_{H^1(\Omega)} \\
& \quad + \|y^* - \bar{y}_h\|_{H^1(\Omega)} + \|z^* - \bar{z}_h\|_{H^1(\Omega)} \\
& \leq C \left( h_u^{1+\frac{3}{2}} + h_y^{2-s} + h_\sigma \right), \\
(63) \quad & \|\sigma^* - \sigma_h^*\|_{H(\text{div};\Omega)} + \|\omega^* - \omega_h^*\|_{H(\text{div};\Omega)} \\
& \leq \|\sigma^* - \tilde{\sigma}_h\|_{H(\text{div};\Omega)} + \|\omega^* - \tilde{\omega}_h\|_{H(\text{div};\Omega)} \\
& \quad + \|\sigma^* - \bar{\sigma}_h\|_{H(\text{div};\Omega)} + \|\omega^* - \bar{\omega}_h\|_{H(\text{div};\Omega)} \\
& \leq C \left( h_u^{1+\frac{3}{2}} + h_y^2 + h_\sigma \right). \\
\end{align*}
\]
Thus, Theorem 4.8 follows immediately from (62)-(64).

5. Numerical experiments

In this section, we conduct some numerical examples to check the efficiency of the splitting least-squares mixed finite element scheme (19)-(21). Let the spatial domain \(\Omega = (0,1)^2\) and consider the problem:
\[
\begin{align*}
(65) \quad & \frac{1}{2} \left( \int_\Omega (y - y_d)^2 + \int_\Omega (\sigma - \sigma_d)^2 + \int_\Omega u^2 \right) \\
\end{align*}
\]
subject to
\[
\begin{align*}
(66) \quad & \begin{cases}
-\text{div}(\mathcal{A}\nabla y) + cy = f + u, & \text{in } \Omega, \\
y = 0, & \text{on } \partial \Omega,
\end{cases}
\end{align*}
\]
with \(\sigma = -\mathcal{A}\nabla y\). In fact, the adjoint state \(z\) satisfies the following equation:
\[
\begin{align*}
(67) \quad & \begin{cases}
-\text{div}(\mathcal{A}\nabla z) + cz = -(y - y_d), & \text{in } \Omega, \\
z = 0, & \text{on } \partial \Omega.
\end{cases}
\end{align*}
\]

For simplicity we shall adopt the same mesh partitions for the states and control in the numerical tests, i.e., \(T_y^h = T_\sigma^h = T_u^h\). To solve the optimal control problem numerically, we use the C++ software package: AFEpack, it is available at http://dsec.pku.edu.cn/~rli/. As for constrained optimal control problems, people pay more attention on the states and the control. Therefore, in the following numerical examples, we mostly center on the primal state variable \(y\), which is approximated by piecewise linear \(C^0\) elements; the flux state variable \(\sigma\), which is
approximated by piecewise linear $C^0$ elements or the lowest-order RT elements; and the control variable $u$, which is discretized using piecewise constant elements or piecewise linear discontinuous elements. Furthermore, in the following tests, we use $E_u$, $E^0_y$, $E^1_y$, and $E_{\sigma}$ to represent the error norms $\|u - u_h\|_{L^2(\Omega)}$, $\|y - y_h\|_{L^2(\Omega)}$, $\|y - y_h\|_{H^1(\Omega)}$, and $\|\sigma - \sigma_h\|_{H(\text{div}; \Omega)}$, respectively.

**Example 1.** For the first example, the corresponding analytical solutions for problems (65)-(67) with a constant diffusion coefficient matrix $A = I$ and a constant reaction coefficient $c = 1$ are given by

$$y(x) = \sin(\pi x_1) \sin(\pi x_2),$$

$$\sigma(x) = -A \nabla y,$$

$$z(x) = 2 \sin(\pi x_1) \sin(\pi x_2),$$

$$\omega(x) = (\sin(\pi x_2), \sin(\pi x_1)),$$

$$u(x) = \max\{0, \min(1.0, z + c^{-1} \text{div} \omega)\}.$$ 

The source function $f$, the desired states $y_d$ and $\sigma_d$ can be determined using the above functions.

In this test, we consider the lowest-order RT elements for the approximation of the flux state $\sigma$, and piecewise constant elements for that of the control $u$. Table 1 displays the errors and convergence orders for the control $u$, the primal state $y$, and the flux state $\sigma$ in corresponding norms. We can see that the convergence orders for the control $u$ in $L^2(\Omega)$-norm, the state $y$ in $H^1(\Omega)$-norm, and $\sigma$ in $H(\text{div}; \Omega)$-norm are almost first-order, while the convergence order for the state $y$ in $L^2(\Omega)$-norm is second-order, which are consistent with Theorem 4.8 very well. Figure 1 shows the approximate profiles of the control $u$ and the primal state $y$. The two components of the numerical flux state $\sigma$ are presented in Figure 2. It can be observed that the numerical figures are agreement with the analytical solutions very well.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$E_u$</th>
<th>Order</th>
<th>$E^0_y$</th>
<th>Order</th>
<th>$E^1_y$</th>
<th>Order</th>
<th>$E_{\sigma}$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{8}$</td>
<td>7.7865E-02</td>
<td>—</td>
<td>6.9370E-03</td>
<td>—</td>
<td>2.4630E-01</td>
<td>—</td>
<td>9.2504E-01</td>
<td>—</td>
</tr>
<tr>
<td>$\frac{1}{16}$</td>
<td>3.8356E-02</td>
<td>1.02</td>
<td>1.7639E-03</td>
<td>1.98</td>
<td>1.2364E-01</td>
<td>0.99</td>
<td>4.6058E-01</td>
<td>1.01</td>
</tr>
<tr>
<td>$\frac{1}{32}$</td>
<td>1.9264E-02</td>
<td>0.99</td>
<td>4.7833E-04</td>
<td>1.98</td>
<td>6.1234E-02</td>
<td>1.00</td>
<td>2.3024E-01</td>
<td>1.00</td>
</tr>
<tr>
<td>$\frac{1}{64}$</td>
<td>9.5384E-03</td>
<td>1.01</td>
<td>1.1092E-04</td>
<td>2.01</td>
<td>3.0873E-02</td>
<td>1.01</td>
<td>1.1456E-01</td>
<td>1.01</td>
</tr>
</tbody>
</table>

**Example 2.** For the second example, the corresponding analytical solutions for problems (65)-(67) are

$$y(x) = x_1 (1 - x_1) x_2 (1 - x_2),$$

$$\sigma(x) = -A \nabla y,$$

$$z(x) = 16 x_1 (1 - x_1) x_2 (1 - x_2),$$

$$\omega(x) = (x_2 (1 - x_2), x_1 (1 - x_1)),$$

$$u(x) = \max\{0, \min(0.5, z + c^{-1} \text{div} \omega)\},$$

where $A = I$ and $c = 10$. The source function $f$ and the desired states $y_d$ and $\sigma_d$ can also be determined using the above functions.
In this example, we consider piecewise linear $C^0$ elements for the approximation of the flux state $\sigma$, and piecewise constant elements for that of the control $u$. We list the corresponding numerical errors and convergence orders for the control $u$, the primal state $y$ and the flux state $\sigma$ in Table 2. The convergence orders for the control, the primal state, and the flux state are also well matched with the theoretical analysis in Theorem 4.8. We also show the approximate profiles of the control $u$, the primal state $y$ and the flux state $\sigma$ in Figures 3-4, respectively. It can be observed that the numerical results are also agreement with the analytical solutions very well.

**Table 2.** $\sigma$: piecewise linear $C^0$ elements, $u$: piecewise constant elements.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$E_u$ Order</th>
<th>$E_y$ Order</th>
<th>$E_y$ Order</th>
<th>$E_y$ Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{16}$</td>
<td>4.2662E-02</td>
<td>1.03</td>
<td>6.3657E-04</td>
<td>1.90</td>
</tr>
<tr>
<td>$\frac{1}{32}$</td>
<td>2.0861E-02</td>
<td>1.01</td>
<td>1.6964E-04</td>
<td>1.91</td>
</tr>
<tr>
<td>$\frac{1}{64}$</td>
<td>1.0534E-02</td>
<td>0.99</td>
<td>4.5355E-05</td>
<td>2.00</td>
</tr>
<tr>
<td>$\frac{1}{128}$</td>
<td>5.2129E-03</td>
<td>1.01</td>
<td>1.1351E-05</td>
<td>2.00</td>
</tr>
</tbody>
</table>

**Example 3.** For the third example, we consider a reaction-dominated diffusion problem. In this case, the solution typically has exponential boundary layers on all sides of $\Omega$ or internal layers in $\Omega$. We take the analytical solutions for problems
The approximate control $u_h$ (left) and the approximate state $y_h$ (right) for Example 2.

The approximate flux state $\sigma_h$ for Example 2.

(65)-(67) as follows:

\[
\begin{align*}
g(x) &= \exp(-((x_1 - 0.5)^2 + (x_2 - 0.5)^2)/\varepsilon), \\
\sigma(x) &= -\varepsilon \nabla y, \\
z(x) &= 2 \exp(-((x_1 - 0.5)^2 + (x_2 - 0.5)^2)/\varepsilon), \\
\omega(x) &= (0, 0), \\
u(x) &= \max(0, \min(0.5, z + c^{-1} \text{div}\omega)),
\end{align*}
\]

where $\varepsilon = 10^{-2}$ and $c = 1$. The source function $f$ and the desired states $y_d$ and $\sigma_d$ can also be determined using the above functions.

In this example, we consider the lowest-order RT elements for the approximation of the flux state $\sigma$, and piecewise linear discontinuous elements for that of the control $u$. Some corresponding numerical errors and convergence orders for the control $u$, the primal state $y$ and the flux state $\sigma$ are presented in Table 3. It can be observed that an nearly $O(h^{3/2})$-order convergence for the control is derived, which is consistent with Theorem 4.8 for the case $r = 1$. The approximate profiles of the control $u$, the primal state $y$ and the flux state $\sigma$ are displayed in Figures 5-6, respectively. All these results also confirms the theoretical analysis.

6. Concluding remarks

In this paper, we derive a priori error estimates for the splitting least-squares mixed finite element discretization of optimal control problem governed by elliptic
Table 3. $\sigma$: the lowest-order RT elements; $u$: piecewise linear discontinuous elements.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$E_u$</th>
<th>Order</th>
<th>$E_y^u$</th>
<th>Order</th>
<th>$E_y^w$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1$</td>
<td>1.8586E-02</td>
<td>—</td>
<td>2.373E-02</td>
<td>—</td>
<td>8.7984E-01</td>
<td>—</td>
</tr>
<tr>
<td>$h_2$</td>
<td>6.5260E-03</td>
<td>1.51</td>
<td>5.0760E-03</td>
<td>2.14</td>
<td>4.4054E-01</td>
<td>1.00</td>
</tr>
<tr>
<td>$h_3$</td>
<td>2.2771E-03</td>
<td>1.52</td>
<td>1.2568E-03</td>
<td>2.01</td>
<td>2.2071E-01</td>
<td>1.00</td>
</tr>
<tr>
<td>$h_4$</td>
<td>7.8744E-04</td>
<td>1.53</td>
<td>3.1259E-04</td>
<td>2.01</td>
<td>1.1062E-01</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 5. The approximate control $u_h$ (left) and the approximate state $y_h$ (right) for Example 3.

Figure 6. The approximate flux state $\sigma_h$ for Example 3.

equations, where pointwise inequality constraints on the control variable are considered. This splitting mixed method leads to uncoupled positive definite systems for the primal state variable and its flux, also for the adjoint state and flux state variables. Finally, numerical experiments are addressed to verify the theoretical analysis.
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