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HIGH ORDER GALERKIN METHODS WITH GRADED MESHES
FOR TWO-DIMENSIONAL REACTION-DIFFUSION PROBLEMS

ZHIWEN LI, BIN WU AND YUESHENG XU

Abstract. We develop high-order Galerkin methods with graded meshes for solving the two-
dimensional reaction-diffusion problem on a rectangle. With the help of the comparison principle,
we establish upper bounds for high order partial derivatives of an arbitrary order of its exact
solution. According to prior information of the high order partial derivatives of the solution,
we design both implicit and explicit graded meshes which lead to numerical solutions of the
problem having an optimal convergence order. Numerical experiments are presented to confirm
the theoretical estimate and to demonstrate the outperformance of the proposed meshes over the
Shishkin mesh.
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1. Introduction

The singular perturbation problem is an important class of boundary value prob-
lems which have broad applications. When the perturbation parameter is suf-
ficiently small, the solution of the problem will have significantly large (partial)
derivatives near the boundary, which illustrates boundary layers. The existence
of boundary layers brings difficulty to numerical solutions of the problem, mak-
ing the standard numerical methods unstable and fail to yield accurate results (cf.
[26, 32]). In order to overcome the difficulty, various special meshes were con-
structed for singularity perturbation problems, among which the Bakhvalov type
mesh and Shishkin type mesh are frequently used. Layer-adapted meshes (cf. [18])
are growing popular. Graded meshes were investigated in [7, 22, 23]. In particu-
lar, meshes proposed in [22, 23] for the one dimensional problem based on prior
estimates of high order derivatives of the exact solution lead to uniform conver-
gent solutions with optimal convergence rates for high order singular perturbation
problems. A number of numerical schemes [19, 34, 37, 39, 41, 42] were established
based on special meshes, providing accurate numerical solutions to one-dimensional
singular perturbation problems.

Useful meshes may be constructed according to the behavior of the true solution.
As a result, it is important to estimate the derivatives of the exact solution of the
problem. For one-dimensional singular perturbation problems, the solutions were
characterized clearly (cf. [28]), which provides valuable information to the analysis
of numerical methods. For the two-dimensional problems, estimating the high order
(mixed) derivatives of the solutions is much more involved. The authors of [15]
utilized the maximum principle to establish the upper bounds of partial derivatives
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(with respect to a single variable x or y) of the solution of two-dimensional reaction-
diffusion problems. With the aid of the estimates, the convergence properties of
the numerical methods based on the Shishkin meshes were analyzed in [13, 14].
Asymptotic expansion is another tool to investigate the behavior of the solution.
In [3], an asymptotic expansion of the solution was constructed, which contains
boundary layer terms for edges and corner layer terms for vertices of the domain,
and a uniform bound for the remainder was established to validate the uniform
convergence of the expansion. The authors of [8] used the Btuzov expansion to
expand the partial derivatives of the solution in a form that shows explicitly both
the traditional corner singularities and boundary layers of the solution. In [21] the
solution was decomposed into four terms, two of which were estimated pointwise
and the other two were estimated with respect to a function norm. Based on
knowledge of the solution of the singular perturbation problem on a rectangle,
several popular numerical methods including the finite difference methods [16, 25,
35], the standard finite element methods [33, 38, 40] and the streamline diffusion
finite element methods [20, 27, 36] were discussed. The finite volume methods
[2, 10] and some adaptive schemes [4, 29] were also considered. More results can
be found in [24] and the surveys [11, 12].

The goal of this paper is to construct numerical schemes of high accuracy for
solving the reaction-diffusion problem on a rectangle based on prior information of
high order derivatives of its exact solution. For this purpose, we present pointwise
estimates of the high order (mixed) partial derivatives of the solution. Most existing
results in the literature estimate the derivatives with respect to special function
norms, and pointwise estimates are presented only for derivatives of order lower
than two. Although the knowledge of mixed partial derivatives is not necessary
in all circumstances, it is definitely crucial for some numerical methods such as
sparse grid schemes. For both theoretical interest and computational purpose,
we establish pointwise estimates for all types of derivatives of arbitrary orders.
The upper bounds we give in this paper have a unified form, which illustrates a
comprehensive view of the solution. The tool we use to establish the upper bounds
is the maximum principle with a help of the solutions of related auxiliary problems.

The upper bounds of the exact solution of the problem suggest using the tensor
product form of the one dimensional meshes to construct our approximate solu-
tions. There are meshes leading to numerical solutions with optimal convergence
rate for one-dimensional problems [7, 22, 23, 31]. Nevertheless, the meshes were
constructed implicitly, which may bring inconvenience to the implementation of
numerical schemes. We propose an ezplicit realization of the mesh from [22]. The
solutions of the numerical methods based on the explicit realization are proved to
converge at optimal order. Numerical results are presented to demonstrate the
theoretical estimates and compare the proposed graded mesh with the well-known
Shishkin mesh. The numerical results show that the proposed graded mesh outper-
forms the Shishkin mesh especially for high-order elements.

The paper is organized in four sections plus an appendix. In section 2 we present
the upper bounds of the (mixed) partial derivatives of the solution. We describe
in section 3 the Galerkin methods associated with graded rectangular meshes, the
solutions of which converge uniformly at optimal rates. The positions of the knots
are identified explicitly. In section 4 we present numerical examples to demonstrate
the theoretical estimates on convergence of the numerical solutions. In the appen-
dix, we provide details of proofs of two technical results necessary for establishing
the upper bounds of the mixed partial derivatives of the exact solution.
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2. Upper Bounds of Derivatives

The goal of this paper is to develop Galerkin methods having the optimal conver-
gence order for solving the two-dimensional singularly perturbed boundary value
problems on a rectangular domain. The boundary value problem to be considered
has the form

a { Lu(z,y) := —€ Au(z,y) + a(z, y)u(z,y) = f(z,y), (z,y) €,
u(z,y) =0, (z,y) € 09,

where Q := (0,1)? is the unit square, 0 < ¢ < 1, and @ and f are both sufficiently
smooth functions on 2, the closure of 2. Moreover, we assume that there exists a
positive constant « such that

a(z,y) >a®,  (z,y) €Q.

The solution of boundary value problem (1), in general, exhibits boundary layers
due to the singular perturbation. As a result, standard computational methods
fail to generate satisfactory numerical results. Aiming at constructing accurate
numerical methods for solving the problem, we shall propose meshes based on prior
information of the high order mixed partial derivatives of its exact solution, based
on which piecewise polynomial spaces are constructed to approximate the solution.
To this end, we devote this section to establishing upper bounds of the derivatives
of the solution. Specifically, we will give upper bounds of partial derivatives (of
an arbitrary order) of the solution. The bounds on the high order derivatives will
guide the design of the meshes for the piecewise polynomial space that will be used
to approximate the solution and serve for the convergence analysis of the proposed
numerical methods.

For the sake of brevity, for a smooth function v, we use the notation

O tiv
'Ua:iyj = W
to denote the mixed partial derivatives of v, and the cases when ¢ =0 or j = 0 is
denoted by simple notation v,; or v, respectively. We shall use the function

Y(t) = eTor, tel0,1]

to describe the boundary layers of the solution of (1), where the parameter o >
V2 — 1. We observe that Y(t) € (0,1] for all ¢ € [0,1] and Y(0) = 1. Moreover,
since € < 1, YT(t) decays rapidly to 0 as ¢t grows. By differentiating YT, we find that
for any j > 0, the derivative YU) behaves like T and

T (0) = O(e77).

Therefore, the function T characterizes a special type of singularity at 0.
The goal of this section is to establish the result that there exist positive constants
¢;,; such that for all 0 < e < 1 and for all (z,y) € Q,

(2) |ugiyi (2, y)] < i€ (x)E;(y),
where

Ei(x) =1+ [Y(z) +T(1—2)].
These upper bounds characterize the singularity of the derivatives of u near the
corners and edges of the domain. Precisely, they show that w:,; = (’)(e_(i"’j))
near the four corners of 2, ugi,; = O(e™*) along the left and right edges of 2, and
Uyiys = O(e77) along the upper and lower edges.
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The tool we use to establish the above inequality is the so-called comparison
principle, a direct consequence of the maximum principle (cf. Theorem 3.1 of [6]) of
the differential operator L. We state below the comparison principle for convenient
reference.

Lemma 2.1. If w,¢ € C?(Q) N C°%Q), |w(z,y)| < ¢(z,y) for all (z,y) € O and
|Lw(z, y)| < Lé(z,y) for all (z,y) € Q, then [w(z,y)| < ¢(z,y) for all (z,y) € Q.

The function ¢ appearing in the above lemma is called a barrier function. When
we use the comparison principle to prove (2), the function on the right hand side
of the inequality is treated as a barrier function. For later reference, we define

(3) bij(w,y) = Ei(2)E;(y)

for (z,y) € Q and observe by direct calculation that

Los(o) = [alo) ~ s | (o) + ()
(@ :
ot - e | @) + ate),

where k(t) := Y(¢ ) Y (1 —t). Since a(z,y) > o2, we have that
Lo j(z,y) > a?[ 1+ (1—(140)72) (e k() + e 7r(y))
+ (1 —2(1+ a)_2) 6_(i+j)m(ac)f-@(y)].
Let
=1 2
p= (1+0)%
When o > /2 — 1, there hold 1 — (14 0¢)~2 > 1/2 and p > 0. Thus, in this case,
for all (z,y) € 9,

() Louey) > o” [+ (e () + e In(y)) + pe CDr(a)n(y)

This inequality will be used later.
Before estimating the derivatives of u, we comment on its regularity by citing a
theorem from [8].

Theorem 2.2. Let K > 1 be a positive integer and u be the solution of (1). Let
Pi,1 <1< 4 denote the four vertices of Q. For p = 1,2, u € C*KX=1+2(Q) if and
only if f € C?*K=1(Q), and

Z(_l)iilfl.Z(K—i)yZ(i—l)(Pl) =0, for 1<i<K, 1<I[<4.
i=1
Even though we present our results with a general K for theoretical interest, in
practice, a relatively small value of K is acceptable. For estimating the derivatives
of the solution u, a somewhat stronger assumption was imposed in the literature
[5, 13, 30, 40] as a sufficient condition for the regularity of u. We cite the result
below.

Theorem 2.3. Let K > 1 be a positive integer and u be the solution gf (1). Let
Py, 1 <1 <4 denote the four vertices of Q. For u=1,2, if f € C?K=#(Q), and

(6) fw2(K—i)y2(1,—1)(Pl) =0, for 1<i<K, 1<1<4,
then u € CHE—1F2(Q)).
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Equation (6) is called the compatibility condition. This compatibility condition
is rather restrictive. It might not be reasonable to expect that the solution u is
smooth at a corner of the domain. One may need to study the singularity of the
solution at the corners of the domain and develop numerical algorithms accordingly.
In this paper, we shall stick to the assumption as the literature [5, 13, 30, 40] did.

In the remaining part of this section, we prove (2) holds for all i,5 > 0 by
induction on i + j. As the initial step of the induction, we prove the following
result.

Proposition 2.4. If
(7) 0,0 2 a7 %] flloo,
then inequality (2) holds for (i,7) = (0,0).

Proof. 1t follows from (7) that cooa? > ||fllec > f(z,y), for (z,y) € Q. On the
other hand, we obtain from (5) that Lego(z,y) > o, for (z,y) € . Hence

|L’U,(:C,y)| = ‘f(l'?y” < CO,O(L¢O,O)(x7y)a (xvy) € Q.
For each (z,y) € 01, we have that u(z,y) = 0 and ¢¢ o(z,y) is nonnegative. Thus
|’LL(£L',y)| S (i)0,0(xay)’ (l',y) € oN.

The comparison principle proves the desired result. ([l

Next, we establish two theorems to complete the induction procedure. To this
end, for 4,7 > 0, we define two index sets

Neijy ={m,n):0<m<4,0<n<j} and Ny =N )\ {(,5)}

For i + j = k, we introduce

MGG =1+ ) (;)(i)am

(mfn)e-/\T(i,j)
. i\ (J i
>\2('Lv.7) = Z~ (m> <n> Cm,nel m’
(m,n)eEN j)
- i\ (i -
SODEED DI G G I
(m,n)GN(iyj)
.y i\ (J +5)—
Ma(i,5) = Z (m) <n) Con €T~ (mAm),
(m,n)eNG )
and
© := max{]| fl|x,oc, llallk,oc )
where | - ||x,00 denotes the maximum norm for the derivative of order not greater

than k. We have the following upper bounds for the differential operator L on ).

Theorem 2.5. Suppose that (2) holds for all i, j satisfyingi+j < k. If fori,j >0
with i + j = k, a positive constant c; ; is chosen to satisfy the condition

(8) Ci,ja2 > CX max{)‘l(ivj)v 2)‘2(17])7 2)\3(7’7.7)7 p_l)\4(iaj)}7
then for all (z,y) € Q,
(9) |Luac’yJ (:L'ay)‘ < Ci,jL(vbiyj (xay)
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Proof. We obtain from (1) that
Lugiyi = friyi — Z (é) (i) Agi—myi—n Ugmyn .
(m,n)ENG,5)
If (2) holds for i + j < k, then for i + j = k and for (z,y) € 2, we have that
Lty (2.9)] < O] (i) + Mali, f)e—n(a)
s (i, 7)e 7 (y) + Nai e n()r(y)]-

Comparing (10) with (5), we observe that (9) holds for i +j = k when ¢; ; satisfies
condition (8). Thus, we obtain the desired estimate. (]

(10)

Note that in (8), the expression of lower bound of ¢; ; involves e. However, since
the exponent of € is nonnegative, we have even better lower bound of ¢; ; when €
is small. Actually, we can let ¢ = 1 to obtain a uniform but not-so-accurate lower
bound.

In order to use the comparison principle to obtain upper bounds of ugi,;, we
shall need their upper bounds on 02. Expressions of high order derivatives of u
are not available directly from equation (1). We will establish them with the help
of auxiliary problems.

We need the notion of the binary string. We call (aqnas... ) with a; = 0 or
1 for 1 < i < m a binary string. Here m is the length of the string. The empty
string (), which contains no digit, is denoted by 6. Let = be the set of all binary
strings. For w = 0,1 and « € =, we define ¢,,(«) as the string concatenating w and
a. For example, if a = (01), then ¢g(«) = (001) and ¢1(«) = (101). With o € E,
we associate a function FI[*, which is defined recursively as follows. Let F[% := f.
When Fll is defined, we let v[% be the unique solution of boundary value problem

(11) {LWW%M—FMWw%(LweQ
vl (x,y) =0, (z,y) € 09.

Then Fl%0(®)] is defined by
(12)  Flool) .= Fla) —qgloo(@) 4 2(glio@l o glonlely _ g ol _ 9g,le]
with

gz, y) = —e2[T(x) — 2T(1)]F*(0,y)

—e2[T(1 —2) = (1 - 2)T)IF(1,y).

Likewise, the function F¢1(®)] is defined by
(14) plor(@)] . Fy[g] — aglr(@) 4 62(93[;1(01)} + gz[;i;l(a)]) _ ayw[a] _ 2ayvz[f‘]

with

(13)

15) gl N (z,y) = —e2[T(y) — yT(1)]F(x,0)
—e2[T(1—y) — (1 = y) YD) Fll(z,1).
We have the following property for vl®w(®] and vlel,

Lemma 2.6. If F!® satisfies the compatibility condition Flel(P) =0,1<1<4,
where P, 1 <1 <4, denote the four vertices of §2, then

pléo(@)] gl —ylal @]y gler@l] — ylal
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Proof. We provide a proof for the first equality only since the second one can be
similarly handled. Let w := plfo(@)] 1 g[‘%(a)] — vg[coﬁ]. We will prove that w is the
solution of the corresponding homogeneous problem of (11) and thus, w = 0.

It follows from the boundary condition of (11) that vg[;;] (2,0) = vg[;;] (x,1) = 0,
and vg[laz] 0,y) = vLO‘Q}(l,y) = 0. Therefore,

0150, y) = —03 (0, ) + €72a(0, y)v1* (0, y) — e 2F1(0,y) = e 2F11(0,y).
Similarly, we may show that

Wl2(1,y) = —e 2RI, y).

2

Making use of (13) and the compatibility condition, we obtain

gleo@l(z 0) = glto@l(z 1) =0,

g1?@(0,y) = = 2F(0,y), g% N(1,y) = —e2FlI(1,y).
Moreover, v1%0(®)] vanishes on 9. Thus w vanishes on 9.
Differentiating (11) twice with respect to x leads to

LULO;] = Fa[g} — agovl® — 2,00,

On the other hand,
Lgl#o(@)] = _62(93[5;0(04)] + gz[;i;o(a)]) + agl¢o(@)],
Thus, we obtain that
L) = ) a,g) = FO (), (2y) € 0.

Noting that Lol® (@] = Fléo(@)] we conclude that Lw = 0 in Q.
The above analysis shows that w is the solution of the corresponding homoge-
neous problem of (11). This leads to w = 0 on {X. O

For an « € E, we denote by |a| the length of a. Let gp(c) and g1 () represent,
respectively, the number of 0 and 1 emerging in «. Moreover, let w(«) denote the
first character of a. Then we have the following result.

Proposition 2.7. Suppose that f € C*5-2(Q) for K > 1 and satisfies the com-
patibility condition (6). For aq,a0 € Ex :={a € Z: |a| < K}, if 0o(c1) = 0o(a2)
and 01(ay) = 01(a2), then

(16) Fleal = ploz],

Moreover, for any o € Eg, Flol € C2E=1=1e)(Q) and satisfies the compatibility
condition

(17) Fa[jgt(]K—\a\—i)yﬂi—l)(B) =0, 1<i<K-— |04|a
where P;, 1 <1< 4, denote the four vertices of Q.

Proof. We prove equation (16) by induction on the length of . The cases with
|a| < 1 are trivial. Assume that equation (16) holds for |a| < k. Let ay,a0 € E
such that |a1| = |as| = k+ 1 and g, (1) = gw(az2), w = 0,1. We only need to
consider the cases with g, (a;) > 0 for w = 0,1 and j = 1,2. If w(aq) = w(ae),
we then conclude (16) by the induction hypothesis. Otherwise, we assume without
loss of generality that w(a;) = 0 and @w(az) = 1. In this case we assume that
a1 = ¢p(a)) and ay = ¢1(ad) for some o) and af.

We first consider the case that of = ¢1(@) and ob = ¢o(@) for some string @,
that is, a is the concatenation of the string (01) and @, and «s is the concatenation
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of (10) and @. Now we verify that gl*1] = gl[;z/?}. Note that glot] = gl¢o(@1)] and
gloal = gleo@)] according to (13), it suffices to prove for all y € [0, 1] that

Flil(ty) = FS(ty),  t=0,1.

Note that of = ¢1(@), and it follows from the boundary conditions of (11) and
compatibility condition of FI® that all but the first term of right hand side of (14)
vanish. Thus the above equalities are verified. Similarly, we have gl*2] = g[al]

By applying (12) to Fl*1 and then applying (14) to Fl*], we obtain that

[ay]

Fled = F3, — agledd — (agli),e + e(gla + glt) + 6120 + gl3i))

—(agzvl®] + 2awv;[ca/1]) — (a,2vl® + 2ayvéa})zz
Making use of the equalities
gloal = géc;él, plen] 4 gled] = U[al
where the second equation is obtained directly from Lemma 2.6, we conclude that
Floa] — F[f]2 _a<g[0;'1] +g[a2’z]) + (g% o] +g[212 +g[2 ]2 —l—g[ 2])

(18) —(az2y 201 4, 211[ 9 —|—ayzv[ al + 2a,2,v [ Iy 2awy21}[z o]

+2axv[a] + 2ayv, [a] +4axyv[ ])

zy?
Similarly, if we apply (14) to F!*2I and then apply (12) to Flo2] | with the help of
glazl = gigil’ pled] 4 glel = (3]

we observe that Fl2] has the same expansion as FI®1] as described above. Thus,
we have proved equation (16) in this case.

Now we consider the general case. Since p;(af) > 0, there exists a string of
such that w(af) = 1 and gw( 1) = ow(a)) for w = 0,1. Since w(af) = 1, there
exists a string & such that of = ¢1(&). We let of := ¢o(&). 1t follows from (12)
that

Floal — FE;] —agla) 4 62(g[u1] Jrg[ ]) — ag2v® — 20,0 lel,

We obtain from the induction hypothesis that Flof] = pled] apd pled] = plodl,
Expanding F1*1] with (14) leads to
Flai] — Fa[:c;yiﬂ _ ag[Oél] _ (ag[all/])gﬂ Ry ( [a 1] +g[‘11] _|_g[0‘1] _|_gg[;/1y/]2)
—(agovl®] + anv[a/l/]) — (ay2vl® 4 2ay117[4 })12.
Note that a1 = ¢o(af) and off = ¢o(&). Moreover,
&

F[aﬂ(t,y) =F(ty), t=01

Thus gl = g;ogég]. Finally, we lead to the expansion of FI® which is the right
hand side of (18) with @, of, o replaced by &, of, of, respectively. When we
use (14) to expand Fl*2 and note that g, (a4) = o, (a}), w = 0,1, we follow the
same way to yield the expansion of F[®2 which is the same as F[*1l. We prove
equation (16) in this case. The induction principle ensures that equation (16) holds
in general.

The compatibility condition (17) for F [0l o € Ei can be obtained directly from
the compatibility condition (6) for f. O
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As shown in the above proposition, the binary strings with the same number of
0’s and 1’s correspond to the same function. This allows us to breviate the notation.
We use the notation FI2™:2" .= Flol with m = gg(a) and n = g;(a). Accordingly,

we denote v[27:27 .= ylel and rewrite the auxiliary problem as
Lolm2nl (g, y) = FE™20l (2 y) (z,y) € Q,
(19) { o2l (g ) =0, (x,y) € ON.
When w(a) = 0, we let g?™2" .= glel and when w(a) = 1 we let 227 .= glod,

With the above notation, we have the identities

2m,2n] _ [2m,2n—2] ~[2m,2n]

,U[2m72n] _ v5[622m—2,2n] . g[2m72n] and ’U[ UyQ — 3§

Noting F0% = £ we have v[%% = y. Repeatedly applying the identities yields

(20) 'U[2m72n] = uz2m,y2n — G[2m72n]
for any m,n > 0 with
m
2m,2n] .__ [2 ’,2 ~[0,2
G[ m.2n] T Z x;:: 2::]/ + Z [x2mn2n 2n’*
m’=1

With (20), estimates for high order derivatives of u may be obtained from those
for lower order derivatives of v/?™2" and G?™2". Actually, it suffices to establish
upper bounds for UEXZ;Q"] with p +¢ < 2.

Now we assume (2) holds for i+j < 2M with M > 0 and establish the following

two propositions.

Proposition 2.8. If f € C?*K-2(Q), K > 1 and satisfies the compatibility condition
(6), then for any m,n > 0 with m+n < M —1 and p,q > 0 with p+ q <
2(M — m —n) — 1, there exist positive constants 19;2,21’2”], 19,[,2;” ] E[Qm 1 and

91[,2,;“’2“} , such that

(21) gﬁ”;f”] (z, y)’ < ﬁL%Z”’zn]ef(zm*p)ﬁ(x)(l + 6*(2n+¢1),€(y))’
(22) 5}%3&2”} (z, y)’ < ﬁL%;n,?n]G_(zn'f‘q)H(y)(l + 6—(2m+17),<;(x))’
(23)  |FE@y)| < 021+ e () (14 € D n(y))
and

@) [GE )| < A2 e O (@) (L4 O On(y))

hold for all (z,y) € Q.
Proposition 2.9. For any nonnegative integers m,n,p,q satisfying m +n = M
and 0 < p+ q < 2, there exists a positive constant c,[g i 21l such that foralle >0

2m,2
2 (@, )] < 22 o ansg (2, y),  (2,y) € O

Proofs of the above two propositions will be given in the appendix. Now we are
ready to establish the upper bounds of high order derivatives of v on the boundary.
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Theorem 2.10. If (2) holds for all i,j satisfying i + j < 2M for a nonnegative
integer M, then for nonnegative integers m,n,p,q satisfying m +n = M and 0 <
p+q < 2, there holds

(25) |Uw2m+py2"+q (sc,y)| < C2m+p,2n+q¢2m+p,2n+q(x7y)

for any (z,y) € OQ with positive constants com+pontq > CLZ,ZT’%] + €L%?’2n].

Proof. Tt follows from (20) that

2m,2n 2m,2n
Ug2m+py2ntqg = u[xpyq ] + G[rl’y‘l !

We then obtain the desired result from Propositions 2.8 and 2.9. (|

Making use of Theorems 2.5 and 2.10, we prove by induction the following the-
orem.

Theorem 2.11. If f € C?(-2(Q), K > 1 and satisfies the compatibility condition
(6), and u is the solution of (1), then for each pair of i,j with i+ j < 2K there
exists a positive constant ¢; ; such that for all (x,y) € Q and for all € > 0

(26) Uiy (2, 9)| < ;€ (2)E5(y).

Proof. The theorem is proved by induction on ¢+ j. First of all, we use Proposition
2.4 to verify the case i4+j = 0. Then suppose that the inequality holds for i+j < 2M
with M > 0. We conclude from Theorems 2.5 and 2.10 that for i+j = 2M +1,2M +
2, there exist positive constant c;; such that

| Ltgiys (2,9)| < cijLoij(z,y)
for (z,y) € Q and
[Ugiys (2, Y)] < cij¢is(z,y)

for (z,y) € 99Q. It follows from the comparison principle that (26) holds for i + j =
2M + 1,2M + 2. Therefore, we establish (26) for all 4, j with ¢ + 57 < 2K. O

Theorem 2.11 provides upper bounds for the derivatives of u of all orders. More-
over, the upper bounds are in a tensor product form, which illustrates different
singularity behaviors of the solution at the corners and along the edges. We ob-
serve from (26) that the estimates are pointwise, but not with respect to a norm
of uw. This is crucial for the design of our meshes. In passing, we point that in the
special case when a is a constant function, [8] makes use of the Butzov expansion
to obtain a pointwise estimate for derivatives of u of all order. However, the upper
bounds given in that paper differ much from those in (26) and have complicated
expressions.

3. Galerkin methods with graded meshes

In this section, we develop the Galerkin methods for solving (1). The approxima-
tion subspace will be chosen as a piecewise polynomial space on a specially designed
mesh. In order to obtain numerical solutions with an optimal convergence rate, the
mesh will be chosen as a graded mesh according to the behavior of the derivatives
of the exact solution of (1). We shall present both implicit and explicit meshes for
the approximation subspaces.

For the domain €2, we denote by L?(£2) the space of square integrable real-valued
functions on Q with the norm ||- || and the associated inner product (-, -). Let H*(£2)
be the Sobolev space on Q with the norm || - [|1, and let H{(2) be the closure of
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the set {v € C1(Q) : v|gq = 0} with respect to the norm || - ||;. Moreover, we define
the energy norm

olle := [ (llva |l + oy I?) + [0l*]2, v € HY(9).
By defining the bilinear form
A(v,w) i= € (v, wy) + € (vy, wy) + (av, w), v,w € HY(Q),
we rewrite (1) as a variational form, in which we seek u € H}(2) such that
(27) A(u,v) = (f,v), ve Hy(Q).

The solution of (27) is called a weak solution of (1).
We describe a rectangular mesh to partition 2. Specifically, we let N be a
positive integer and

O=xp<1 < - <zNy=1, O=yo<yy <---<yn=1.

Then the corresponding rectangular mesh is formed by drawing lines parallel to the
x-axes and y-axes through the points (x;,y;), 0 < ¢, < N. We use the notation
mn to refer to the rectangular mesh. For any positive integer r, we say the function
v(z,y) is a bi-rth order polynomial if v(x,-) and v(-,y) are both polynomials of
order r. Denote

Tij o= (@i, Zix1) X (Y5, Yj+1), 0<4,5 <N,

and for any domain 7, we define Q,(7) to be the set of all bi-rth order polynomials
on 7. The approximation subspace is chosen as

Vv ={v:v € H)(Q),v|,, € Qr(r;),0<i,j<N}

We seek uy € Viy to satisfy
(28) A(quv) = (fv U)a vE VN

The solution uy of equation (28) is then considered as an approximation of the
solution u of equation (27).

We next consider the approximation accuracy of the approximate solution uy.
It follows from (27) and (28) that

A(u —un,v) =0, ve V.

Therefore, by Cea’s Lemma, there exists a positive constant ¢ such that for all € > 0
and for all positive integers N

- < c inf — Ve
Ju—unll. < e inf flu— vl

This suggests that the accuracy of u depends entirely on the approximation power
of the subspace Vy that approximates the solution u. The approximation strength
of the subspace Vjy relies upon the mesh on which the subspace is based.

The rest of this section is devoted to the construction of an explicit mesh, which
leads to piecewise polynomial approximate solutions with optimal convergence rate.
The meshes associated with optimal convergence rate are introduced and studied
in [7, 22, 23, 31]. The design of the graded mesh is based on the idea that the
interpolation errors of the approximate solution should distribute equally in the
subintervals of the mesh. We would like to review the mesh proposed in [22], in
which a generating function

A€ aw
(29) ha(z) :== ey T€ [0,1]
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was introduced for the design of the mesh, where A\ > 0 serves as a parameter. A
mesh of [0, 1] with

O=zp<m1<T2 < - <Tg_<axg=1,

was then chosen to satisfy the conditions
(30) )
Tip1 — x; < minfhy(z;), ha(l — xi41),1/N}, forall i€ Zg:={0,1,...,N —1},

and
(31) N <¢N

for some positive constant ¢ independent of N or €. A mesh satisfying the above
conditions associated with the generating function is called optimal since it gener-
ates the approximation subspace which has the optimal order of convergence. We
remark that the definition of optimal meshes is associated with the behavior of
the solution of one-dimensional reaction-diffusion problems, which has a singular-
ity near both the end points. For example, the mesh from [23], which is related to
convection-diffusion problems, is different from that proposed in [22].

For the two-dimensional problem (1), based on the estimates of derivatives of
the solution presented in the previous section, we shall use the generating function

Ae s
(32) ha(z) == Neeuww-e, z €01

We remark that the function hy differs from hy in (29) because it has to inherit the
constant 1 + o from the upper bounds emerging in (26). A rectangular mesh 7
of Q is called an optimal rectangular mesh, if {z; :i € Zg ,} and {y; :j € Zz}
are both optimal meshes with respect to the generating function (32). An implicit
mesh 75 of Q may be obtained if we obtain an implicit mesh of [0,1] following
the method described in [22]. For brevity of notations, we denote the mesh by 7y
instead of 75, but keep in mind that the subscript N is no longer the number of
subintervals at each direction.

The meshes described in [7, 22, 23] were constructed implicitly in the sense that
the definition of one knot may need information of some other knots. Implicit
meshes are less convenient for programming in the following two respects. Firstly,
with an implicit mesh we do not know the exact number of knots in advance,
which brings us difficulty in allocating memory for the knots as well as any other
variables associated with the knots. Secondly, we have to create the knots in specific
order, such as to define a knot only with the information of the knots ahead of it.
Therefore, we are motivated to give an explicit construction of optimal meshes.

Corresponding to the generating function (32), we define the transition point

(33) Py = _(+o)re log(Xe).

e
It is natural to require A < ¢! so that py > 0. Note that there holds
~ 1
h = —.
o) =
Moreover, since € < 1, we assume without loss of generality that py < 1/2. We
next construct a mesh 7y with

O=zg <21 <X <+ <Tyn—1 < TyNy = 1.
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When N <i <3N, we let
i— N
(34) zi=pr+(1- QPA)Wa

that is, these knots distribute uniformly in the subinterval [py,1 — py]. For 3N <
1 < 4N, we define x; = 1 — x4 _;. Hence it is left to identify the distribution of the
knots x;, ¢ € Zy in the subinterval [0, p5]. According to the definition of optimal
meshes, as long as the knots x;, i € Zy 41 satisfy the condition

(35) Ti+1 — T4 S il)\(xi),

7w is an optimal mesh. Our task is to allocate these knots such that they meet the
requirement (35). To this end, we need the following technical lemma.

Lemma 3.1. Suppose that the function H is defined on [0, py] such that H' is
positive and decreasing. Let N be a fized positive integer. For each i € Zny1, let
x; be the unique value that satisfies

H(w:) = H(0) + — (H(ps) — H(0)).

N
If there exists a generating function l~15\ such that
(36) 1/H/($i+1) SNiLS\(JJl), iEZN,

then {z; : i € Zn41} s an optimal mesh of [0, pa].

Proof. 1t follows from the mean value theorem that for each i € Zy, there exists
& € (w;,7;11) such that
H(xz; — H(x; 1 H —H
H'(&) = (wir1) — H(zs) _ 1 H(px) - H(O)

Ti41 — X4 N i1 —

Since H' is a positive decreasing function, we have H'(§;) > H'(x;41). Thus
1 H —H(0
< L ()~ HO)
N H'(zi1)
By hypothesis of this lemma, we observe that for any N >0, {x; : i € Zy 1} is an
optimal mesh on [0, p5] associated with the generating function hS\[H(pA)—H(O)]' (I

The inequality (36) motivates us to construct H such that 1/H’ has the form of
generating functions. Specifically, we define
I+o)r

o

oxT
e (dFo)re,

(37) H(z):=—
It is straightforward to get
H'(z) = ¢ te” Tom,

Thus, m is exactly the generating function ﬁl(x) Moreover, it follows from

the definition of x; that H(z;), ¢ € Zy1 is an arithmetic sequence and all numbers
in the sequence have the same sign. Therefore,

1
H(xi+1) > iH(xl)’ 1 €EZLN.

Noting that H’ is a multiple of H, we conclude that
1
<
NH/(.’L'7;+1) - NHI(.T,L)

= il1/2(®"z‘)~
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We have verified all hypotheses of Lemma 3.1. Utilizing the function (37), we

conclude from Lemma 3.1 that
(I+o)re, N —i(l—Xe)
i = 1 )
(38) v « ©8 N

We construct the optimal rectangular mesh my := {(z;,y;) : 9, j € Zyn} with

1€ ZN+1.

O=zo<m < <mya<zn=1, O0=y<y1 < - <yan-1<yan=1

by choosing the knots as follows. Choose a value of A > 0 and define the transition
point py of the generating function (32) by (33). For i € Zy1, we set x; with (38).
For N < i < 3N, we set x; with (34), and for i > 3N, we set a; with ; = 1 —z4n_;.
The values of y;’s are chosen in a similar way, with perhaps a different value of .

Note that the mesh constructed above is actually a realization of the optimal
meshes, and it may not be the unique realization. In [16, 17], a mesh aiming at
convection-diffusion problems were constructed ezplicitly. It is worth noting that
it is optimal only for the piecewise linear polynomial approximation.

We next present an error estimate of numerical solutions that result from the
approximation subspace associated with the optimal rectangular mesh described
above.

Theorem 3.2. Suppose that u € W™°(Q). Let N be a positive integer N. If uy is
the solution of (28) associated with the optimal rectangular mesh, then there exists
a positive constant ¢ such that for all € > 0 and for all N,

(39) u — unlle < eN7=D,
Proof. We shall prove the theorem by using Cea’s Lemma with the help of a specific

interpolation of u from the approximation subspace V. Specifically, for i,j € Zy,
we choose &; ¢ and (¢ for £ € Z, to satisfy

T =0 <& <o <&po2 < &ipo1 = Tit,

Yji =G0 <G <0 < G2 < Cr—1 = Yjt1-
Given any v € H} (), we define ¢; ; to be the unique bi-rth order polynomial to
interpolate w at the knots {(z;,,,9j.,) : €1,¢2 € Z}. Let IIyu be the piecewise
polynomial of bi-rth order such that

HN'LL

7i; = Qi Z,] S ZN
By the regularity property of the solution u and Theorem 3 of [1] that there exists
a positive constant ¢ such that

||u - HNUHOO’Ti,j <c Z (g1 — xi)m(ijrl - yj)n”uImy"HOO,Ti,j?
m-+n=r

||(’LL - HN’U’)IHOO,‘H,J‘ <c Z (xi+1 - xi)m_l(yj+1 - yj)n”ummy”HOO,Ti,jﬂ

m-+n=r

[ =Tnw)ylloor, < Y (@i =)™ W41 = 95)" Hltamyn

m-+n=r

00,45

Analogous to the analysis in [22], we sum up the above estimates through all 7; ;
to conclude

u—Tyull < eN—T—
for some positive constant c¢. Since IIyu € Vi, we have that

inf |ju—vlle <cllu—Tyulle <eN"C7Y,
veEVN
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The desired theorem is thus proved by combining Cea’s Lemma with the above
estimate. (]

4. Numerical Examples

In this section, we present two numerical examples to demonstrate the effective-
ness of the proposed method. In these examples we use piecewise polynomial bases
of three different orders and compare three meshes, namely, the Shishkin mesh, the
implicit mesh (that is, the tensor product form of the mesh proposed in [22]) and
the explicit mesh (that is, the explicit realization proposed in the previous section).
All programs are run on a personal computer equipped with 2.5GHz Intel Core, 15
CPU and 4G memory.

Example 1: In this example we solve equation (1) with @ = 2. For comparison
purpose, we choose the right hand side f of equation (1) so that

—x/e —(1-=z)/e —y/e —(1-y)/e
U(I,y):z <1_6 re >(1_6 re >7 (x,y)EQ

14+ e 1/e 14+e1/e
is the exact solution of (1). For each mesh, we use the corresponding piecewise
bilinear polynomial space to discretize the equation. The numerical results are
listed in Table 1, where ey := u —uy, and “C. R.” stands for the convergence rate

defined by
EN N2
1 Ny 2
(o) /(%)

where N, and Ny are two successive values of N (or N).

For the bilinear polynomial approximation, we additionally compare the pro-
posed graded mesh with the Bakhvalov-Shishkin mesh (cf. [17]), namely B-S mesh
since in the literature this mesh was constructed for solving the linear convection-
diffusion problem. Numerical results of the bilinear approximation are presented
in Table 1. We also solve the same equation with the piecewise bi-quadratic poly-
nomial approximation, and the numerical results are shown in Table 2.

TABLE 1. Numerical results for bilinear bases.

Shishkin mesh | Implicit mesh | Explicit mesh B-S mesh

lenlle | C.R. | lleglle | C.R. | [len]lc | C.R. | |lex]le | C. R.
32 | 1.11-2 3.72-3 4.45-3 4.52-3
64 | 6.68-3 | 0.7311 | 1.83-3 | 1.0933 | 2.24-3 | 0.9891 | 2.23-3 | 1.0011
1073 | 128 | 3.91-3 | 0.7753 | 8.70-4 | 1.0417 | 1.13-3 | 0.9922 | 1.13-3 | 0.9958
256 | 2.23-3 | 0.8065 | 5.65-4 | 1.0247 | 5.68-4 | 0.9954 | 5.68-4 | 0.9964
512 | 1.26-3 | 0.8298 | 2.13-4 | 1.0119 | 2.83-4 | 0.9975 | 2.84-4 | 0.9978
32 | 3.52-3 1.31-3 1.42-3 1.46-3
64 | 2.12-3 | 0.7320 | 1.83-3 | 1.1259 | 7.13-4 | 0.9950 | 7.20-4 | 1.0247
1074 | 128 | 1.24-3 | 0.7754 | 2.82-4 | 1.0541 | 3.58-4 | 0.9928 | 3.59-4 | 0.9986
256 | 7.07-4 | 0.8065 | 1.38-4 | 1.0195 | 1.80-4 | 0.9954 | 1.80-4 | 0.9968
512 | 3.98-4 | 0.8298 | 6.83-5 | 1.0148 | 9.00-5 | 0.9975 | 9.00-5 | 0.9978
32 | 1.12-3 4.16-4 4.71-4 5.40-4
64 | 6.70-4 | 0.7424 | 1.84-4 | 1.1259 | 2.27-4 | 1.0534 | 2.32-4 | 1.2184
107° | 128 | 3.91-4 | 0.7762 | 8.92-5 | 1.0306 | 1.13-4 | 1.0000 | 1.14-4 | 1.0267
256 | 2.24-4 | 0.8066 | 4.40-5 | 1.0369 | 5.69-5 | 0.9963 | 5.69-5 | 1.0003
512 | 1.26-4 | 0.8298 | 2.16-5 | 1.0178 | 2.85-5 | 0.9976 | 2.85-5 | 0.9982
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TABLE 2. Numerical results for bi-quadratic bases.

. Shishkin mesh Implicit mesh Explicit mesh
N |lenlle | C.R. | N |leglle | C.R. | N | |len]le | C. R.
32 | 2.60-3 33 | 1.58-4 32 | 3.86-4

64 | 9.83-4 | 1.4047 | 65 | 4.75-5 | 2.1310 | 64 | 9.86-5 | 1.9685
1073 | 128 | 3.41-4 | 1.5277 | 128 | 1.15-5 | 2.0877 | 128 | 2.50-5 | 1.9818
256 | 1.12-4 | 1.6049 | 255 | 2.85-6 | 2.0300 | 256 | 6.29-6 | 1.9900
512 | 3.55-5 | 1.6569 | 513 | 6.97-7 | 2.0141 | 512 | 1.58-6 | 1.9947
32 | 8.24-4 33 | 6.42-4 32 | 1.224
64 | 3.11-4 | 1.4047 | 62 | 1.72-5 | 2.0911 | 64 | 3.12-5 | 1.9697
1074 | 128 | 1.08-4 | 1.5277 | 126 | 3.90-5 | 2.0919 | 128 | 7.91-6 | 1.9820
256 | 3.55-5 | 1.6049 | 255 | 9.31-7 | 2.0310 | 256 | 1.99-6 | 1.9901
512 | 1.12-5 | 1.6569 | 511 | 2.28-7 | 2.0259 | 512 | 4.99-7 | 1.9947
32 | 2.60-4 30 | 2.71-5 32 | 3.91-5
64 | 9.84-5 | 1.4047 | 62 | 5.43-6 | 2.2127 | 64 | 9.89-6 | 1.9818
107° | 128 | 3.41-5 | 1.5277 | 128 | 1.23-6 | 2.0465 | 128 | 2.50-6 | 1.9834
256 | 1.12-5 | 1.6049 | 256 | 2.94-7 | 2.0657 | 256 | 6.29-7 | 1.9902
512 | 3.56-6 | 1.6569 | 512 | 7.20-8 | 2.0316 | 512 | 1.58-7 | 1.9948

‘We observe that for both piecewise bi-linear and bi-quadratic polynomial approx-
imations, the numerical solutions that result from the implicit mesh and explicit
mesh both assume the optimal convergence rate guaranteed by Theorem 3.2.

TABLE 3. Comparison of convergence orders for bi-cubic bases.

. Shishkin mesh Implicit mesh Explicit mesh
N |lenlle| C.R. | N | Jleglle | C.R. | N | |lex]le | C.R.
32 | 1.56-3 32 | 2.23-5 32 | 1.12-4

64 | 4.02-4 | 1.9555 | 65 | 2.13-6 | 3.3162 | 64 | 2.14-5 | 2.9151
1073 | 128 | 8.62-5 | 2.2203 | 125 | 2.76-7 | 3.1269 | 128 | 2.75-6 | 2.9617
256 | 1.66-5 | 2.3799 | 256 | 2.99-8 | 3.1010 | 256 | 3.48-7 | 2.9820
512 | 2.98-6 | 2.4759 | 513 | 3.62-9 | 3.0356 | 512 | 4.38-8 | 2.9913
32 | 4.93-4 32 | 7.07-6 32 | 5.12-5
64 | 1.27-4 | 1.9554 | 67 | 6.74-7 | 3.1802 | 64 | 6.79-6 | 2.9150
1074 | 128 | 2.73-5 | 2.2203 | 126 | 8.72-8 | 3.2375 | 128 | 8.71-7 | 2.9617
256 | 5.24-6 | 2.3779 | 253 | 1.02-8 | 3.0784 | 256 | 1.10-7 | 2.9820
012 | 9.42-7 | 2.4759 | 513 | 1.19-9 | 3.0422 | 512 | 1.39-8 | 2.9913
32 | 1.56-4 32 | 2.24-6 32 | 1.62-5
64 | 4.02-5 | 1.9554 | 67 | 2.13-7 | 3.1802 | 64 | 2.15-6 | 2.9150
1077 | 128 | 8.63-6 | 2.2203 | 128 | 2.76-8 | 3.1588 | 128 | 2.76-7 | 2.9617
256 | 1.66-6 | 2.3799 | 255 | 3.24-9 | 3.1099 | 256 | 3.49-8 | 2.9820
512 | 2.98-7 | 2.4759 | 516 | 3.77-10 | 3.0677 | 512 | 4.38-9 | 2.9913

Example 2: In this example, we solve equation (1) with a(z,y) := 1+ zy. In this
case, we choose f so that

U(l‘,y) = (1 - e_z/€)<1 - e—(l—l‘)/s)(l - e_y/e)(l - 6_(1_y)/e)a ((II, y) €
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is the exact solution of the equation under consideration. In this experiment, we use
the piecewise bi-cubic polynomial space as the approximate subspace. As shown
in Table 3, the numerical solutions corresponding to implicit and explicit meshes
both have the optimal convergence rate and outperform the solution corresponding
to the Shishkin mesh.

In Tables 1, 2 and 3, we include a comparison of the proposed meshes with
the well-known Shishkin mesh. The numerical results show that both implicit and
explicit meshes outperform the Shishkin mesh and even more so for high-order
elements. This is because the proposed graded mesh is chosen according to the
principle that the errors of the approximate solution on the subintervals of the
resulting mesh should be equal. As a result, the proposed graded mesh gives an
optimal convergence order. While the Shishkin mesh is a piecewise uniform mesh
with suited transition points and it gives a convergence order optimal up to a power
of the logarithmic factor (cf. [40]). In other words, the Shishkin mesh does not give
the optimal convergence order.

5. Conclusive Remarks

The high-order Galerkin methods for solving the two-dimensional reaction diffu-
sion problem on a rectangle are proposed based on the graded meshes (implicit and
explicit) which are designed according to the upper bound estimates of the high or-
der partial derivatives of its exact solution. These methods have the optimal order
of convergence and easy to implement. Numerical results confirm the theoretical
estimate and show that they outperform the Shishkin method whose convergence
order is known not optimal.

Appendix A. Proofs of Propositions 2.8 and 2.9

In this appendix we present proofs of Propositions 2.8 and 2.9.

Proof of Proposition 2.8:

We prove the proposition by induction on m + n. From (13) we obtain that

g, (m,y)‘ <20 PP (1 + o) Pr(z), (z,y) € Q.

Then it follows from (12) and (2) for (z,y) € Q that

F (x, y)‘ < 0420 P aP(1 + o) Pr()

+20aP (1 + o) P (=P + e P)r(x)
+2P+aH10c(1 + e~ PH k(2)) (1 4 € 9k(y)).

Thus, (23) holds with 6%, > ©(4a? 4+ 2°T9+1¢) and ¢ := max{cm n,m < ¢+ 1,n <
q}. Similarly, we could prove that

éiop’f,]q (z, y)‘ <20 a1+ 0)"k(z), (2,y) € Q,

which leads to (23) for 92

zPyd-
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Now we assume the theorem holds for m +n < k. Given (i, j) with m +n =k,
for all (x,y) € Q,

gz y)| <206 PHar(1+ o) Pr(x) | FR™ TP o

< 2@9([32’;”72’2"] a?(1+ o) Pk(x)e” P+2)
X (14 e Cm=2k(2))(1 + e CntDg(y)).
Noting that

r(x)e” P (1 4 e Cm=2 k(1)) < 3¢ P2 (z) and ﬁE;"’Q"] > 6@04’)0([)2’?_2’2"],

we establish (21). It follows from the definition of G272 that (24) holds with

19[2m',2n] 300,2n]

[2m,2n)] . . / ’
fp)q > (m + n) ma‘X{ 2m—2m'+p,q’ Y 2m+p,2n—2n'+q * 1 =m < m, 1 <n < TL}

When m > 0, we use (12) to conclude that pl2m.2nl (z,y)| is bounded by

Pyl

Oty 2" (L @ () (L ()

+2p+q@191[,2,2n’2"]e*(2m+p)/i(ac)(l + e~ ) (y))

+6_(2m+p)m(x)[191[72$’z"] (1+ e Crtag(y)) + 191[,%2122”]62(1 4 e~ Gntat2) ()]

2m—2,2 2m—2,2
+2PH O (200 1 2019 + Ly +4}ﬁ7q ")

X (14 7= Dp(a))(1 4 = on(y))
for (z,y) € Q. This implies that (23) holds for
2m,2n 2m—2,2n 2m,2n 2m,2n 2m,2n
Opg 2 = 0 - arr@oRy e o o
+2p+Q+1®(262m+p71,2n+q + 21[72,7(11172’271] + £L2ﬁ;2’2n])-
In a similar manner, we may prove (22) with 1952“2"] > 6@@”92[92’6"’2"_2], and make
use of it to establish (23) for the case m = 0.

The rest of the appendix will be devoted to the proof for Proposition 2.9. The
proof will be done by considering three separate cases. As we will see, Proposition
A2 considers the cases (p,q) = (0,1) and (1,0), Proposition A.3 considers the cases
(p,q) = (0,2) and (2,0), while Proposition A.6 is devoted to the case (p,q) = (1,1).

In order to estimate vg[fm’%] and vz[fm’Q"}, we need the following upper bounds for
vl2™:27] " For technical consideration, we define the function w(t) := (1 — Y (t))(1 —
Y(1—1)), for t € [0,1].

Lemma A.1. There exists a positive constant v > 2a~2(1 + 0)29([)2)6”’%], such that
for all (z,y) € Q, there hold

(A1) ™20 (@, )] < ye M (@)(1+ €2k (y)),

and

(A.2) B2 ()| < e w(y) (1 + e k().

Proof. We present only the proof for (A.1), since the proof for (A.2) is similar.
Define the barrier function by

pla,y) =y Mw(z)(1+ e u(y), (z.y) €9
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[2m,2n] (

Since v x,y) =0, (z,y) € 0N and ¢ is a nonnegative function, we have that

B2 (@, y)| < (a,y), () € OD.
On the other hand, we derive for (z,y) € Q2 that

o? ’7042 —2m
Lo(z,y) = |a(z,y)— 2m oz, y) + A+o2° @ ()

2L )L+ ().
(1+0)2
Since the first and second terms of the right hand side are nonnegative, we have
that

Lo(e) 2 e M1 W)+ () (m0) €0

Note that 1+ Y(1) > k(z), so that

—_

ML+ T(D) = S (€ (1+TQ) + e *Mh(x) = (1 + " r(w))

o
DO =

for x € [0,1]. Thus
vo?

= m(l + 6_27"5(1.))(1 + 6_2n1€(y))7 (x,y) cQ.

Lo(z,y) =
Therefore,
L@(ﬂc y) > [FP™2 (g, )| = |[LoP™2" (2, )], for (v,y) € Q

when > 9([381 27l This establishes (A.1). O

2(1+ )2
Based on the above lemma, we establish the following result.

Proposition A.2. For any (z,y) € 09, there hold

(A.3) 0227 (2, )| < P62 o s 1,20 (2, y)
and
(A4) 0228 (2 )] < BT o 1 (2, y),

where c,[,%;n’zn] > 20711+ 0)933“2”] with (p,q) = (0,1) and (1,0).

Proof. Since v/2™2"] vanishes on 92, we have that v}2"™*" (2,0) = plzm2n] (x,1)=0
, € [0,1]. It follows from (A.1) that for any y € [0, 1],

2m,2 . [2m,2n] _,[2m,2n]
|11Lm n](O,y)| = lim, .o+ v (z,y)—v 0,9)]

z—0

< e G (1 4 e k(y).

Likewise, we have that

P2y < e P (e n(y), v e [0.1]
Thus, we conclude (A.3) from Lemma A.1. In a similar manner, we may prove
(A.4) by (A.2). O

2m ,2n]

Upper bounds of U and vfgm’zn] are given in the next proposition.
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Proposition A.3. For all (x,y) € 09, there hold

(A.5) ™ (@, y)| < 62 damro,2a (2, y)
and
(A.6) B2 ()| < chn " Bam anra (2, ),

where c2m" > 29[2m 2 with (p,q) = (2,0) and (0,2).

Proof. We only prove (A.5) because the other case can be done similarly. Since
vl2™27 vanishes on 92, we have that U[2m 2n] (z,0) = [2m’2n] (x,1) =0, z € [0,1].
Moreover, we obtain directly from (19) that for y € [0, 1],

0, y) = —e PR (0, ), w51 y) = —e 2R ().
Hence, for y € [0, 1],
B2 0,)] <05 e 21+ 21+ T(1))) (1 + €25 (y))
< 205072 (1 + e CmED (1 T(1))) (1 + e 2 a(y)),
since
2A 4+ Y1) <214 Y (1)) < 24 2D (1 4 7(1)).
Therefore, for all y € [0,1] we have that

0270, 9)] < 5™ Gam 12,20 (0, )

[2m 2n] > 20[2m 2n]

when cs Similarly, we have that

i (1L y)| < 5 bamsaan(Ly), y € [0,1].
Thus, (A.5) is established. O

In the last part of this appendix, we estimate v[zm 2]

auxiliary lemmas.

. To this end, we need two

Lemma A.4. Ifp > %@of?’(l + o0)e, then there exists a positive constant

70 > 8a (1 +0)? max{9[2m 21l 4a 1+ 0)0[2m 21l 4o (1 +0)6y [2m 2"]}
such that for all (x,y) € Q,
2m2nl (3 )] < yoe~ BT (z)w(y).

v

Proof. Clearly, the above inequality holds on 9€2. We only need to verify that
| FEm2)(z, )| < Lgo(z,y) in Q with

TG (@)w(y),  (ry) €.

From direct calculation we have for (x,y) € Q that

po(z,y) = Y0€
2
Loo(z,y) = 70 [alz,y) — G55y }e (@m+20) o5 (1) w (y)

(A.7) .
T GE e (14 Y(1)) (w(a) + w(y).
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First of all, we compare Lpg with F2m27 ip Q,0) := {(2,y) : 2,y € (0,6)}, the
left-bottom corner of €2, in which € := (1 + o)e/a. To this end, we let ¢ := Lo,
and observe that for (z,y) € Q,

(A.8)

balw,y) = 0 |al@,y) = | gime G (@) - T(1 - 2)@(y)
+00a (2, y)e” M2 @ (2)w (y)
o2 )P GmHn N (14 Y(1)(T(2) - T(1 - ).
Since € is very small, without loss of generality we assume that € < 1/4. Thus,

1
Y(z)-T(1—2)>et—e?> T for x € (0,€),

and then

2a o pad
o) - | Ty (1) = T =) >

On the other hand, for all z € (0,¢) w(z) <1—T(z) <1—T(€) < 2. Therefore,
when p > %%@, the sum of the first two terms of the right hand side of (A.8)
is nonnegative. Consequently, we have that for (z,y) € Qq,

Ule,) 20 (55) €I L)) - X(1 - 1)

3
> % (H%) 6—(2m+2n+1)(1+'r(1))'

Note that r(t) <1+ 7T(1) < 2 and (1 + e *r(t)) < e *(1+ (1)) for ¢ € [0,1]
and k£ > 0. Thus,

3
valon) 2 35 (150 ) Wk O IR@)1 4 PR, () € Qo

Therefore, when

we have that ¢, (z,y) > ‘Ffm’%] (z, y)’ in Qg,0). Similarly, v, (z,y) > Ffm’?"] (x,y)

with s
1 m,zan
%>32< +o) gl2m2n,
o ;

Note that 1(0,0) = FI2™271(0,0) = 0, we conclude that ¢ (z,y) > |[F2™2"(z,y)|
in the whole g gy. The above process for comparing ¢ and F' (2m.2n] can be adopted
for the other three corners of €2, namely,

Q(0,1) = {(xvy) HEURS (07€)7y € (1 — ¢ 1)}7
Q(LO) = {(x7y) SRS (1 — €, 1)72/ € (0’€)}7

and

Q(1,1) = {($7y) 1T,y € (1 - ga 1)}
To summarize, we have proved that Lyo(z,y) = ¥(z,y) > |F[2m’2"] (x,y)| at the
four corners of 2 when

140 s [2m,2n] ,[2m,2n]
Yo >332 —— ) max{6;, ", 0i, " "}
« ’ ’
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Next, we turn to considering Q¢ := Q\ U}’FOQ(M). In Q°, either z or y lies in
the interval [€,1 — €. By symmetry, we consider only the case x € [¢,1 — ¢€]. For

(x,y) € Q°, we obtain from (A.7) that
L > 700[2 —(2m+2n) 14+ 7T(1
vo(z,y) = mﬁ (1+7(1))[w@(x) +=(y)].

For t € [¢,1 — €], there holds w(t) > w(¢) = (1 —e 1)(1 —e'~1/¢). Tt is not difficult
to verify 1 —e~! > 0.6 and 1 —e!~Y/€ > 1 — 3 > 5/6. Hence, w(t) > 1/2, so that
Loow ) > 20 (1 @)L+ ), () € O

~8(1+40)2
Therefore, when
2
1 m,zn
Yo = 8 (y) 9([)270 2 ]a

we have that Lyg(x,y) > |F[2m’2"] (:z:,y)| in Q°. The proof is completed by com-
bining the above two parts. O

Lemma A.5. There exists a positive constant

m,2n]

71 > max{ya(l+ o) 20721 + 0)2(6([]%;"’2n] + 9([)271 + cg%?’Qn]@)},

such that for any (x,y) € Q,

(A.9) 012727 (22 )| < e 2w (y) (1 + e D k(2),
and
(A.10) 012727 (g )| < e 2 (@) (1 4+ e D k(y)),

Proof. We use the trick used in the proof of Proposition A.2 to establish the upper
bound. Specifically, we conclude that vi2™>" (2,0) = pl2m-2n] (z,1) = 0 for = €
[0,1]. Tt follows from Lemma A.4 that

[o2m2n] (g ) — wl2m2nl (0, )] < & 6—(2m+2n+1)w(

[2m,2n] 0 = i
Y (0.9) e z—0 140 v,
and
Yoo _
|UL2m72n] (17 y)l < 41 n 0.6 (2m+2n+1)w(y)

for y € [0,1]. Let

p1(z,y) =mne @(y)(1+ e Cm (), (z,y) € Q.
Then, ¢; is nonnegative, and

01(0,9) = p1(1,y) > me Gt Dg(y) 4y e |0,1].

Therefore, when v, > 1%, we have that \vg[gzm’zn] (x,y)] < @1(x,y) on IN.
Note that LolZ™?™ — gl2m2nl _ a,v2™27 Making use of the upper bound

ot @, )] < 5 (14 EMa() (14 €2 n(2), (@ y) €
we have that for (z,y) € Q

|Lolm20) (2, )| < (6752 + Ocyg ™) (1 + e B k() (1 + € 2 k(z)).
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By a direct computation, we observe that for (z,y) € Q,

2

2
(¢4 1 —2n
L - T - —
v1(z,y) a(z,y) 0t o2 e1(z,y) + i+ 0_)26

+(1”jrof)262"(1 +7T(1)(1 4 e @M+ k(z))

Using the trick used in proof of Lemma A.1, we obtain that

@(y)

Lor(e.9) = g s (14 Cm D) (1 +uly), () € 9.

Therefore, there holds [LvE™*™ (2, y)| < Ly (z,y) in Q with
- 2 20~ (1 + 0_) (9[26n ,2n] +e [2m 2n}®)

Finally, we establish (A.9) by the comparison principle. The inequality (A.10) can
be proved in a similar way. O

With the estimates of the above two lemmas, we are now ready to establish the
upper bound of ’U[Qm 2n]

Proposition A.6. If p > 20a73(1 + 0)e, then for all (z,y) € O, there holds

(A.11) |v[2m 2 (g, )| < [Qm’ ]¢2m+1 2nt1(7,y)
with

e > max{s05 ", 3207 (L o) (057 4 07 + 5 0)).
Proof. Tt follows from the boundary condition of (19) that ol 2n}( ,0) = 0 for
x € [0,1]. Thus,

[2m,2n] _[2m,2n] [2m,2n]
‘U[Qm 2n](x O)l — lim |U (x,y) Uz ($,0)| — lim |U (
y—0* ly = 0] y—0+ lyl

Therefore, we obtain from (A.9) that
o 2,0)) € LU 4 CTI()), o e [0,1],
o

z,y)|

The inequalities on the other three sides can be proved in a similar way. O

Since Proposition A.2, A.3 and A.6 consider all cases of nonnegative integer
pairs (p, q) satisfying 0 < p+ ¢ < 2, we combine the three propositions to establish
Proposition 2.9.
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