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Abstract. MRICE-E model is a new integrated assessment model (IAM) applied on evaluating
climate change and the loss of economic welfare. Its economic module for China adopts a dynamic,
nonlinear and multi-sectional CGE model. In this paper, we are concerned with the effects of
perturbations in input-output coefficients in the CGE model. In the analytical framework, some
concepts such as the Lyapunov exponent and the condition number from dynamic system and
numerical linear algebra are employed to measure the errors brought by perturbations of the
I-O coefficients. We finally derive the upper bound estimation of errors growth through time.
To reduce the effects of the possible perturbations, some suggestions about categorization of the
industrial sectors are given in the end.
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1. Introduction

Multi-factor Regional Integrated Model of Climate and Economy System Equi-
librium (MRICE-E) model established by [18] is one of IAMs to evaluate interaction
between the climate change and the economic system. There are two mainlines of
TAM researches, one kind of which is the programming models represented by DICE
and RICE (see [22] and [23]). The other kind is the computable general equilibrium
(CGE) models. MRICE-E model integrates these two kinds of models, absorbing
their respective advantages. It can reveal the impact of climate change on economy
as DICE and RICE models. In the meantime, it can allow great details of sectoral
disaggregation as CGE models can. Also, it is an extension of MRICES system by
[21], reflecting the idea of equilibrium.

MRICE-E model has four interactive systems: the climate system, the economic
system, GDP spillover mechanism system and the policy adjustment system as
showed in Figure 1. The economic system is the center part of the model and
interacts with the other three systems.
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FIGURE 1. The framework of MRICE-E model.
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The model divides the world into eight regions: China, the US, Japan, the Euro-
pean Union (EU), the high-developing countries, the medium-developing countries,
the low-developing countries and the developed countries. Each region has its own
economic system and shares the global climate system. The climate change is
added into the economic system as a factor in production function. The emission
mitigation strategies can change the climate in return as investment activities in
economy. Consequently, the economic system and climate system are re-integrated
in the MRICE-E model as showed in Figure 2
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FIGURE 2. The static structure of economic and climate systems
in MRICE-E model.

While macroeconomic model is used in other regions in the world, the dynamic
CGE model is used to describe the economic activities in China. Usually, a CGE
model consists dozens of equations in order to describe the details of the sectoral
variables. Accordingly, there are hundreds of parameters consistent with the equa-
tions. It is a well-recognized issue that these parameters may diverge from the real
values. In this paper, we focus on the perturbations in one kind of very impor-
tant parameters: input-output coefficients. They represent the transactions among
the different industrial sectors. Their perturbations may stem from technological
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change, structural change and the general effects of economic growth and develop-
ment. For example, the input-output coefficients based upon data in year 2000 can
not reflect the situations after the year 2005. In order to estimate the coefficients
in these years, nonsurvey and partial-survey methods [20, Chapter 7] are needed.
In the process of constructing the coefficients, the errors are made inevitably.

The effects of perturbations in parameters in the input-output models or CGE
models have been widely discussed for a long time, both empirically and analytically.
In the empirical framework, the sensitivity analysis is a common way to find how
the results respond to the perturbations. It treats the perturbations as uncertainty
and the Monte Carlo experiments are adopted especially involving a large number
of parameters. For instance, we refer to [2], [17] for its application in input-output
models and [1], [9] in CGE models. Also, it can deal with many complicated
models. However, similar examples can lead to very different conclusions under
the empirical analysis and hence the convincing theoretical explanations can not
been made. In addition, various aspects of the problem have been studied in the
analytical framework. Back to the early 1950s, the effects of individual and multiple
coeflicients changes in static input-output model have begun to be considered, such
as in [25] and [10]. [16] has provided a brief review of most of the literature about
this problem up to recent years. For dynamic economic system, there are fewer
researches about this problem due to its complicated mathematical structure. We
refer to [5] for example, which has used the dominant eigenvalue of the matrix to
measure the effects of perturbation on balanced growth paths in the I-O system.

We consider the perturbation problem of MRICE-E model in the analytical view.
Although we are only concerned with the economic system, the structure is still
very complicated. To sum up, it is a dynamic, multidimensional and nonlinear
system, containing dozens even hundreds of equations. To obtain effective theoret-
ical results, we simplify the original model by setting some parameters exogenous.
By this way, the main structure of the models has been kept and the number of
equations has been reduced. Instead of only considering one or few elements as the
former literatures, we treat the perturbations as an ensemble, measured by norm.
Some other concepts are also adopted from numerical analysis and dynamic sys-
tem such as condition number, spectrum radius, Lyapunov exponent, and so on.
The aim of this paper under mathematical view is to provide the effective upper
bound estimation of error growth brought by the perturbations in input-output
coefficients. Under the economical view, we finally provide some suggestions about
industrial sector categorization according to our numerical results.

The remainder of the paper proceeds as follows. In section 2, we describe the
simplified economic system in mathematical form. The effects of perturbations of
input-output coefficients will be discussed in sections 3, 4 and 5. In section 3, the
input-output linear system of equations is analyzed. Its upper bound of condition
number has been derived. In section 4, the stability of dynamic economic system
has been considered and Lyapunov exponent is introduced to measure the growth
of the initial error. Using the conclusions in section 3 and 4, we derive the final
result about upper bound estimation of error growth in section 5.

2. The economic system: the dynamic CGE model

2.1. The simplified dynamic CGE model. The computable general equilib-
rium (CGE) models are a tool of empirical economic analysis established by [13].
It uses the actual economic data to estimate how production behavior, commodity
markets, households and social welfare react to changes in policies, technology or
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environment. The models contain dozens of equations, many of which are non-
linear. The dynamic CGE model is the extension of the static model by using
period-to-period system. It can generate a time path for model simulations. Since
the 1990s, CGE models have been extensively used in IAM of environmental eco-
nomics, such as FUND model established by [28], WIAGEM model established by
[14] and etc. In recent years, the application of the dynamic model has attracted
some attentions, such as [8], [26] and [27].

In MRICE-E model, the economic system in China is dynamic CGE model with
multiple industrial sectors. The main structure of system contains three parts:
the part of production, the part of commodity demand and the part of capital
updating. In the rest of the paper, the industry is categorized into n sectors and
the time period is set as T years. The subscript 7,7 means that the variable is in
the i’s sector and at the t year.

The structure of production part has two layers, see [18] and [19]. At the top
level, the quantities of value-added are defined as a function over factors of pro-
ductivity, labor and capital. At the bottom level, each industrial sector uses com-
modities of other sectors as intermediate inputs. We use Cobb-Douglas production
function to describe the value-added Y;; as follows:

o ;¢ l—ay ¢
(1) Yzyt = biﬂsz',t Li,t ’

where K, is capital and L;, is labor; oy and 1 — «; ¢ represent the elasticity of
capital and labor; b; ; is a measure of productivity which is affected by temperature
and emissions mitigation rate. For the concrete definition of b; ¢, we refer to [21].
The capital variable K;; and the value-added Y;; are endogenous and the others
are exogenous.

The input-output coefficients appear at the bottom level and represent the inter-
mediate inputs. Let X;; be the sector j’s total commodity output, which satisfies
that

n
(2) X = Z a1 Xt + Y.

i=1
At the t year, the sector j purchases inputs from the sector ¢ and a; ;; represents
the distribution proportion of sector ¢’s outputs across sector j. For instance, the ¢
sector is defined as agriculture, the j sector as manufacturing. When 1 unit of goods
of agriculture is produced, a; ;; unit of the goods transfers to manufacturing sector
as intermediate inputs. Different from traditional input-output coefficients which
are called as technical coefficients or direct input coefficients used in the demand-
driven model, a; ;¢ is called direct output coefficients or allocation coefficients used
in the supply-side model which is also called Ghosh model ([11]). [6] has proved
that Ghosh model is equal to demand-driven model when it is interpreted as a
price model. See Chapter 12 of [20] for details. According to the real economic
significance, we have that

n
(3) 0<aie <1, D ai;p<1.
j=1

The structure of commodity demand can be written as
(4) Xip =pipXip +Cit +Gir+ Siv + 1is.

By the market clearing, X;; can also be viewed as the total commodity demand.
On the right hand side of equation (4), I;; denotes the demand for investment,
C;+ the demand of household, G;; the demand of the government, and S;; the
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demand for stock. p;:X;; represents intermediate consumptions of sector ¢ and
n
Pit = ijl a;i jt- We assume that

(5) Ii,t = ni,tXi,t;

where 0 < 7, < 1—p; ¢ is an exogenous parameter which represents the proportion
of investment demand in the total demand.

In order to explain the production and the demand parts, let us see the input-
output table showed in Figure 3. In input-output analysis, the equations (2) repre-
sent the columns of the table which describe the composition of inputs required by
a particular industrial sector. The equations (4) represent the rows of table which
describe distribution of output throughout the economy. The sums of the i-th row
and i-th column are both equal to X, i.e. the total output or input of sector i.
See [20, Chapter 1] for details.
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FIGURE 3. The expanded input-output table.

The capital stock is updated between ¢t — 1 and ¢ years. At the first place, the
investment will be re-allocated among all the sectors. Is;, is the investment derived
by the i’s sector, satisfying that

(6) Isit =it Z Ii¢,
i=1

where 7;; > 0 is the investment allocation proportion. Since the total derived
n
investment should be equal to the total demand of investment, we have » v;, = 1.

i=1
Finally, the growth of the capital stock is expressed as

(7) Kity1 = 1Isit+ (1 —0i,¢)Ki s,
where 0 < §; ; < 1 is the capital depreciation rate.
2.2. The mathematical description using vectors and matrices. In this

subsection, we adopt vectors and matrices to describe the dynamic system. Firstly,
we define the following n-dim vectors:

Y(t) = (Yo Yo, You)'y X&) = (X1, Xoy o+ s Xnt)? s
It) = (Iig, Togy -+ Ing) Ty and K(t) = (K14, Koy Knt)®
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Particularly, set
Kalt) = (KJ3 K53 )T

n,t

Then, we define the n x n-dim matrices as follows:
B(t) = dlag (bl,ta b2,ta to 7bn,t); U(t) = dlag (771 ty 2.ty 5 Tn, t)
8(t) = diag (81,4, 02,0, 0p4), and Ly_o(t) = diag (Ly ;""" Ly, ">, -+, Ly *").

The matrices A(t) and T'(t) are set as

arit a2t 0 Qingt Yt Vit o Vit

a1t Aa22¢ - A2nt V2.t V2.t V2t
At) = . i ) ) and T'(t) =] .

an,1,t Gn,2t T Qn .t Tn,t  In,t e Tn,t

After some simple computations, (1), (2), (5), (6, and (7) can be rewritten as:
(8) Y(t) = BO)Li-a(t)Ka(t),

(9) X(t) = ATHX(1)+Y(),

(10) K(t+1) = Tnt)X(@)+ (E—0(t) K1),

where F is the n X n-dim identity matrix and ¢t =0,1,2,--- , 7 — 1.

In the dynamic system (8)-(10), the productivity B(t), the labor L;_,(t), the
proportion of investment demand n(t), the investment allocation rate I'(¢), the
capital depreciation rate §(t) and the direct output coefficients matrix A(t) are
exogenous parameters. The value-added Y(t), the total commodity output X (t)
and the capital K(¢) are endogenous variables, updating year by year.

Set the perturbation of direct output coefficients matrix A(t) as eA(t). The
disturbed matrix of A(t) is A(t), satisfying

A(t) = A(t) + €A(t).

The rest of the paper is around one topic: How does the perturbation matrix eA(t)
affect the solutions of the dynamic system (8)-(10).

3. Perturbation analysis of the input-output equations

In this section, we focus on the input-output equation (9). Using the same value-
add Y'(¢), the total commodity output X (¢) and its disturbed value X (¢) can be
solved by the original equation

(11) (B~ AT(@0)X(t) =Y(1),

and its disturbed form

(12) (E—AT()X(t) =Y ().

Set eX (t) = X (t)— X (t). Now we try to find the relation between eA(t) and eX (t).
We adopt the norm denoted by || - || to measure the vectors and matrices. The

common norms contain l-norm denoted by || - |1 and co-norm denoted by || - |-

Let x = (21,72, o), M = (M4 j)nxn. The 1-norm and co-norm are defined

as (see. e.g., [12, Chapter 5]):

(13) el =D il el = max fa],

(14) M|y = mjaxz Im;| and || Mo = m?XZ ;).
[ J
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The perturbation analysis of linear equations is one of the basic concerns in
numerical linear algebra. In numerical linear algebra, the condition number usually
characterizes the impact of the small perturbations of coefficients. The condition
number of matrix M is defined by

K(M) = M| M.
Obviously, the condition number is related to the form of the norm. The following

lemma, which is common in textbooks such as [4], shows that the condition number
offers an effective upper bound of the impact of perturbations on the solution.

Lemma 3.1. Let X(t) and X (t) be solutions of equations (11) and (12). Then we
have
[eX @)

VN k(B — AT
- X <"

leAT(#)]
1B — AT @)

It can see from (15) that the condition number x(E— A7 (t)) measures the relative

leX @] ; ~ i eA™ Ol
<o o the answer as multiple of the relative change TE—AT()] 1 the

change

data.

The following result is specific to our problem. Based on the properties of A(t),
the upper bound of the condition number x(E — AT (t)) is estimated in the following
theorem.

Theorem 3.2. For any € > 0, there exists a norm || - || related to € so that the
corresponding condition number k.(-) satisfies

max 11— aiie+ 3 aijil
(16) k(B — AT (1)) < 7 1 O(e).

n
min |1 — 37 a; j4
i j=1

Proof. See Appendix. O

In fact, we can also derive the following corollary according to proof of the above
theorem.

Corollary 3.3. For any € > 0, there exists a norm || - || related to € satisfying
1

(17) I(E = AT() e < m te

min |1l —
i :

@i jitl
Jj=1
Remark 3.4. Now we try to interpret the upper bound estimation (16). When the
condition number is too large, the problem is called ill-conditioned. If a problem
18 ill-conditioned, a little disturbance of the coefficients will cause the totally wrong

results. Observe the estimation at the right hand side of (16). Since (3), we have
m?x |1 — Q¢ + Z ai,j¢| < 2.
J#i
The ill-conditioned problem only happens when

n n
(18) rniin|1 — Zam’ﬂ =0 or m?xZai’j,t — 1.
j=1 j=1
This means that if the output of one industrial sector is almost used as intermediate
inputs, the problem could be ill-conditions. This is the situation that we should
avoid.
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—#— condtion number under 1-norm
—#>— condtion number under infty-riorm
—-—-upper bound estimation

Condition numbers and upper bound estimation
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FI1GURE 4. Comparison between condition numbers and their es-
timation (US Technical coefficients).

The effectiveness of the estimation will be verified in a simple example. The
technical coefficients matrix denoted by TC(t) = (t¢; j)nxn is similar to AT (¢).
Similar to Theorem 3.2, we have

mjaX |1 — tcj,j,t + Z tCi7j,t|
(19) k(B —TC(t)) < 7

+ O(e).

n
min |1 — > te; 4
J =1

The definition of &, is involved in the norm |- || and has no concrete form. In linear
algebra, it can be proved that all the norms on finite dimensions are equivalent,

which means that for any two norms || - |4 and || - || g defined in R™*", there exists
constants ¢ and C such that
(20) clella < llzlls < Cllzfla, Vze R

We use the condition number x; and ke corresponding to 1-norm and oco-norm,
and consider the technical coefficients in US through 1919 to 2006 (see Appendix B
in [20]). From Figure 4, we can see that the tendency of our estimation is consistent
with the tendency of two kinds of condition numbers under 1-norm and oco-norm,
which implies that at least our estimation can been used to judge whether the
problem is ill-conditioned or not.

4. The Lyapunov stability and the Lyapunov exponent of the dynamic
system

In the rest of the paper, we consider the whole dynamic system. The system
(8)-(10) can be written as

(21) Kit+1)=f(t,K({#), t=0,1,---,T—1,
where
F(t, K(t) =T(On(t)(E — AT(£)) "' B(t)Li—a(t) Ka(t) + (E = 6(8)) K (t).

A dynamic system (see e.g., [15]) is an evolution rule that describes what future
state follows from the current state. The states for all future are called a trajectory
or orbit. The initial state of the system will determine all the future states by
solving the system, iterating the relation step by step.
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The property of stability or chaos is of fundamental importance for a dynamic
system, since the initial state of a system may not be known precisely. The system
is called Lyapunov stable if the small enough initial separation in states implies
that future states will be close enough forever. On the other hand, chaos means
the small separation in initial states will yield diverging values in the future states
and makes the long-term prediction difficult. As a useful study of the system and
important step to derive the final results, we measure how the initial errors grow
over time, using the concept of the Lyapunov exponent.

To be specific, we define the general discrete dynamic system as

(22) x(t+1) = f(t,z(t)), t=0,1---,T—1.
The disturbed state is Z(¢) and the disturbed system is
(23) T(t+1)=f(t.2(t), t=01,---,T—1

The initial separation between the two systems Z(0) — x(0) is denoted by ex(0).
The evolutionary separations over time Z(t) — x(t) are denoted by ex(t). They are
determined by the initial separation ex(0) and the form of dynamics. We cite the
definition of Lyapunov exponent from [7], which is defined in finite time system.

Definition 4.1. Finite time Lyapunov exponent
Let x(t) and &(t) defined in (22) and (23). The separations between the two systems
are denoted by
ex(t) =&(t) —x(t), t=0,1,2,--- T —1.
Then, the finite time Lyapunov exponent at time T is
1. ex(T)

(24) Ar(z(0), ex(0)) = T log W,

which depends on the initial state x(0), initial error ex(0), and time interval T.

The Lyapunov exponents can be positive or negative. Negative Lyapunov expo-
nents indicate Lyapunov stability, while positive Lyapunov exponents demonstrate
chaos. Their values measure the convergence or divergence rates of evolution in
separation.

For a specific dynamic system with fixed initial state, different initial errors
causes different Lyapunov exponents. However, the value and the structure of
possible initial errors can not be determined in general. Therefore, it is reasonable
to define an upper bound of Lyapunov exponents under all possible initial errors.

Definition 4.2. For the dynamic system xz(t+ 1) = f(t,2(t)) with the initial state
x(0), the upper bound of finite time Lyapunov exponent at time T is defined as

)\max = sup )\T({E(O), EIE(O))

ex(0)

Next we turn to the dynamic CGE system (21). The disturbed system of (21)
is set as
(25) K(t+1) = f(t, K(t), t=0,1,2,---,T—1,

where K (t) = (K14, Ko, -, Knt)T.
Consequently, the separations of states between (21) and (25) are

eK(t)=K(t)—K(t), t=0,1,2,--- ,T 1,

where €K (t) = (eK14,eKay, -+ €K, )T
The next lemma gives an upper bound estimation of Aj,ax of the dynamic system
(21).
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Qi t— agt—1

Lemma 4.3. Assume that o; K, V<o and a; tK
o 1is a positive constant. For t = 0 1 2, T'—1, set

(B = AT(#))Hloo + max(1 — di).

< o for all i,t, where

(26) Cy=on MAax Y;,¢ MAX )i, MAX b;, tll it

It can be verified that
NleK(t + 1)l
[ ()]l

Consequently, the upper bound of finite time Lyapunov exponent corresponding to
oco-norm satisfies:

(27) < G

(28) max \ Z log Ct

Proof. Using the properties of co-norm, we have from (21) and (25) that

1K (t+ 1) = K(t+ 1)lloo = /(K (1), 1) = FE (), 1)l

L) (E = AT ()7 B(t) Li-a(t)||oo | Ka(t) = Ka(t)]|o

1B = 8(t) oo 1K (2) = K (1)

ITOclln@®llocll(B = ATE) ™ oo I B Li—a(®)llsc [ Ka(t) = Ka(®)lloo
(29) + 1B = 0(t)lloo | K () — K (t)l|oo-

It is from the definition (13)-(14) that

N+ N

IE = 6(8)loo = max(1 = &), [B()Li—a(t)]loc = maxbial;; ",
(30) IT(@lloe = nmaxyie, [[1()]loo = maxmn;,.
On the other hand,
1Ko () = Ko () oo = max [(Kiy + €Ki )® — K.

Let i¢ satisfy
[(Kpt + €Ki 1) — KZ%’A = max [(KG ¢+ ek )™ — Klojt|
According to the Lagrange mean value theorem,
1Ka(t) = Ka()llo = |(Kigs + €Kig,0)* = K32 |
< aig €% [eKy 4,
where K+ < &€ < K+ + €K if €Ki > 0 or K+ + el < & < Ky if

eK;,+ < 0. From the assumption of this theorem, we have

(31) ”f(a(t) - Ka(t)”oo < U||€K(t)Hoo
From (29), (30) and (31), (27) can be derived. It implies that

T-1

JleK (T)|| leKt+1)) _ 1
Amax = 1 log <= c.
. ||eKO Z leK (t)] T; K

We complete the proof. O

From this theorem, C; offers upper bound of the error growth rate at the t year.
Correspondingly, A\nax represents the upper bound of the average error growth rate
through T years. Now we decompose C; and explain it from the economic view.
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There are two terms in Cy: onmax y; ; maxn; ; max biytlil,t_ai‘t I(E— AT ()" oo
and max(1l — §;;). The value of max(1 — §; ;) belongs to [0,1], depending on the

capital depreciation rate. Now we focus on the first term and divide it into three
multipliers: ¢ max bi,tlgzai't, nmax ;. ; maxn; ; and |[(E — AT ()7} .
i ’ i i

The multiplier o max bi,tl;;ai’t depends on the choice of Cobb-Douglas (C-D)

functions. In fact, it is the upper bound of derivatives of the C-D functions. Since
o< ai,th‘;’ﬁl and 0 < a;; < 1, K; + should be away from 0 to make sure that o
is not too large. This implies that there should not exist a sector whose capital is
too small compared to others.

The value of multiplier nmax~y; ; max7;; belongs to [0,n]. nmaxy;; represents
how the investments are reallécated. sz they are reallocated equafly, the value can

achieve to its lower bound 1. If the situation is far from allocation equal, it can be
large up to n. maxn;; represents the maximal proportion of investment needed in
2

the total need among all the sections. Its value belongs to [0, 1].
Let us see the third multiplier ||(E — AT (¢)) 7| s, which reflects the stability of
input-output equations (9). From (17) and (20), we have the following result.

Remark 4.4. For any € > 0, there exist the norm || -|| and the constant C. related
to €, satisfying

(32) I(E = AT(£) oo < C

+ O(e).
min |1 —

n
it
Jj=1

n
This means that we should avoid the situation that max ) a; ;+ — 1. Other-
j=1
wise, the value of upper bound of ||(E — AT (t))~!||» can not be controlled.

5. Perturbation analysis of the I-O coefficients in the dynamic system

In this section, we derive the final conclusion about how the errors grow due to
the perturbation of A(t) through time. To underline the coefficients matrix A(t),
we rewrite (21) as follows:

(33) K({t+1)=g(t At),K(t)), t=0,1,2,---,T—1,
where
g(t, A1), K(t)) = T(t)n(t)(E — AT(8)) "' B(t) Li—a(t) Ka (t) + (B — 6()) K (¢).
Correspondingly, the dynamic system with the disturbed direct output coeflicients
A(t) is
(34) K(t+1) =gt A(t),K(t)), t=0,1,2,---,T 1,
where K(0) = K(0), A(t) = A(t) + €A(t) and K (t) = (K14, Ko, -+, Knt)7.
Consequently, the separations of states between (33) and (34) are
eK(t)=K(t) - K(t), t=0,1,2,---,T—1,

where €K (t) = (€K1 4, €Ky, -+ €K, )T,
Now we are in the position to derive the upper bound estimation of eK (T in
the following theorem.
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Theorem 5.1. Assume that a;, tKa” s o, altKa” < o, Kzai“ < M, and

KD” * < M, where o and M are positive constants for alli,t. Fort=0,1,--- ,T—1,
set

—QGt

Cy = aon rnaX'yZ ¢ maxm ¢ maxb, tlz . |(E — AT(t))*lﬂoo + max(1l — d;,),
(B = A"(1)"' 12

T AT ()] (B — AT (1) 1|

1—a;
Dy =nM MaxX ;¢ MAX 1) ¢ MAX bz‘,tlm

If |eAT (1) o is small enough so that

(35) 1B = A7) llsolleAT ()]l < 1,
then it can be verified that
(36) leE(t+ Dlloc < CelleE (1) oo + Delle AT (2) oo

Consequently, we have
T—1t-1

(37) leK(T) oo < ZH - Dy[|eAT (1) oo

t=0 1

Proof. From (33), (34) and the properties of norm, we have
[+ 1) = K (t+ Dlloo = llg(t A8), K (1)) = gt A#), K (1))l
< IR ~ ATO) " BE L0 (Ralt) - Kal®)llc
+ DO (B - AT(#) ™" = (B = AT()) ") B(t) Li—a(t) Ka(t) |

(38)  + (B —)EE) — K1)l
It implies from the result of Theorem 4.3 that
IT@)n()(& - AT(0) 7 B(t) Li—a(t)(Ka(t) — Ka(t))lloo

(39) + B =) (K () = K(t)lloo < CrlleK(t)]]co-
From (30) and the assumption of theorem, the second term of (38) satisfies that

IT@)n6) (B = AT(1) ™" = (B = AT(1))"H)BE)L* () K* ()]

SIT@ oo (@)oo [ B(E) L () lloo
<K@/l (B — AT(1) 7! = (B~ AT(1)) " loo

11—«
<nM maxy;  maxn; qmaxb; ¢, , "
7 [ A ”

(40) x [I(B = AT(1)"! = (B = AT(1) -
Here, it is easy to see that
(B~ A7)~ (B~ AT(0)

= (B = AT0) AT ()(E = AT(1) o

< B = AT®) Mool (B = AT()) " HlsolleAT (t)loo-
According to [3] and the assumption (35), we have

I(E = AT(6) o

1= [leAT ()]0 || (B — AT (2)) " oo’

I(E = AT () Hloo <

which results in
(B = AT()™" = (B = AT(1)
(41) (B —A"®) "%

€ T .
ST AT (I — AT (1) T 14 Dl
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Thus, it follows from combining the above inequalities (40) and (41) that
IT@n)(E = AT ()™ — (B — AT()) ") B@E) L) K (1)l

(42) 1-a (B — AT(#)" 12
<nM max -y, g maxn; qmaxb; ;" = .
i R T eAT ()| [[(E = AT(6) oo
To sum up (38) and (42), we have (36), from which (37) follows. O

The inequality (36) indicates the error of capital at the t+1 year has two sources:
the error at the former year e (t) and the perturbation matrix eA(t). Cy represents
the upper bound of the initial error growth rate and D; represents the upper bound
of the effects of perturbation matrix eA(t). We has talked about the structure of
C} in section 4.

Now we discuss D; and divide it into three multipliers:

(B — AT(#) M2
1= [[eAT(O)lloolI(E = AT(£)) " loo

1—a;
M maxb; 4, , “f, nmax -y maxn;, and
T 3 K2

i,t

The multiplier M max biytlilga " is the upper bound of Cobb-Douglas functions.

Since Klatt < M, K, should not be too large. There should not exist a sector
whose the capital value is too large compared to others’. The second multiplier
nmaxy; s maxn;; has been discussed in section 4.

1 (]

Before we talk about the third multiplier, we discuss the condition (35):
I(E = AT() ™o lleA ()]l < 1.

This implies that the result is effective only under the condition that the pertur-

bation ||€AT (t)| s is small enough. In fact, the large ||eA”(#)||o means that the

mathematical model has changed a lot, and hence it is difficult to evaluate the

situations. Furthermore, when 1 — |[€ AT (1) s|[(E — AT (t)) 7|/ is not close to

0, the important part of third multiplier is ||[(E — AT (¢))7!||%. As showed in the
n

last section, we should avoid the situation that max > a; ;+ — 1 to keep its upper

i

bound small.

6. The conclusion

In this paper, we discuss the effects of perturbations in input-output coefficients
of dynamic CGE module in MRICE-E model. The concepts of norm, condition
number, and Lyapunov exponent are introduced to measure the rate of error growth.
We obtain the final result in Theorem 5.1 about the error propagation deduced by
the perturbations in input-output coefficients. Some suggestions about industrial
sector categorization have been given in the context. We sum them up as follows:

e We should avoid the situation that there exists a sector i such that
n
Z Qi 5t — 1.
j=1

This situation means that the output of the sector ¢’s production is almost
used as intermediate inputs.

e Make sure that every sector’s capital value K;; should not been too small
or too big compared with others’ capitals.

e The investments should be reallocated as equally as possible.
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Appendix A

To prove Theorem 3.2, Gershgorin Circle Theorem should be introduced. The
following definition A.1, lemma A.2, and lemma A.3 are common in numerical linear
algebra, and we refer them to [12] for example.

Definition A.1. Let M € R™*™. If a scalar A € C and a nonzero vector x € C™
satisfy the equation

(A1) Mz = Az,

then X is called an eigenvalue of matrix M. The spectrum of M is the set of all
eigenvalues of M, denoted by N(M). The spectral radius of M is defined as p(M),
satisfying

(A.2) p(M) = max{|A| : A € A\(M)}.

Lemma A.2. Let M € R"*™. We have two inequalities between spectral radius
and norms of M

(1) For any norm || - ||, we have
(A.3) p(0M) < [ M].

(2) For any € > 0, there exists a norm || - ||e related to € such that
(A4) 1Ml < (M) + .

Lemma A.3. Gershgorin Circle Theorem
The eigenvalues of M = (M;;)nxn are in the union of n discs

n
(A5) U ZGC:|z—mjj|<Z|mij|
Jj=1 i#£]

Now, we are in the position to prove our Theorem 3.2.

Proof. According to Lemma A.3, we have for any A\ € A\(E — AT'(t)) that

>
m
=

@
Il
-

ze(C: ‘Z —1 +ai,i7t| < Z |ai,j7t|
J#i

-

@
Il
-

n
(A.6) C 2€C 1= il <l <L—aiie+ Y aijel ¢
=1 g

which implies that

p(B—AT(t)) = max{|]\: X € XE — A(t)}
(A.7) < max|l—aj+ Z a; jt-
’ A

Using (A.6) and the property (3) of A(t), we have

(A.8) min{|Al: A € A(E — AT ()} > min |1 =Y a; ;| > 0.

Jj=1
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Therefore, |A| > 0. This means that E — AT (¢) is invertible and
1

(A.9) (B~ AT()r =\ & (B~ AT() 'y = 1v.
where y = (E — AT (t))z. Accordingly,
(A.10) ME-AT@) ™ = { % | A e NE — AT(t))} .

From (A.8) and (A.10), we have
p((E—AT()™)

max {|A|: A € A((E — AT(t))™1)}
1
min{|\| : A € A\(E — AT (1))}
1

(A.11)

N

min |1 — 3 @il
i =1
Finally, it is from (A.4), (A.7) and (A.11) that
Ke(BE—AT(t) = [|E-AT@)](E—ATE)7.

< p((B—AT0)p((E — AT(6)™) + O(e)
max |]. — ai,i,t + Z am-’t
< I L O(e).
min[1— 37 a; 4|
7 j=1
The proof is completed. O
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