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VARIATIONAL FORMULATION FOR MAXWELL’S EQUATIONS
WITH LORENZ GAUGE: EXISTENCE AND UNIQUENESS OF
SOLUTION

MICHAL KORDY, ELENA CHERKAEV, AND PHIL WANNAMAKER

Abstract. The existence and uniqueness of a vector scalar potential representation with the
Lorenz gauge (Schelkunoff potential) is proven for any vector field from H(curl). This repre-
sentation holds for electric and magnetic fields in the case of a piecewise smooth conductivity,
permittivity and permeability, for any frequency. A regularized formulation for the magnetic field
is obtained for the case when the magnetic permeability p is constant and thus the magnetic field
is divergence free. In the case of a non divergence free electric field, an equation involving scalar
and vector potentials is proposed. The solution to both electric and magnetic formulations may
be approximated by the nodal shape functions in the finite element method with system matrices
that remain well-conditioned for low frequencies. A numerical study of a forward problem of a
computation of electromagnetic fields in the diffusive electromagnetic regime shows the efficiency
of the proposed method.

Key words. Lorenz gauge, Schelkunoff potential, Maxwell’s equations, Finite Element Method,
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1. Introduction

Fast and stable methods are needed for calculating electromagnetic (EM) fields
in and over the Earth. Such a simulation has applications in imaging of subsurface
electrical conductivity structures related to exploration for geothermal, mining,
and hydrocarbon resources. Over commonly used frequencies, EM propagation
in the Earth is diffusive since the conduction dominates over the dielectric dis-
placement. The finite element method (FEM) is attractive for this simulation in
comparison with other techniques in that it may be easily adapted to complex
boundaries between regions of constant EM properties, including the topography
or the bathymetry. The 3D interpretation of geophysical data is numerically ex-
pensive, as the forward problem needs to be computed many times [26, 3, 14].

For large scale simulation problems, iterative methods have been the ones of
choice to solve linear systems resulting from FEM formulations [7, 16, 11, 34, 29].
The speed of iterative methods is strongly related to the properties of the varia-
tional problem used. Difficulties arise when the computational domain includes a
high contrast, both the non-conducting air and a conducting medium in the Earth’s
subsurface, especially for low frequencies. Furthermore, the Earth’s subsurface in
general is characterized by the spatially changing conductivity, dielectric permit-
tivity and magnetic permeability. This can slow or prevent iteration convergence
[23, 31].

There have been multiple approaches to addressing the difficulties encountered
with high physical property contrasts and potentially discontinuous EM field vari-
ables. One is to apply special finite elements, so-called edge elements, that have a
discontinuous normal component of the vector field across elements, while keeping
the tangential field component continuous [24, 18, 4]. The edge elements are also
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compatible with the curl operator and are a part of the de Rham diagram [6]. How-
ever, if the curl-curl equation for the electric field F is used, and if the conductivity
is very small in a part of the domain (e.g., in the air) or if the frequency is very
low, the problem becomes ill-posed and the system matrix has a very large near
null space. This requires use of sophisticated preconditioners that handle the null
space of the curl properly in order to use iterative solvers. Such preconditioners
have been developed (see [38, 17, 19, 21, 2, 39]).

An alternative is to not solve directly for the EM fields themselves, but instead to
initially solve a well conditioned equation for a quantity which is continuous across
interfaces. Subsequently, the EM fields are obtained through a spatial differentia-
tion with the field discontinuities defined by the property jumps. One such quantity
is a vector potential with the Lorenz gauge, also called the Schelkunoff potential
[37, 8, 33, 9], which we examine in this paper. In general, this potential has both
scalar and vector components, and there are both electric and magnetic versions.
Using the Lorenz gauge, the scalar potential can be expressed as a function of the
vector potential, and as a result only the vector potential is needed to represent the
EM field.

In this paper, we show that the Lorenz gauged vector potential representation
exists for any member of H(V ). Thus one can use it to represent the electric field
E as well as the magnetic field H. We prove that this representation exists for any
frequency w > 0, if the permittivity e is bounded and the magnetic permeability
1 and the conductivity o are bounded away from 0 and oo. The electromagnetic
properties €, u, o are allowed to be discontinuous. We discuss an application of
this potential for FEM approximation of the EM field. In principle, it is enough to
use only the vector Lorenz gauged potential to represent the EM field. However,
when the conductivity o is not constant and the electric field is not divergence-
free, it is difficult to find a weak equation involving only the vector potential. In
particular, we show that the vector potential does not satisfy the weak form of
the Helmholtz equation, sometimes erroneously used as a basis for FEM simulation
[33]. For the general case of non divergence-free EM fields, we propose a mixed
formulation involving the scalar and vector potentials.

We consider also the case of representing the magnetic field using a vector poten-
tial with the Lorenz gauge. If the magnetic permeability p is constant, the magnetic
field is divergence-free and the vector potential coincides with the magnetic field.
We show that the Lorenz gauge approach leads to a regularized weak equation for
the magnetic field involving a divergence term, and as a result the equation does
not suffer from the large near null space.

We show that sesquilinear forms of the equations for both magnetic vector po-
tential and electric scalar-vector formulations remain coercive at low frequencies.
It makes iterative solvers fast even if only standard vector multigrid precondition-
ers [35] are used. Another advantage is that the considered vector potential is a
member of H(Vx) N H(V-). This allows to use nodal elements, which have more
widely available implementations than edge elements. The edge elements, due to a
discontinuity of the shape functions across elements boundaries, require post pro-
cessing to get a value of a field at a specific point within an element. In geophysical
applications, the domain is a convex polygon, so nodal discretization is dense in
HO(VX) N H(V) or in H(VX) N Ho(V) [13, 6].

Regularization of the curl-curl equation using a divergence term has been also
suggested in [1, 13]. The current paper extends these ideas to the case of non-
constant, complex valued electromagnetic properties and non divergence-free fields.
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In [1], the authors consider the existence, the uniqueness and proper boundary con-
ditions for a Lorenz gauged vector potential only for the case of constant electro-
magnetic properties. In [13], the authors consider non-constant properties; however,
they seek a solution E € H(Vx) such that cE € H(V:). If o is not constant, it
is difficult to construct a compatible finite element discretization for the space of
vector fields of the suggested kind.

In this paper, we consider a different approach. The vector potential term —iwA
and the vector electric field E differ by V. The scalar potential ¢ satisfies the
Poisson equation for which the source term is given by the jumps of the normal
component of E across boundaries of regions with different EM properties. Repre-
senting the discontinuities of the electric field using V¢ allows the vector potential
to be continuous, or more precisely to lie in the space H(V x)NH(V-), which allows
to approximate it using the nodal elements.

A representation of the electric field related to our vector-scalar formulation was
considered in ([9] Lorenz gauge #2), where the authors proved the uniqueness of
the Schelkunoff potential continuous across interfaces for a nonlossy medium using
a mixed formulation that involved both scalar and vector potentials. The mixed
formulation involving scalar and vector potentials considered in the current paper
(section 6) is a reformulation of this approach for a medium with losses. We prove
not only the uniqueness, but also the existence of the solution (Theorem 6.1).

A closely related work was presented in [15], where the authors consider an eddy
current problem, with ¢ = 0 and ¢ > 0 in a part of the domain and ¢ = ¢ = 0 in
the rest of the domain. They show existence and uniqueness of the vector potential
representation with the Lorenz gauge. They consider also a mixed formulation
similar to ours. Here, we consider € > 0. Also in our equation we apply a scaling
to the scalar potential, which makes a sesquilinear form coercive at w — 0. Finally
our proof of the coercivity is more general, it does not require a smallness of the
coefficients used in the equation.

The structure of the paper is as follows. In section 2, a brief description of the
vector-scalar representation of the electric field with the Lorenz gauge is given in
the way it typically appears in the literature. We also show that it satisfies the
Helmholtz equation if the electromagnetic properties are constant.

In the third section, a theorem of the existence and the uniqueness of a Lorenz
gauged vector potential representation for any vector field in H(V x) is formulated
and proven.

The purpose of section 4 is to build some intuition about the vector potential
with the Lorenz gauge. We consider a representation of the electric field by the
Schelkunoff potential. We present conditions that are satisfied on an interface
between two regions with different conductivity. We show how a jump in the normal
component of the electric field is represented by a jump of the normal derivative of
the scalar potential, allowing the vector potential to be continuous.

In section 5, a difficulty in obtaining a weak equation involving only the vector
electric Schelkunoff potential is presented.

In section 6, a mixed formulation involving a scalar and a vector potential is
developed for the electric Schelkunoff potential.

In section 7, a different approach is suggested to avoid the difficulties with the
electric potential. A magnetic Schelkunoff potential is defined and, in the situation
where magnetic permeability p is constant, an appealing weak form of the governing
equation is derived.
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The last section (8) shows results of numerical simulations. We use the de-
veloped magnetic Schelkunoff potential approach to calculate the electromagnetic
field generated by a conductive brick in a resistive whole space with a plane-wave
(magnetotelluric) source. A comparison of the results with calculations done by an
independent Integral Equations code [36], is shown. A good agreement between the
calculated fields provides a verification of the validity of the method.

2. Lorenz gauged formulation of Maxwell’s equations

Let us consider the electromagnetic field satisfying Maxwell’s equations in the
frequency domain, with a time dependence e¢™?, with the electric source J¥™P, in
some bounded domain Q C R3:

(1) VxE = —iwpH
VxH = 6E+J™ | 0 =0+ iwe

Here, 0 and € are the conductivity and the permittivity of the medium, p is the

magnetic permeability, and w is the frequency.

The Schelkunoff potential, or the electric Schelkunoff potential, is a vector po-
tential A used together with a scalar potential ¢ to represent the electric field F
[37, 8, 33, 9] in a form:

(2) E=—iwA+Vyp

A relationship between A and ¢, called the Lorenz gauge, is imposed:

(3) v(V'A>w

op
As a result the electric field is represented as:
V-A
(4) EiwA+V< ~ )
op

Substituting the first equation to the second one in (1) and using (2) to represent
the electric field E, in a region of constant properties &, ;1 we obtain:

1 ,
V x (V X —A) =J"P — GiwA+ 6V
W

Application of the vector identity (51) results in:
1 1 .
\% (V : —A) -V (V (;A)) =J" — GiwA+ Ve
W

If the equation is multiplied by —p (it is assumed that &, p are constant), the Lorenz
gauge (3) is used, then the following vector Helmholtz equation is obtained:

(5) AA —icpwA = 7‘u<]imp

Yet the vector potential satisfies this equation only if the electromagnetic properties
are constant. The weak form of the Helmholtz equation is a separate equation for
each component Ay, of the vector field, k = 1,2, 3. For any test function Kj € H!(Q)
the following is satisfied:

(6) /VKk'VAk+iw/&ﬂAk'Kk:/MJZmp.Kk
Q Q 0

The equation above imposes conditions on interfaces between regions of different
o, p listed below:
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1. Ag is continuous, k =1,2,3 2. %Ak is continuous, k =1,2,3

where n is a vector normal to the interface. In section 3 the existence and the
uniqueness of an electric Schelkunoff potential satisfying those conditions is inves-
tigated. As it turns out, with some reasonable assumptions when &, are not
constant, an electric Schelkunoff potential continuous across interfaces (condition
1 is satisfied) exists, yet the condition 2 is not satisfied. As a result there is no
electric Schelkunoff potential that satisfies the weak form of the Helmholtz equa-
tion (6), so it should not be used as a basis for finite element approximation if the
electromagnetic properties are not constant.

3. Existence and uniqueness of the Schelkunoff potential

In this section we formulate and prove a theorem stating the existence and the
uniqueness of the Schelkunoff potential. All is done in an abstract setting that
uses the theory of the Sobolev spaces. Some physical interpretation, for the case of
representation of the electric field F, is given in the following section.

Consider an open bounded domain 2 C R? with Lipschitz boundary. We use
the following notation for the Sobolev spaces:

L2 =L ={v:Q—>C: [,[¥]* <o}
(7) H! =H(Q) = {1/} Q= C: [, [V + [ [v]? <oo}
H(V ) :"H(VX,Q):{K:Q%(@:fQ|VxK|2+fQ|K|2<oo}
H(V) =H(V,Q={K:Q—=C>: [,|V- K|+ [, K> < oo}
If homogeneous boundary conditions are assumed, a subscript ”0” is added. For
HE, Ho(V ), Ho(V:), the value of the function, tangential and normal components

of a vector field are fixed respectively. If n is a vector normal to the boundary 0%,
then

Hp = Hp(Q) = {v e H Q) Y]on = 0}
(8) Ho(Vx) = Ho(Vx,Q) = {KeH(Vx,Q):nx Kl|pg =0}
Ho(V) = Ho(v-, Q) = {K S H(V-, Q) n- K|aQ = O}

Additionally, the notation for norms is as follows:

0 [llo =/ Jal¥P
1911 VIYIE+ VY] :\/fﬂ|w|2+fg|vw|2

We use the following Poincare inequality (see Appendix A in [6]). There is a
constant ¢ > 0, dependent on the domain {2, such that:

(10) cllvllo < Vello for v € Hy

Theorem 3.1. For a vector field G € Ho(V x) and a scalar complex valued function
v satisfying

Y =R+, YRR —=R
(11) |7R| S YRM < OO
0<vm < |yl <vim <oo
y>0mQ or v <0in
there is a unique T € Ho(Vx) NH(V-) satisfying

(12) v-T € H}
v

(13) GT+V<¥)
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Proof. Consider an equation for ¢ € H:

(14) /QVsO-V@—/Qw@=/QG-VE

satisfied for any ¢ € H}. We will prove that there is a unique solution ¢ to this
equation, ¢ = g. It is obvious that with assumptions (11), the sesquilinear form

(15) B(SDW):/QV@'VE—/Q’WE

is bounded with respect to the norm ||.||1, defined in (9). We will prove that B is

also coercive.
- ‘(/ |vw|2—/w|w|2) ~i [ lop
Q Q Q

B, )] = \ [ = [

If the real part of a complex number is decreased, then the modulus is decreased,
so we can write that for any a € (0, 1]

B, )| > |a(fo VU2 = [ovelvl) =i forrlvf]

5 o (Jo V91 = o vrlvlP) [ + | Jo vlof?|]
5 [a (Jo IVO1 = fo ellvl?) + fo rrll¢l?]
L (o (IV113 = vralll13) + rmll113]
min( S5, P28 (|[V 1§ + [[[17)

This proves the coercivity of B if only « is taken such that ;Y;—’"M >a > 0.

As G € Ho(Vx) C (L?)3, the right hand side of (14) is a bounded linear func-
tional on H}, thus from the Lax-Milgram theorem there is a unique ¢ € H} satis-
fying (14).

Define

(17) T=G—-Vep

As p € H{, then Vi € Ho(Vx). As G € Ho(Vx), we conclude that T' € Ho(V x).
Take any smooth function with a compact support in Q, ¢ € C°(2). Such a
function is also in H}, so it satisfies (14). Evaluation of V - T at 1 gives

(16)

VIV IV IV IV

— (17) — (14) —
@10 = [ 1.5 D~ [(6-9)-75Y [ 107
Q Q Q
This shows that V - T is a function and
V- T=n¢p
As |y < YRy 77y < o0 and ¢ € L? then V- T € L? which proves that
T € H(V:). Moreover as v # 0, we have
vV-T
18 AR —
(18) 5
which proves (12). Definition (17) of T', together with (18) proves (13). O

Remark 3.2.

e One could consider non-homogeneous Dirichlet boundary conditions. For
any G € H(V ) the same proof would give a vector potential T € H(Vx)N
H(V-) such that n X T =n X G on 9.
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e One could consider G € H(VX) and a different potential T, satisfying
different boundary conditions. If equation (14) is considered for ¢, € H1!,
it will lead to T € H(Vx) N Ho(V-). To prove that in this case T has the
normal component equal to 0 on O, one can take any ) € H' and evaluate

/@Q(T.n)iz/QT.VE+/Q(VT)E:/Q(G_V¢).v@JF/QW@:O

e In the case of (14) for ¢,v € H assumption |yr| > 0. may be weakened.
Even if vy = 0 the theorem holds as long as yrar # 0 and yrar < ¢, where ¢
is the constant in Poincare inequality (10). The proof of the coercivity has
to be adapted as follows. Continuing with the calculation (16) for o = 1 we
obtain for some 3, such that 1 > [ > M > (:

V21B@, )l > IVYI? = vrmllv)? = (1= B)IVYIP + BIVEI® = vrmllv]?
> min(1 — B, Be —yrar) (VI + [19[%)

Corollary 3.3. To obtain the Schelkunoff potential representation (4) of the elec-
tric field E, one has to set G = E, T = —iwA and v = —iwpuéd = w?ep — iwo .
The assumptions (11) of Theorem 3.1 will be satisfied for any w > 0 if there exist
constants [y, s Om, OM, € Such that

le] <em < oo
o <oy <x
B < py < 00

(19) 0< 0m

<
0 <pm <

4. Interface conditions

In this section, we discuss interface conditions of the Schelkunoff potential for
the electric field E. Consider a fragment of the domain ) with two subsets V1, V5
and the interface V3 NIV, between them (see Figure 1). For simplicity, we assume
that all considered vector and scalar fields are smooth in Vi as well as in V5,
and have limits of values and derivatives on the interface V3 N Vs, yet the limit
if one approaches the interface from Vi may be different from the limit if one
approaches the interface from V5. With this assumption, the members of H!,
such as the scalar potential ¢, are continuous across the interface. The members of
H(V ), such as the electric field F and V¢ have continuous tangential components
across the interface, but may have discontinuous normal components. Members of
H(Vx)NH(V:), such as A and T have continuous both tangential and normal
components across the interface. The fields in the subdomain V; are denoted by a
subscript “;”. The vector normal to the surface and pointing out of V;, towards V5
(see Figure 1), is denoted by n.

Let us consider representation (2) of the electric field E, with ¢ = V&—'f. In
this representation, all the components, E, A, Ve are members of H(V X), so they
have continuous tangential components across the interface. Analysis of the normal
components is more interesting. Using the fact that the normal component of A
has to be continuous, we obtain the condition on the jump of the normal derivative
of ¢:

—iw((n-A1) = —iw(n-As)
(20) n-(Ey = V1) = n-(E;— V)
n- (Vo2 = V1) = n-(Ey— Ei)

We will show that this is exactly the condition imposed by equation (14). Inte-
grating equation (14) by parts for a test function ¢ with the support in the interior
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Vi o1

e
5
E

= iwAg VQOQ E2
Vo 62 po

FicUurE 1. The properties &, p experience a jump on 9V; N OVa.
As a result the normal component of F has a jump. The field Vi
is chosen in such a way, that its normal component jump allows
—iwA to be continuous.

of V1 U V5 and using G = E, we obtain the following:

(21) fVlLJVg[_v'V(p_'Y(P]E +_f8V1r18V2n' (V(pl —V(pQ)_E:
N fVlUVz (V-E)+ fav1m6v2 n- (B — Ex)y

For a test function with the support entirely in V; or entirely in V5, the interface
terms are 0, hence

(22) V-Vo+vp=V-FE

almost everywhere in V4 U V5. Using this result in (21), for a test function non-zero
on the interface, one gets only the boundary terms and subsequently one obtains
condition (20) for the jump in the normal derivatives of .

Notice that in many applications, the source term J"? in (1) is divergence free.
If additionally & = const in V; and in V5, then taking divergence of the second
equation in (1), one obtains that

V- E=0

in V4 as well as in V5. In this case, the strong equation (22) has the right hand
side equal to zero. As a result the source term in (14) is related only to the jump
of the normal component of E. More precisely if £ has a jump in the normal
component, then its divergence is a distribution. This distribution is the source
term in equation (14).

If the electromagnetic properties have corners or edges, then the electric field
has singularities [12], which can be represented by a gradient of a scalar function
V. The Lorenz gauged vector potential that we consider, exploits exactly this
property. It allows to represent the electromagnetic field, which is a member of
H(Vx), with a more regular field A, which is in H(V:) N H(V x). The singularity

is contained in the term V (v'A).

Gp
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5. A difficulty in obtaining a weak form of the governing equation for
the vector potential representation of the electric field I

To be able to use the finite element method for a calculation of the EM field, a
weak form of a governing equation satisfied by the electric Schelkunoff potential is
needed.

In order to obtain a weak equation, one starts from Maxwell’s equations (1).
Dividing the first equation by —iwu, taking curl and substituting into the second
equation, one obtains

1

—iwp

(23) V x VxE—6E=Jm

G

vector field K. The result is

/(VXEVXA)-K—/V(VA.A)-(&K)-f—/iw@’A-K:/Jim;D.K
Q H Q o Q Q

In order to integrate by parts the first term in the above equation, one uses con-
tinuity of the tangential component of 1V x A, which is equivalent to continuity

Next —iwA+V (V'A) is substituted for E and the equation is multiplied by a test

of the tangential component of the magnetic field H and one needs the tangential
components of K to be continuous across interfaces (like the interface OV; N 9V
considered in section 4).

On the other hand, in order to integrate by parts the second term, one would use
a continuity of %, and one needs the normal components of 6K to be continuous
across interfaces. So if ¢ is discontinuous, so is the normal component of K. This
is the essence of the problem in obtaining a proper weak form of the equation
for A. A family of vector finite element shape functions with continuous tangential
components and normal components experiencing specific jumps is difficult to build.
One may consider a mixed formulation involving scalar and vector potentials (see
section 6), but that increases the number of coefficients needed to represent the
field.

It turns out that, assuming that p is constant, it is possible to obtain an equation
involving only the vector potential, but for a vector potential representation of the
magnetic field H. This idea is presented in section 7.

6. A formulation with both scalar and vector potentials

If the original field is not divergence free, an equation involving both scalar and
vector components must be considered. Although the number of coefficients per
point in space increases from 3 to 4, the obtained equation is valid for non-constant
electromagnetic properties and a non divergence free field. Also, if the boundary
of the domain €2 is connected, a sesquilinear form of the equation remains coercive
as w = 0.

In [9], in the case of the Lorenz gauge #2, the authors proved the uniqueness of
the Schelkunoff potential given as a solution of an equation (see (58) in [9]) that
has the following bilinear form in the left hand side:

G (A p) (K) = folVx ALV X K+V- ALV K —u?ed K
—iweV - YA+ eVp - Vi) — w?e?upy — iweV - pK]
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This bilinear form, considered for a purely imaginary frequency w = iw, w > 0,
may be rewritten as

G = / l(VAJruCuep)(V~K+u€uez/1)+/ e((IJAJer)-(CuKJer/J)Jr/ kS
QM Q QM
Using this form we can prove the boundedness and the coercivity of G for A, K €
Ho(Vx, Q) NH(V-,Q), p,p € H{(Q). So from the Lax-Milgram theorem, there
exists a unique solution to the equation for the Lorenz gauged vector and scalar
potentials that is considered in [9]. This formulation may be adapted to a lossy
medium, which is expressed in Theorem 6.1.

(VxA)(VXK)

Theorem 6.1. Let the assumptions (19) be satisfied. — The wunique electric
Schelkunoff potential A, together with a scalar field

(21) 6=
satisfy the following equation
- Jo 5 (VX A) - (VX E)+ [ (V- A= ousd)(V - K —wusy)
+i fo 6(VWA +iV9) - (VWK +iVy) = [o J™P - (K +i2)
VK € Ho(Vx)NH(V:) and p € H}
(26) A€ H(VX)NH(V), n x (—iwA) =nx E on 09Q, ¢ € H.

The sesquilinear form associated with equation (25) is bounded and coercive with
respect to the norm

27) (K ¥)ls = \/HKIIS +IV < K[§+ 11V - KII§ + IV I3 + 14115

Hence if J™P € (L?)3, then the solution to this equation exists and is unique.

(

Remark 6.2.

o If the domain is a convex polygon, or if the domain has C? boundary, then
one may use nodal shape functions to approximate both A and ¢.
e In order to obtain the electric field E, one has to calculate

(28) E = —iwA+ VwVe

e If one drops all the terms multiplied by w, the resulting sesquilinear form
remains coercive. To prove this, one has to use the Poincare inequality
for Hy(Vx) NH(V-) (see [1], Corollary 3.19). The proof of this result is
easter than the proof of coercivity of the original sesquilinear form, so it is
omitted.

e In [15], the authors present a similar equation to ours. In our formulation,
we apply a scaling ﬁ on the scalar function . As a result our sesquilin-

ear form remains coercive for w = 0. Instead of %, one can consider an
arbitrary weight in the middle term of the sesquilinear form, the term con-
taining the divergences. The authors of [15] denoted this weight by ML and
their proof of the coercivity of the sesquilinear form depends on the small-
ness of the upper bound of .. The proof we present is not dependent on
such a bound, thus is valid as long as p. is bounded away from 0 and from
o0. Also in our formulation and in the proof, we consider the case of non
zero € and an arbitrarily large frequency w, thus an arbitrarily large term
TWwe.
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Proof. The fact that the vector potential A of Corollary 3.3 and ¢ defined in (24)
satisfy equation (25) is straightforward and is explained as follows. A consequence
of (24) is that the middle term on the right hand side of (25) vanishes. The definition
of ¢ implies (28). If (28) is used, then equation (25) simplifies to

1 —_—— . . Vi) , ; Vi

—(VxE)- (VXK +zw/aE-(K+z—)=—zw/J””p-(K—l—z—)
/Q,LL( ) ) Q Vw Q Vw
Since K € Ho(Vx)NH(V:) and ¢ € H}, then K = KJrz‘v—\/% € Ho(Vx) and

V x K = V x K, 50 it remains to show that for any K € #o(Vx) the following
equation is satisfied:

/Ql(VxEy(VxK)Jriw/

H Q

This is a standard equation satisfied by the electric field E which satisfy Maxwell’s
equations (1). The equation is satisfied for all K € Ho(Vx). This concludes the
proof that A and ¢ defined in (24) satisfy equation (25).

Let us now focus on a proof of the boundedness and the coercivity of the sesquilin-
ear form B((A, ¢), (K,v)) defined as the left hand side of the equation (25).

Denote ) = (oar + wepr). The boundedness of B is straightforward, as from
the Cauchy-Schwartz inequality, it follows that:

IB((A, ), (K, )| =
=| [ 2@ TR [ (7Aoo T apav)
QM QM

&E-f{:fm/ﬂmp-f(
Q

i / (DAY S) (VK 1iVe)
Q
1 1 . .
< M—/Q|V><A||V><K|+/Qu—|V-A—\/c_uua¢||V-K—\/G,uazﬂ
+/&M|\/GA+iV¢||\/c_uK+iV1p|
Q

< I X AV x Ko+ =1V - A = visudolol]V - K = vepsvly
+ om || VWA + Vool VWK + iVl
< ALl Kot (1Al Braasas o) (17K oV o)
60 (Vaall Allo+ 1 96llo) (Vall K llo+ 74 o)

1 I )T I N
<o (o G, 3, /0 ) (A, )l )]
To prove the coercivity, we have to prove that there exists a constant d > 0 such

that for any (K, %) € (Ho(Vx,Q)NH(V-,Q)) x H(Q)
IB((K, v), (K, ¥))| = d|| (K, ¢)|3

It is enough to prove that it is not possible to have a sequence of (K, ¥,,)5 ; such
that

1= H(men)ll%

(29) = [ Eall§ + IV X Enll§ + IV - Kl + IV l15 + |90l
and

n—oo
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For a proof by contradiction, assume that there is a sequence (K1, ) satisfying
(29) and (30). We will prove that there is a subsequence of (K, ¢, ) convergent to
0 in ||.||s. Using the compact embedding of Ho(Vx)NH(V:) in (L?)? (Maxwell’s
compactness property, [25]) and the compact embedding of H} in L? (Rellich’s
theorem), there is a subsequence (K, ,n,) convergent to (K,t) in (L?)*. To
simplify the notation we will write n instead of ng, thus replacing the original
sequence with its subsequence. We obtain that

(31) K — Kllo ——0
n— o0

(32) [¥m — ¥]jo —— 0
n— o0

We will prove that K, converges to K in Ho(Vx)NH(V:), 1, converges to ¢ in
H}, and that ¢y =0 and K =0 .

Consider the imaginary part of B((K,, ), (Kn,¥y)). Using the fact that 6 =
o + iwe, we obtain:

(33) B ), (K tn))] = [ oV + 0, =20
Similarly, taking the real part, we have:

Re[B((Kn, ), (Kny1n))] =

1 1
/—|V><Kn|2+/ —|v.Kn_\/@&¢n|2—/we|\/aKn+N¢n|2
QM QM Q

Using (33) and the bounds (19) for ¢ and €, we conclude that the third term in
the above approaches 0. As the remaining two terms are nonnegative, we conclude
that:

1
(34) /—|VxKn|2.~+0
Q /_j/ n—o0
1
(39) [ 319+ o = Vomoun? ——0
Q ‘LL n—oo
Using the bounds (19) on o and p, we conclude that (33), (34), (35) imply:
(36) VWK, +iVibn|lo o 0
(37) IV % Knl[§ ——0
n—oo
(38) IV K = Veoouotullg ———0
n—oo

Taking any smooth vector field Z with a compact support in Q, Z € (C°(Q2))3,
using (31) and (36), we obtain:

(z‘Vz/;,Z>+/Q\/EK-7"/in(V~7)+/Q\/EK-7'

<

/Qz'(wnw>(v7)+/9<zwn+ﬂKn)~7+/Q\/E<KKn)?}

< llon = WlollV - Zlo + 1980 + VarKallol1 Zllo + Vsl K — Kalol|Zllo —— 0
which implies that
(39) iV = —wK € (L*)?
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Moreover as a consequence of (31) and (36)

40 van - vaO = HZV% - ZV¢||0
40) < IVEK = VioKallo + |VKn +i¥8ally —— 0

Thus 1), converges to ¢ in ||.||1, and as v, € H{ and H} is a closed subspace of
H!, then v € H} .
Similarly, taking any Z € (C°(€2))3, using (31) and (37), we obtain
(V x K, Z)=|(Vx (K —-K,),Z)+(Vx K,,Z)|
(41) = [Jo(K = Kn) - (V X Z) + [o(V x Kn) - Z]
< [ = Kallo ¥ x ZJo + 1 Kool Zllo ——> 0

Thus V x K = 0. This, together with (37) implies that

(42) ||V><K—V><Kn||0:||V><Kn||0~;—»0
In a similar way, using (38) and (32) one shows that
(43) V- K= wusy € L*
(14) Y Ry p—
n—o0

We have proven that (K, ) converges to (K,) in |.||g. To prove that K = 0
and 1 = 0, notice that (43) and (39) imply

(45) =V -V + iwpsy =0
which rewritten in a weak form says:
(46) / Vi - Vv — / (—lwpo)yr =0
Q Q

for any test function v € H}. The sesquilinear form of this equation is a bounded
and coercive sesquilinear form, which has been shown in the proof of Theorem 3.1
for v = —iwpa. Thus from the Lax-Milgram theorem the equation admits a unique
solution ¢» = 0. This and (39) imply K = 0. We have obtained a contradiction
with (29). Hence the sesquilinear form B is coercive.

If JimP € (L?)3, then the right hand side of (25) is a bounded linear functional on
the space (Ho(Vx)NH(V-)) x H{ with the norm |||, thus from the Lax-Milgram
theorem, there exists a unique solution to equation (25). ]

The vector-scalar formulation of Theorem 6.1 forms a basis for a general finite
element simulation scheme for non divergence-free EM fields.

7. A representation of the magnetic field H

If the original field is divergence-free, a simpler weak equation involving only the
vector potential may be obtained. This approach is presented for a representation
of the magnetic field H. This representation is mentioned in [37],

(47) HFV(V'F)

1Wa

Existence of this representation follows from Theorem 3.1 if assumptions (19) are
satisfied. Although in a geophysical setting it cannot be assumed that the conduc-
tivity is constant, most of the rocks have magnetic permeability p = po. In this
case the magnetic field H is divergence free:

V-H=0
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In this situation, the vector potential for which
magnetic field:

iVLF = 0 on 012, coincides with the
Wo L

F=H
We start with the standard curl-curl equation for the magnetic field H:

@) [ 2V ) (TRR) 4w [ ot K= [ 25 (TXR)

Substitution of (H -V (.VLH )) instead of H, results in the equation presented

below: -
/i(vXH).(—vXKH/ i(v.H)(v—.K)Hw/MOH.E
Q0 Q00 Q
1 iMp (X7 ~«
(49) :/Q —J" . (VXE)

VEKeH(VX)NH(V:), nx Kl|osg =0
HeH(Vx)NH(V:), nx H|gg=nx Hl|sq

where n x H denote tangential boundary values for H.
The sesquilinear form of this equation for 6 e R and 0 < 0,,, < 6 < o)y < 0 is
coercive and bounded with respect to the norm

IK]v.vx = \/IIV x K[§ + IV - K[ + IK]3

So the equation admits a unique solution, which is the magnetic field H.

The advantage of the equation (49) is that the sesquilinear form is coercive, even
if the term iw fQ woH - K is not present, as long as the boundary of the domain
Q is connected. This situation happens when the frequency w = 0. As a result
the system matrix is well conditioned for small frequencies. If there is a jump in
conductivity, the condition number of the system matrix increases, yet the situation
is similar to the case of a discontinuous coefficient in the Poisson equation. Even
for a high contrast in conductivity, it should be sufficient to use standard vector
multigrid preconditioners [35] for an iterative solver to converge.

This kind of regularization has been studied in the literature (see [1, 13]) without
introducing the notion of the Schelkunoff potential. Indeed, if the original field is
divergence free, then the Schelkunoff potential of Theorem 3.1 coincides with the
original field. An interesting eigenvalue analysis for the equation with and without
the divergence term is presented in [30].

In geophysical applications a computational domain is usually a convex polygon
(in magnetotellurics it is a cuboid). In this situation (H')3 N Ho(Vx) is dense in
H(V-) N Ho(VX), so the use of the nodal shape functions leads to a convergent
discretization. Caution is needed when applying this method to other problems as
(HY)3 N Ho(Vx) is not always dense in H(V-) N Ho(Vx) (see [13] or Appendix B
in [6]). In application to magnetotellurics, numerical tests involving equation (49)
are presented in section 8.

8. Numerical results

In this section, the magnetic field H for a plane-wave (magnetotelluric) source
is calculated using equation (49) and compared with a field calculated by an inde-
pendent integral equation code of [36].

The considered model is a conductive brick of resistivity 1Qm and dimensions
1km x 2km x 2km in the whole space of resistivity 100Q2m. The field is calculated
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500m above the brick, along a line going in the y-direction. The second order nodal

shape functions for a hexahedral mesh (Q2) are used for each component of the

field. A sketch of the model and the hexahedral mesh is presented in Figure 2.
The solution H is approximated by

n
(50) H=> x;N;
j=1

where n is the number of degrees of freedom, N; are shape functions. Inserting
(50) into equation (49) gives

Jo 2 (VX SN ) - (V x N+ fo £ (V- 2y V5 ) (V- M)
+ZL«JfQ o Z_?:l SL'ij . Nk = fQ %J”’W(V X Nk)

which produces a linear system Ax = b to be solved, where
1 1 )
Akj:/ T(VXNj)'(VXNk)-i-/ T(V'Nj)(V'Nk)-i-’Lw/MQNj-Nk
Qo Qo Q
1 .
bk:/ szmp,(vak)
00

The total field generated by a plane wave in the whole space with the brick, is
decomposed into a primary electromagnetic field (H,, E,) and a secondary electro-
magnetic field (Hs, Es)

H,=H,+H, E, =E,+E,

The primary field is a plane wave traveling in increasing z direction in the 100Q2m
whole space with H field purely in the y direction. The secondary field is the change
of the field due to the presence of the brick. The code solves for the secondary field
H,, with n x Hg = 0 on 99). It is assumed that o = oy is the conductivity of a con-
ducting brick in a whole-space, with the source J“"? = E, 0, where 05 = 0y — 0y,
is the difference between the conductivity of the whole-space with the conducting
brick and the conductivity of the whole space. Two frequencies were considered:
0.001Hz and 10Hz. The mesh consisted of 15x15x20 hexahedral elements and ex-
tended more than 20km from the brick. The inner part of the mesh is presented
in Figure 2. The linear system had 98,397 unknowns. QMR with incomplete LU
preconditioner converged to the relative residual norm of 10~7 in 28 iterations for
the frequency 10Hz and in 54 iterations for 0.001Hz.

Figure 3 presents a ratio of the secondary field to the primary field. The fields
calculated by an Integral Equation code [36] and FEM code that uses (49), are sim-
ilar for both frequencies. The proposed method gives proper values of the magnetic
field H.
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FIGURE 2. Sketch of a considered model for numerical simula-
tion(left); Hexahedral mesh cross-sections(right).

9. Appendix

Three vector identities are used. For K, L : R3 — C3?,u : R3 — C, which are at
least C? regular in Q, we have:

(51) VxVxK=V(V-K)-V-(VK)

(52) /Q(VXK)-LZ/QK.(VxL)+/m(nxK)-L

(53) /QVUoK:—/QuV'K—F/aQu(Km)
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