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AN ADAPTIVE IMMERSED FINITE ELEMENT METHOD WITH
ARBITRARY LAGRANGIAN-EULERIAN SCHEME FOR
PARABOLIC EQUATIONS IN TIME VARIABLE DOMAINS

ZHIMING CHEN, ZEDONG WU, AND YUANMING XIAO

Abstract. We first propose an adaptive immersed finite element method based on the a posteriori
error estimate for solving elliptic equations with non-homogeneous boundary conditions in general
Lipschitz domains. The underlying finite element mesh need not fit the boundary of the domain.
Optimal a priori error estimate of the proposed immersed finite element method is proved. The
immersed finite element method is then used to solve parabolic problems in time variable domains
together with an arbitrary Lagrangian-Eulerian (ALE) time discretization scheme. An a posteriori
error estimate for the fully discrete immersed finite element method is derived which can be used
to adaptively update the time step sizes and finite element meshes at each time step. Numerical
experiments are reported to support the theoretical results.

Key words. Immersed finite element, adaptive, a posteriori error estimate, time variable domain.

1. Introduction

Partial differential equations in time variable domains have tremendous interests
in scientific and engineering applications including, for example, fluid-structure
interaction [4, 18, 16] or melting process [5]. We consider in this paper the following
parabolic equations in a time variable domain

(1) % —Au = f in Q(t), a.e. t€(0,7T),
(2) u = 0 on I'(t), ae. t € (0,7),
(3) u = ug in Q(0),

where T > 0 is the length of the time interval, Q(t) C R? is a bounded domain at
time ¢ with Lipschitz boundary I'(t). We remark that the results in this paper can
be easily extended to deal with problems with non-homogeneous Dirichlet bound-
ary condition and other types of boundary conditions such as Neumann or Robin
conditions.

Let F} : Q — Q(t) be the bijective map which for any ¢ € (0,7), maps the
reference domain € to Q(t). The problem (1)-(3) will be discretized in time by the
following arbitrary Lagrangian-Eulerian (ALE) scheme [16, 17] (see also section 3
below):

n rrn—1
(4) lfv”VU”fAU":f” in Q" =Q("),

Tn
where U"~! and v" are defined by

U1 = U (Fyer (Fr (@), V" = (0uF) |o—en (Fiat (@), Yz € Q™.
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One approach is to solve (4) by the finite element method using the mesh which is
the map of a fixed finite element mesh in the reference domain Q). This approach has
the difficulty of possible mesh distortions which may lead to undesirable remeshing
procedures in practical applications. We also remark that the ALE scheme is closely
related to the variable mesh method in [20] whose convergence is also studied in
[26].

In this paper we propose to solve (4) by using the immersed finite element method
in which the finite element meshes need not fit the boundary of the domain. This
allows one to combine the technique of adaptive finite element method based on a
posteriori error estimates to obtain a fully adaptive algorithm for solving (1)-(3)
with error control which achieves quasi-optimal error reduction as solving parabolic
equations on time invariant domains (cf. [6]). We remark that immersed finite
element or finite difference methods have been extensively studied in the literature.
In the finite difference setting, we refer to the immersed boundary method in [28],
the immersed interface method in [22, 24], the ghost fluid method in [27], and
the references therein. In the finite element framework, we refer to the work of
[25, 10] for elliptic problems with discontinuous coefficients in which finite element
basis functions are locally modified for elements intersection the interface where
the coefficient jumps. In [8] the adaptive immersed interface finite element method
based on a posteriori error estimates is proposed for elliptic and Maxwell equations
with discontinuous coefficients.

In this paper we first develop an adaptive immersed finite element method
based on the a posteriori error estimate for solving elliptic equations with non-
homogeneous boundary condition in general Lipschitz domains. We remark that
the a posteriori error estimation and adaptive finite element methods for elliptic
problems are extensively studied in the literature for polygonal domains with the
exception of [12] in which boundary fitted finite element meshes are used. The
boundary fitted finite element mesh has the difficulty in refining boundary ele-
ments which may destroy the mesh shape regular property if mesh regularization
techniques are not used. In this paper we extend the construction of immersed
interface finite element in [8] and propose an immersed finite element method to
solve elliptic problems on domains with piecewise smooth boundary. Our construc-
tion is equivalent to solving the problem on a boundary fitted finite element mesh
that satisfies the maximum angle condition. Thus optimal a priori error estimates
are guaranteed if the solution are smooth in H?(Q2). We also derive a reliable and
efficient a posteriori error estimate by introducing a Clément type interpolation
operator and using a result of [15] to localize the approximation error of the non-
homogeneous boundary condition in H'/2 norm. We also refer to the work of [30]
and the references therein for the study of a posteriori error estimation for elliptic
problems with non-homogeneous boundary conditions in polygonal or polyhedral
domains.

We next apply the immersed finite element method for the elliptic problem de-
veloped in the first part of this paper to solve the ALE scheme (12) and obtain a
fully discrete immersed finite element method for (1)-(3). We derive an a posteriori
error estimate of residual type which can be used to adapt the meshes and time step
sizes in practical computations. The derived a posteriori error estimate reduces to
the standard a posteriori error estimates for parabolic equations in e.g. [29, 7] if
the domains are not variable in time. The new difficulty of estimating the parabolic
extension of the discrete boundary data on the variable time domain is overcome
by using a deep theorem of Verchota in harmonic analysis on the solvability of
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Dirichlet problem of Laplace equation with LP boundary value in general Lipschitz
domains.

The layout of the paper is as follows. In section 2 we study the immersed finite
element method for the elliptic problem. In section 3 we introduce the ALE scheme
and the fully discrete finite element discretization. In section 4 we derive the a
posteriori error estimates for the fully discrete method in section 3. In section 5 we
report numerical examples to illustrate the competitive performance of the adaptive
immersed finite element method based on the a posteriori error estimates derived
in this paper.

2. The elliptic problem

Let © be a domain in R? with the Lipschitz boundary I'. Given f € H~(f),
g € HY?(T), we consider in this section the problem to find the solution u € H'(£2)
such that u =g on I and

(5) /QVu Vv dz = (f,v)q, Yv € Hy(),

where (-, -)q is the duality pairing between H~1(Q) and H}(Q2). The existence and
uniqueness of the above problem is well-known by Lax-Milgram lemma.

2.1. The immersed finite element method. Let 2 be included in a polygonal
domain j and M} be a shape regular mesh over ;. The elements in 25 have
non-empty intersection with €. For the element K that has non-empty intersection
with the boundary I', we assume I intersects the boundary of K at most twice. This
assumption is not very restrictive in practical applications if the mesh is sufficiently
refined near the boundary. We call the elements that intersect I" through two sides
the type I immersed boundary element and the elements that intersect I' at one
vertex and one interior point of the opposite side the type II immersed boundary
element. The other elements that have non-empty intersection with I' are called
non-immersed boundary elements (see Fig. 2.1).

FIGURE 1. The type I immersed boundary element (left), the type
IT immersed boundary element (middle), and the non-immersed
boundary element (right).

For any K € My, we let V,,(K) = P;(K) for any element K which lies entirely
inside (2 or is a non-immersed boundary element. For the type I immersed boundary
element K, we connect the two intersection points of I' which then splits K into a
triangle and a quadrilateral. We further break the quadrilateral into two triangles
by connecting the diagonal that divides one of the larger inner angle opposite to the
two vertices of K (see Fig. 2.1). For the type II immersed boundary element K,
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it naturally breaks into two triangles by connecting the vertex and the intersection
point T" on the opposite side (see Fig. 2.1).
We define the following immersed finite element space

Vi(K) ={v e C(K) :v islinear in each of the sub-triangles of K}.

The degrees of freedom of functions in V4, (K) are their values at vertices and the
intersection points on the sides. We have the following interpolation error estimate.

Lemma 2.1. Let K be the immersed boundary element. Let u € H*(K) and Inu
be its Lagrange interpolant, then we have

llu = Tnull L2 k) + hic [V (u = Inw)l| 2y < Chic|lull a2 (x),
where hy is the diameter of the element K.

Proof. We show that the sub-triangles satisfy the maximum angle condition and
thus the lemma follows from the well-known interpolation estimates, cf. e.g. [3,
19]. The type II immersed boundary element satisfies trivially the maximum angle
condition. For the type I immersed boundary element K as shown in Fig. 2.1, let
fp be the minimum angle of K. It is clear that the maximum angles of ACEF
and AABF are bounded above by m — y. For the triangle AAEF, we first notice
that ZAEF > 6, thus the angles /FAE and ZAFE are bounded above by 7 — 6.
Next since /BFE > ZAEF, we have

2n = /BFE+ ZAEF + /CAB + ZABC > 2/AEF + 20,.
This completes the proof. ([l

Let Vi,(Q) = {v € C(Q) : v|g € Vi(K) for any K € M;} be the finite
element space over €, and V,2(£2),) be the set of all functions in V},(€5) that vanish
at all degrees of freedom on I' and the nodes outside Q. The functions in V;'(£2,)
are supported in €, = Q,\Q2", where Q9" is the union of all sub-triangles of the
immersed boundary elements which have at least one vertex outside .

We assume f € L?() and extend it to be zero outside Q. Let g, be some
approximation of ¢ defined on Ty, = 8Q,. We define the following finite element
approximation of the problem (5): Find uy € V() such that up = g on I', and

(6) Vup - Vopde = [ fopde, Yo, € VP(Q).

Qp Qp
We remark that the problem (6) is equivalent to the conforming linear finite ele-
ment approximation over Q,. We use the formulation in (6) because we find it is
convenient for developing the adaptive finite element method. In the following, for

the sake of definiteness, we always set uj, to be zero at the nodes outside ().
The following lemma will be useful for our analysis [23, Lemma 3.4].

Lemma 2.2. Let D be a bounded domain in R? with Lipschitz boundary T'p. Let
Se(Tp)={z € D: dist(x,I'p) < o } be the o-neighborhood of T'p. Then we have

lull z2(s, )y < CVOllullmi(py, Yu € HY(D),
for some constant C independent of o.

Theorem 2.3. Let I' be C? and u € H*(Q)). Let gj, be the Lagrange interpolation
of g. Then we have

IV = un)llL2q,) < Chllullr2),

where h = maxxem, hi.
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Proof. By Stein extension theorem [1, Theorem 5.24], we can extend u € H?(Q)
to some @ € H?(R?) such that ||| g2re2) < Cllullg2(q). Denote v, = up — Ina €
V9(Q4), where I is the Lagrange interpolation of @ in Q, and is zero at the nodes
outside €,. Then by (6)

”vvh”iz(ﬁ}) = [ fondr — /~ Vi - Vopdx
' Qp Qp

= | fopdx— [ Va-Voupde+ [ V(i — Ia)Vuyde,
Qn Qp Qp

which, by using integration by parts in the first term and the Cauchy-Schwarz
inequality and Lemma 2.1 in the second term, yields

IVen oo,y < [ (F+A0)onds + Ol [ Venl2 0,
h

Since f 4 Au = 0 in Q and the width of Q,\Q is bounded by Ch? because I is C2,
we can use Lemma 2.2 to get

lonllgna < CRILF + Adl 2,

[+ Byunde <[+ Al 7ol

Qpn

This implies [|[Von| 2, ) < Chllifl g2, ) < Chllull#2(0). The lemma now follows
from the triangle equality and the error estimate in Lemma 2.1. O

2.2. A posteriori error analysis. We start by recalling the Clément interpo-
lation operator on the shape regular mesh [11]. Let {z;}7_, be the set of nodes
of the mesh M, and denote {%‘}3]_:1 the corresponding nodal basis function of
H'-conforming linear finite element space over My, i.e., ¥;(z;) = §;;, 1 < i < J.
For any x;, define S; = supp(%;), the star surrounding z;. The standard Clément
interpolant for functions in L!(€Q) is defined as

<

() (2 Z i) (x)0;(x), Yo € LH(Q),

j=1

where R; : L'(S;) — P1(S;) is alocal L? projection operator, that is, R;p € P;(S;)
such that
/ (Rjp)vpda :/ pupdx, Yo, € Pi(S;).
S; S;
Now we define an interpolation operator IIj : L'(24) — V2 (). Let {25}/,
be the set of nodes of M, such that S; is included in Q (see Fig. 2 where only
Vo, V1 are such nodes). The modified Clément interpolant H?L is then defined as

<

(7) Z 0)(x5)05(x), Yo € L1 Q).

J=1

Notice that I19¢ vanishes in all boundary elements and thus belongs to V,2(£2,).

For any element K € My, if K is included inside 2 or is a non-immersed
boundary element, we denote £(K) the set of the sides of K that are not on €,
and if K is an immersed boundary element, we let £(K) be the set of all line
segments whose end-points are one vertex of K inside ) and one intersection point
of T and OK. The set of all line segments in £(K), K € My, is denoted as Bj,.
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FIGURE 2. A typical boundary element T

Lemma 2.4. There exists a constant C > 0 depending only on the minimum angle
of My, such that for any p € H}(Q) which, for convenience, is extended by zero
outside € if necessary and is still denoted by ¢,

(8) lo — Tl 2(x) < ChiclI Vel 2y VE € My,
(9) ||g0 — H(})LQOHLQ(e) S Chi/ZHV(p”Lz(é), Ve S g(K) not on th,

where K is the union of all elements having non-empty intersection with K, he =

min(hg, he,r) with her = max mi{} |z — y| being the distance between e and T', € is
rEce ye

a patched of elements surrounding e. Fig. 2 shows a possible configuration for é.

Proof. To show (8) we first notice that by the standard error estimates for Clément
interpolation operator [11], II,¢ satisfies the estimates (8). Thus we only need to
consider [T, —TI9¢|| 12(k). It is clear that we only need to consider the case when
K has one or several nodes x; whose support of the basis function S; is not entirely
included in . The set of such nodes are denoted N(K). For z; € N(K), we have

/ R;pdx
S

(Rje)(z;)] <

1 1
R;ip)(x; ——/ Rypdx| +
( J )( J) |Sj| 3 J |Sj|

1
< CthVRjSD”LOO(S‘j)—’—m / wdx
il /s,
< C|IVR;¢llL2(s;) + Ch; Hlellpasy)
< CIIVellLas;),

where h; is the diameter of S; which is bounded by Chg. Here we have used the
scaling argument and Poincaré inequality in the last inequality since ¢ vanishes in
part of the boundary of S;. Thus

e — Mgl < Y [(R@) @) slle2) < Chil Vel 2 i)-
:l)jGN(K)

To show (9), we only consider the case when K is an immersed boundary element
since otherwise, the estimate is a direct consequences of (8) by the scaled trace in-
equality (see e.g. the argument in [9, Theorem 4.1]). If K is an immersed boundary
element and e € £(K), by the definition of h. r, we could put e in a tube T, of
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width her along I' in which ¢ vanishes in part of its boundary. Since II)» = 0 on
e, we easily obtain the estimates

lp = Mol 2oy = Iellz2cey < CRPIIVollLairy < CRY? Vel L2 ),

where in the last estimate we have used the local uniformity of elements in M.
This completes the proof. ([

Now we introduce the local error indicator ng on K € My,

nic = hiclfIZ2c0 + D2 el [Vun - nlelia),
e€é(K)

where [Vuy, - n]. is the jump of discrete flux across e.
In the following theorem, we derive the upper bound of [[u — up| g1 (o) in terms
of ng and g — up on the boundary.

Theorem 2.5. Let u and up, be the solution of (5) and (6), respectively. There
ezists a constant C > 0 depending only on the minimum angle of My, such that

1/2
v —unllzr@) < Cllg — unll g2y +C ( Z 77§<> .
KeMy

Proof. For any ¢ € HZ(2) which we extend to be zero outside Q, by (5) we have

(V(u—up),Vy) = /ngwdx—AVuh~V¢dx

fodx — Vuy, - Vedz
Qh Qh

i flo —)p)dx — i Vup - V(e — I p)da,

where II) is the modified Clément interpolation operator defined in (7) and we have
used (6). Now since ¢ and II9 ¢ are zero outside © we have

(Vu—w),Ve) = Y / flo—p)dr— 3 Vu - V(i — M) dz,
Kem, 'K KeM,, ” ENL

which by integration by parts, Lemmas 2.4, and standard argument in a posteriori
error analysis, implies that

V=) V) = 3 [ fo-Mhoi= Y [[Vu-nllo~Mhg)da

KeMy, ecB, V¢
1/2
< C( > 77?{) IVellz2)-
KeMy,

Let ¢ € HY(Q) be any function that satisfies ( = u — u, = g — uj, on I'. By taking
o =u—up—C € H}Q) in above equality we obtain

1/2
||uUh||H1<msc||<||H1<m+C< > ni) :

KeMy

This completes the proof since ( is an arbitrary function that equals to g — up on
the boundary. O
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To consider the local lower bound of ||u—wus| g1 (q), we define the local oscillation
for K € My, as

oscx = hg | f = frllpzz)s

where fz = | Iz inq Jdx and K is the union of all elements having non-empty

|KmQ
intersection with K. We assume for each immersed boundary element K € My,

there exists an element K’ C K which is entirely contained in €. This assumption
is not very restrictive if the mesh is sufficiently refined near the boundary.

Theorem 2.6. There exists a constant C > 0 which depends only on the minimum
angle of My, such that

Wil 22y < NIV (u—un)l7z ) +o0scke, VK € My,

~ he
CheHI[VUh . I'I]Ie”%z(e) S prV(U — uh)||%2(K1UK2) + OSC%<7 Ve € Bh,e = Kl n K27

where p. = min(pk,, px,) and pk, denotes the radius of the largest interior ball of
K;. K; (i =1,2) can be either an element in My, or a sub-triangle inside some
immersed boundary element.

Proof. We only consider the case when K is an immersed boundary element and
e € E(K) since otherwise, the estimate follows from the standard argument (see
e.g. [9)). .

1°) For the immersed boundary element K, we assume K’ € K is contained in
Q. Then

KAz < 20k FelTeay + 20 = Frlliecr)
< R B 23S —
< Ch2’||fK||L2 K" +2h% || f — fK”Lz
< Chic |l fI2ewry + Chicl f — fK||L2(K
< OV =)o + CHS — Fi iy

where we have applied the standard argument of lower bound on K’ in the last
estimate.

FIGURE 3. Bubble function associated with e.

2°) For any side e € By, let 1. = 4\ A, be the bubble function supported in
K] U K}, where K] C K; is a triangle with e as one of its sides and pg, as the
height on e (See Fig. 3 for an illustration), A\; are barycentric coordinate functions
associated with the nodes of e. We denote J, = [Vuy, - n], for short. Denote by
1) = Betbe the function satisfies

/Je ¥ = hellJell72(c)-
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It is easy to check that

i 1/2
64sc<;> B2 el oo

and thus

_o\1/2
_ = he ~
Wt 1l e xromy) < ChY 2 ellzz(e)s IV@llr2criury) < C (p) W2 (| Jell L2 ey-
By (5) and (6), since ¢ € H}(K; U K3), we have
/Je Y= fudx — / V(u — up)Vipdz
e K{UK) KUK}

~ he 5
Ché/2||JeHL2(e) (h%(”f'zL?(IﬁUKg) + p—||V(u — uh)%z(KluK2)> .
e

hellJell72 ()

IN

This completes the proof upon using the estimate for hx|| f| r2(x)- a

To localize the global upper bound [|g — up || g1/2(r, we recall the following the-
orem of Faermann [15, Corollary 2.3].

Lemma 2.7. Let I be an arbitrary finite index set and {vy}qer € HY?(T) with
weakly disjoint supports, that is, the measure |supp(v,) N supp(vy)| = 0 for all
p,q € I,p # q. Then there exists a constant C independent of the index set I such

that
2
—1 2 2
O ol sy < || X 0y < €2 eallsncey
qel g€l g€l

If g € C(T") and gy, is the Lagrange interpolation of g on I'y, then g — uj, vanishes
at the intersection points of K and I". Thus by combing Theorem 2.5 and Lemma
2.7 we have

1/2
lg = wnllgrrzqry <€ < > o uh@;w(mr)) '

KeMy

By the definition of the Sobolev-Slobodeckij norm of order 1/2 we obtain the
following upper bound when g = 0 which will be used in our computations.

Corollary 2.8. Let g =0 in I". We have

1/2
[unll /2y < C( > hKHVuhlliz(zmr)) :
KeM,

To conclude this section we give some remarks. The constant % appearing in
Theorem 2.6 could deteriorate the efficiency of jump residual for some sub-triangles
(see left case of Fig 4 for an example in which Ky comparing with K; is much too
narrow in shape). We note that % will not blow up even for flat sub-triangles (see
right case of Fig 4) and the lower bounds of residue in Theorem 2.6 do not depend
on such constant. This problem is not very serious in the practical applications of
using the error indicator for the mesh adaptation since it leads to possible over-
refinement only for immersed boundary elements.
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he

FIGURE 4. The constant 2¢ in the lower bound of (10) may blow
up in the left case while stays safe for the right.

It is somewhat inconvenient to calculate h. in practical applications. In our
implementations we use the following enlarged a posteriori error indicator

T = B3| 2oy + Y. hcl[Vun - nlel3a),
e€&(K)

The upper bound of Theorem 2.5 is still valid if g is replaced by 7k .

3. The arbitrary Lagrangian-Eulerian scheme

Let G(0,T) = {(z,t) : = € Q(¢),t € (0,T)} be the space time domain which we
assume is Lipschitz. Given f € L?(0,T, H~1(Q(t))) and up € L*(©2(0)), the weak
formulation of the problem (1)-(3) is to find

we L*(0,T, Hy (1)) 0 H' (0,7, H™H (1))
such that u = ug in Q(0) and for a.e. t € (0,7
(10) <atu,'U>Q(t) + (VU, V”U)Q(t) = <f,U>Q(t), Yov S H&(Q(t)),

where (-, -)q() is the duality pairing between H~*(Q(t)) and H{(Q(t)) and (-, -)oe)
is the inner product of L?(£2(¢)). The uniqueness and existence of the weak solution
can be proved by extending the Galerkin method for parabolic problems in cylin-
drical space time domains. Here we omit the details. For simplicity we assume in
the following that f € C(0,T; L?(2(t))).

Let 7, be the n-th time step size and set

"= T, () = el t"),
=1

for any function ¢ continuous in time. Let N be the total number of time steps,
that is, t¥ > T. We assume there are constants C; and Cs such that Ci7—1 <
Tn < CoTp—1,m=1,--- 'N.

Now we introduce the ALE time discretization scheme for the problem (10). Let
F,: Q) — Q(t) be the bijective map which for any ¢ € (0,7"), maps the reference
domain © to Q(t). Denote F ' : Q(t) — Q the inverse map of F;,. We assume
F(#,t) = Fy(#) and F~'(z,t) = F, '(z) are Lipschitz continuous in G(0,T). For
any function v(z,t) defined in (t), we will use the notation o(&,t) = v (F(&),t)
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to denote the pullback of v to . Then for the solution u of the problem (10) we
have

Oy, t) = Opu (Fy(@),t) + Vu (Fy(2),t) - O Fy(&,t)  in Q,
and the equation (1) transforms to
(11) Ayt — Vu (Fy(2),1) - O, F (&) —Aa=f inQ,
where At = J~'div [J(DFt)*l(lA)Ft)*T@ﬂ} is the transformed Laplacian in the

reference domain Q, DF, is the gradient matrix of the map F}, and J(&) =
det(DFi(z)). The implicit Euler scheme for (11) at ¢t = ¢" is

Un _ Unfl

Tn

— VU"(Fp (2)) - (0 Fy)| = (2) — AU™ = f*  in Q,

which yields the following ALE scheme after transforming the equation back to
Q= Q™)

U™ — Un—l
(12) — —Vv".VU"-AU" = f"* in Q"

TTL
where U"~! and v" are defined by
(13) U = U W (Fpa (Fat (2)), V" = (0:F)|men (Fa' (2)), Va € Q™.

Let © be a polygonal domain such that (¢t) C Q for any ¢ € (0,7) and My, the
shape regular triangulation of 2. We will use the immersed finite element method
in section 2 to discretize the elliptic problem (12) at each time step. We will always
assume the mesh M™ at time t" is a refinement of a subset of elements in M,,.
Thus the consecutive meshes at two time steps are compatible in the sense that M™
is obtained from M"~! by refinement/corasening procedures.

Let QF be a polygonal domain such that Q" C Q}. Let M" be a regular
triangulation of QF and V;*(Q}) the immersed finite element space defined in section

2. Denote X;Z(QZ) the set of all functions in V;*(Q2}) that vanish at all degrees

of freedom on I'} and outside Q™. The functions in V }(2}) are supported in
Qp = QN\Q" where Q""" is the union of all sub-triangles of the immersed
boundary elements in M™ which have at least one vertex outside 2". We also

denote I} : C(Q2) — V' (Q}) the standard Lagrangian interpolation operator.
The immersed finite element approximation at the n-th time step reads as follows:

Given U~ ey~ 1(Qp~") which we extend to be zero outside Q7 ~', then M"~?
and 7,1 are modified as described below to give rise to M} and 7, and thereafter

up 61}2(92) computed according to the following prescription, for any vy E‘?’
(),

(U, vianr — (UL ooy — (V- VU vi)ar  + (VU Vop)ap
(14) = Tn(f”ﬂﬁ)ﬂ;y

Here we extend f" to be zero outside Q" and define U;' ! (z) = U} (Fin—1 (Fn' (1))
for x € Q" and U (z) = 0 for € Qp\Q".

The discrete problem (14) is obviously well-defined. One can also derive a priori
error estimates for the solution (14) by using the energy argument and the results
in Section 2. In this paper we are interested in the a posteriori error estimate and
developing adaptive finite element method for solving the problem (10). We leave
the a priori error analysis to the interested readers.
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To conclude this section we recall Hadamard formula which will be used in the
subsequent analysis. Assume that the space time domain G(0,7T) is defined by a
level set function ® which is Lipschitz in R3 such that

®d(z,t) <0 in Qt), ®(x,t)=0 on(t), ®(x,t) >0 in R*\Q(t).

We assume the level set function does not degenerate at each time ¢, that is, |V, ®| >
0 on I'(¢) for any ¢t € (0,T). The following lemma is a generalization of the classical
Hadamard formula [2].

Lemma 3.1. Let G(0,T) have Lipschitz boundary. Assume that
£,0cf € L0, T LY (1)), f € L%(0,T5 LY(I(1))).

Then we have

d af
15 — fdx z/ —dz f dsg, a.e. t€(0,T).
(15) dt Jogw o) Ot (1) |V ‘I’| ©.1)

Proof. For the sake of completeness we include a proof here. For any fixed ty €
(0,T) and an arbltrary small number € > 0, by using integration by parts we have

tot+e tot+e
/ / d dt = / fdx—/ fdac+/ Ineds g p)
Q(t) ot Q(to+e) Q(to) to T'(t)

foke V|
/ fdw—/ fda:+/ fne dsdt,
Q(to+e) Q(to) to rey” |Va®|

where n; is the time component of the unit normal to dG (0, T') and V& = (V,®, 9,®)7
is the gradient in the space time domain. Since n; = 9,®/|V®| by the property of
the level set fumctlon7 we know that

/t0+e/ tote 8,5@
dxdt / fdm—/ fdx—i—/ ————ds,dt.
) Ot Qto+e) Qto) T (1) |Vx‘1’|

The lemma follows by dividing the above equation by e and letting € tend to 0. [

In our case T'(t) is a mapping of some reference boundary I,z = Fi(%) for
x €T (t) and Z € T', we have ®(F;(2),t) = 0 on I'. Thus
(VD) (Fi(2),t) - 0:F(2) + (0:®)(Fy(2),t) = 0.

Let v(x,t) = (9:F;)(F; *(x)) be the moving velocity of the boundary T'(t). Then
we deduce from Lemma 3.1 that

d of
— fdx:/ —dx + f(v-ny)ds,,
dt Jow o) Ot r(t) ( )

where n, = V,®/|V,®| is the unit outer normal to I'(¢) in the plane occupied by
Q(t). This is the classical form of the Hadamard formula.

4. A posteriori error analysis

For any & € Q, let U*(2) = Ul (Fn(2)), 1 < n < N, which is well-defined since
Q" C Qp. We define
Un(e.t) = U607 (B (@) + (1= 1) 0p~ (7 @), Ve € Q) Ve <t <,

where [(t) = (t — t—1)/Tn.
The following estimate is the starting point of the a posteriori error estimation
in this section.
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Lemma 4.1. Let

u@ﬁ@w:%%gﬁ

Then there exists a constant C independent of T such that

—~A(u—Uy) in HYQ(t)) a.e. in (0,T).

T
2 2
s o= UnlFoy + [ 19— U)ot

< luo = URlIZ 200y + CogltaSXT 11172 e
T
(17) + C/O (Hle%I*l(Q(t)) +10:ClE-1 0y + ||VC||2L2(Q(t))) dt,

where ¢ € L2(0,T; HY(Q(t))) N H*(0,T; H-*(2(t))) be any function such that { =
u—Up =—-Up onT(t), a.e. t €(0,T).
Proof. We use the standard energy argument. We multiply (16) by v = u—Up—( €
H}(Q(t)) and use Lemma 3.1 to obtain
1d
5%”“ —Un — C||2L2(Q(t)) + IV(u—Un — C)”%Z(Q(t))
= (fi = 0Cu—Un = Qaw — (V¢ V(u—Usn = ())aw
< C(IlA = aclla-10ay) + IVE¢2m)) IV (= Un = Ol z2(00))-
By Cauchy-Schnwarz inequality we obtain easily
T

s 4= Un = Py + [ 1900= 0= Oyt

< luo — UR = Coll32 a0

T
+c[;(wuﬁqgmn+n@d@4«m»+nvq&qmwgda

The proof follows from the triangle inequality. (I

¢ is the parabolic extension of the boundary value —Uj, on I'(t) whose estimation
is our next goal. We first recall the following theorem of Verchota [21, Theorem
2.2.22].

Lemma 4.2. Let D be a bounded Lipschitz domain in R, d > 2, with D and Rd\D
connected. There exists € > 0, which depends only on the Lipschitz character of D
such that %I + K is invertible from LP(OD) to itself, where K is the operator on
0D given by
1 (z —y,n(y))
Kg(x :—/ ——""g(y)ds(y).
T T

Here wy is the surface area of the unit sphere in R and n is the unit outer normal to
0D. Consequently, the solution to Dirichlet problem —Awu = 0 in D with boundary
condition w =g on 0D, where g € LP(0D),2 — e < p < 00, can be represented as

1 (z —y,n(y)) (1 >_1
w(z)=— | 2214 K ds(y).
@)= [ SRS (9)ds(y)

For any 1 <n < N, t" 1 <t <" let ("(2,t) € H () be the weak solution of
the Dirichlet problem

(18) —A{=0inQ, ("=— [Z(t)f];; r(1- l(t))U,’j‘l} on T
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By Lax-Milgram lemma, é” is uniquely existent. We define

C(z,t) = C(F7 ), t), YeeQt),t" ' <t<t",n=1,---,N.
It is clear that ( = —Uj, on I'(¢), a.e. t € (0,T).
Lemma 4.3. There exists a constant C' > 0 independent of T' such that

T
oD 1€11Z 2 000y +/0 (HatCH?rl(n(t)) + ||VCH2L2(Q(15))) dt

N
< OT max (Z hKnvw:iQ<Kmpn>>+cZTn||<Us—Uﬁ1>/Tn%2<m.

0<n<N
KemMn n=1

Proof. For t € [t"~1 "], notice that
0iC(,t) = 0" (Fy (), ) + VM (F @) 1) - 0, F, (), Yo € Q1)
we obtain, since F; and Ft_1 are Lipschitz continuous,
||3tCHH—1(Q(t)) < CHBtCAn”Hfl(Q) + C”@én”m(())
< Ol -1y + CIVC I 2(0()-
On the other hand, again by the Lipschitz continuity of F; and F[17 we have

1Ko < O Im@y < C (108 lay + 1TF ey

< (R ey + 10 M apiaen )
By Corollary 2.8 we have
1/2
(19) 1UR | 12 @omy < € ( Z hK”VUiH%?(Kan)) :
KeMm

Thus we only remain to estimate [|9,¢" || H-1(Q)- By Lemma 4.2 we know that there
exists a function § € L2(I") such that 191l g2y < co\op - U}?_l)/TnHLz(f) and

"= o [ gasp)

T o

>

O
Thus, for any ¥ € H} (Q)a

@i = 5 [ [ EEE i@
(

AN
Q
=
=

N
\’j/)
=
\

S
=

>

S~—

>

QU

<>

o |T—gP

On the other hand, it is easy to see that for any p > 2,

[ (&= §) - B(H)
9

3P 0dz

S Cloll oy < Cldllg ey, Vi€ r,
where we have used the Sobolev embedding theorem in the last estimate. This
shows that
10" -1y < Clldllaqry < CNOE = U~ /7l oy
< CIOR =T /mall 2 (om)-
This completes the proof. O

The following theorem is the main result of this paper.



AIFEM FOR PARABOLIC PROBLEMS 581

Theorem 4.4. There exists a constant C' depending only on the minimum angles

of M", n=1,--- N, such that

T
2 2
e = Uil + [ 1900 = U st

< luwo — U}?HZLz(Q(o)) +CT o hax, < Z hKHva?”%?(KﬁF“)>

KeMn
N N t" B
=1 Kemnr n=17t"""

N
+C 3 7 (PR 2y + IV U gy + IV U = O3
n=1

(O3 = T ralliaen ) -

where f(x,t) = fP(F7Y(2),t) for x € Qt),t € [t"1,t"], and . is the local
error indicator defined by

Nien = WiIR" G000+ D hxllIVUR -n]lZa ),
ecE(K)
up—urt
R = fr— b —h VU
Tn

Proof. From Lemmas 4.1 and 4.3 we only need to estimate || f1llz2(0,7;5-1(0)))-
For any t"~! <t <" and v € H((t)), by the equation (1), we have

(fLviaw = O(u—Un),vaw + (V(u—Un), Vo)aw
= (f—f"v)aw + [(J;" — 0 Up,v)aesy — (VU VU)Q(t)}
(20) + (VU] = Un), VV)agu,

where f™, U are functions defined in Q(t) given by

i) = f"(F7 @), Of(e,t) = Up(F7 @), Vo € Q).
It is easy to see that
(21) I(f = ™ v)am| < CIF = L2y IVl 2 @)-

From the definition of Uy (z,t) at the beginning of this section, we know that U',’; —
Up = (1 — 1)U — Ur~)(F7(2)). Thus, by the Lipschitz continuity of F; and
F,

V(O = Un)llz2@qey < CIVIOE = Uy Dllza@y < CIVWR = 08 Yz,
which implies
(22)  |(V(U} = Un), Vo)aw| < CIIVUR = U D2 IVl @)

For the remaining term in (20), we first note that for any v € H(Q(t)), 6(2,t) =
v(Fy(%),t) is in H}(Q), and consequently, V;, (z,t) := 6(F2*(2),t) belongs to HA (™).
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It is easy to see that

(23) (f" = 0Un,v )Q(t (VU}L7VU)Q(t)
(f" = 0uUn, )@ — (f" = (0Un) (- "), Vi )

+ (" = (0UR) (1), Va)an — (VUR, VVi)ar]
+ (VU VVa)an — (VUL Voo
(24) = T+4I141IL

By the definition of U}, we have
OUn(z,t) = (U = Uy~ (EF @)/
+ [UOVOG + (L= 10)V O (7 (@) - 0F (@),
This yields
OrUn(2,1) — U (#.1")

= [V + (0 —10)Vo @) - @F (@)
—VU &) - (0:F ) (Fy(2)) o=t
Therefore
[0eUn (2, 1) — atUh(fCatn)HL?(Q) < CTnH@Uf?HLz(Q) + C”$(Uf? - U£71)||L2(Q)
(25) < Ol VUR2cop) + CIIV UL = UF D e2ap)-

On the other hand, since F;(F; !(x)) = z, by differentiate the identity in time we
know that

(O F)(F; () + DE((F; () - 0uF,  (x) = 0.

Thus
(atUh)($7tn)
= (UF =0/ 70+ VUR(F N (@) - 0 Himin ()
— (Un _ ﬁnfl)/Tn
—VU(Fp*(x)) - DFy o= t"( Fl () ™" 0 Fy|i—in (Fia' ()
(26) = (Up-U"Y/1 - VU V", VreQn,

where v™ is defined in (13). Now by using (25)-(26) we arrive at
1 = /(f" — B U (- t"))0 (] — J™)d
Q
- [ @T, - ATy
Q

Crallf™ = OUR (") 2 (e 191l 262
+C|OUR (-, t) = OUn (-, ") 2o 191l 12 ()

IN

IA

Clral B 2ap) + Tl VUL 2oy

(27) HIVOR = U~ Y2 | IVl @)
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Similarly, we can estimate the term III

111 / DF;TVUP - DFLTVoJ,di — / DFTVUP - DF7'VioJdi
Q Q

CTn\WUi?HLQ(Q)|W@||L2(Q)

<
< Cma|VUR |2 Vol L2y -

(28)

To estimate II, we first let 1T} : L1(QF) —)1;2‘(92) be the modified Clément in-
terpolation operator defined in (7) over the mesh M™. By (14) and (26) we know
that
(OUR (5 t™), T Vi )ap + (VU VIV )ar = (f", TR Va)an .
Now since V,, € H}(2") and Q" C QF, we have then
L= (f" = 0Un(,t"), Vo = IV )op — (VU V (Ve — I Va) oy
(R", Vo, = Vi )ar — (VUR, V(V, =TI VL) )ap.
Now the argument in the proof of Theorem 2.5 yields

1/2
I < C(IIU%II%mmﬁ > n%) IV Val| L2 amy
KemMn

1/2
(29) < C<||Ui?||?‘{1/2(rn)+ > 77?@) Vvl L2(ot))-

Kemn
Collecting the estimates (21)-(25), (27)-(29), and (19) we have

r 2
/0 LA oy

N N "
< O 3 (et bl VU o)) + €32 [ = ot
= n=1

This competes the proof after using Lemma 4.3. O
5. The adaptive algorithm and numerical examples

The implementation of our algorithms is based on the adaptive finite element
package ALBERTA [31]. We first consider the adaptive immersed finite element
method for elliptic problems in section 5.1 and then for parabolic problems in
section 5.2.

5.1. Elliptic Problem. For the elliptic problem we start with an initial mesh
over a polygonal domain that contains ). This initial mesh is adaptively refined
and we require that through the adaptive refinement procedures, the boundary of
the domain T" intersects the sides of each element of the mesh at most twice as
required by the definition of our immersed finite element method. We will consider
only homogeneous boundary condition g = 0. By Theorem 2.5 and Corollary 2.8
we use the following local a posteriori error estimator

Nk = h%(Hf”QL?(K) + Z hiI[Vun - n]le||2L2(e) + hK||VUh||2L2(Kmr)-
ecE(K)
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The set of the elements marked for refinement Mj, is determined by the following
Dérfler strategy [13].

1/2

1/2
> ok 2;(2@) :

KEMh

ExAMPLE 1. We consider a problem whose exact solution is known to illustrate
the effectiveness index of the a posteriori error estimate. We solve —Au = f in Q
with zero boundary condition, where

2
3
Q:{xERQ: (2951)2_‘_(133()2) >1 andx%+x§<1}.

The exact solution is

w=(1-2%—22) ((2951)2 + (3195;)2 - 1) .

The effectiveness index eff of the a posteriori error estimate is defined by eff = n/&,

where 1 = (ZKEM;L nf()l/z and & = ||[V(u — up)||q. In Table 5.1 we report the
number of nodes N, 7, &, and eff for different choices of TOL. The adaptive algorithm
terminates whenever 77 < TOL is satisfied. We observe that the error & is reduced
by half when the number of degrees of freedom is increased roughly four times. The
effectiveness index eff remains roughly constant when TOL is reduced.

TABLE 1. The number result of different values of T'OLgpqce-

TOL N n & eff
V2 10528 1.315 0.1570 8.3771
V0.5 41353 0.662 0.0805 8.2150
V0.125 154723 0.3402 0.04141 8.2161

ExXAMPLE 2. We consider in this example a problem with a singular solution to
illustrate the competitive behavior of our adaptive algorithm. Let the domain 2
have a reentrant corner with curved boundary as illustrated in Fig. 5. We consider
the equation —Au =1 in Q with the boundary condition g = 0.

06 0.02

0.4

0.2

-0.4/

-0.6f

-0.8|

-1 -05 0 05 -002 -001 0O 001 002 0.03

FIGURE 5. The mesh of 2898 elements after 16 adaptive refinement
steps (left) and a part of the zoomed mesh (right).
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o AY W A"A;‘\(\\»

AV
SODDPARE

FIGURE 6. The discrete solution on the mesh of 2898 elements.

—— Aline slope with -1/2
—+— Adaptive refinement

A posteriori error estimate

10° 10° 10
Number of DOFs

FIGURE 7. Quasi-optimality of the adaptive mesh refinements of
the a posteriori error estimates.

Fig. 5 shows an adaptively refined mesh of 2898 elements and a part of the
zoomed mesh. The solution on this mesh is shown in Fig. 6. We observe that the
mesh is much refined around the tip of corner where the solution is singular. Fig.
7 shows the plot of log N — logn, where N is the number of degrees of freedom

1/
and 1 = (X e p, M)
meshes and the associated numerical compexity are quasi-optimal: n ~ CN~1/2 is
valid asymptotically.

% is the total estimated error. It indicates clearly that the

5.2. Parabolic problem. Now we turn to the adaptive algorithm for parabolic
problems in the time variable domain. We first describe how to construct the ALE
mapping F | := Fjn—10F;," used in calculation of the pullback U;Z*l in (3.4). At
n-th time step, we assume the new position of the boundary is given by a boundary
mapping g : 90" — 90" ~L. The mapping F ; is defined by solving the Laplace
equation:

(30) —AF} ,=0inQ" FE' ;=g ondQ"

The immersed finite element method in section 2 is used to discretize this problem
in QF.

To compute U1 = U""1(F"_,(x)) once we have F_; at hand, we have to do
Lagrange interpolation in an efficient way. The central issue is, for any x € Ky C
M"™, we need to locate the simplex K’ € M"~! which includes 2’ = E" ,(x).
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FIGURE 8. Locate the element K’ € M"~! which includes 2’ = F ,(x).

Our implementation first looks for the macro-element containing x’ and then finds
its path through the corresponding element tree based on the macro barycentric
coordinates. In ALBERTA [31], which works on hierarchical triangulations, we can
perform this operation locally on every mesh element and find the leaf element K’
containing this z’ in an optimal way. For points x close to the boundary it may
happen that 2’ does not belong to the computational domain. In this case, we set
U~ '(x) = 0 as described in section 3.

To begin with the time and space adaptation, we first obtain an initial mesh M°
over a polygonal domain QY that contains ©(0) and controls the initial error ||ug —
Up || £2(e(0))» where U is the approximation of the initial condition which is usually
taken as the Lagrange interpolation of ug for smooth wug. Other approximation is
also possible if ug has lower regularity.

For n > 1, we define the total time error indicator n},. and the space error
indicator 1,,c. by

Nime = (TﬁHR”HQLzmm+Tﬁ|\VU;?||%2<Q;;>+||V(U£L—UZH)H22(Q;3)

n rrn—1 2 1/2
I = T rallBagen )

1/2
ngpace = ( Z ﬁ%(,n) ’ ﬁ%(,n = n%(,n + hKHVUfTLLH%Z(KﬂF")?
KeMn

where the local error indicator 7k, is defined in Theorem 4.4. The proposed
adaptive algorithm can be summarized as follows:

Algorithm 5.1. Given tolerances TOL¢;pe and TOLgpace. Given the initial mesh MO
and Ug, To. Set n =1, tg = 0.

e Time iteration: Let U}’ ~! be computed from the previous time step at time ¢"~!
with the mesh M™~! and time step size 7,,_1. Do while t < T

M= M =1t i=ty, =t T

Construct mapping F,' | := Fin—1 0 F' according to (30);

Use F?_; to calculate U™

Solve U} according to (3.5);

Compute the time error estimator ng, . and the local error indicator 7g n,
summing them up to get 7g,,cc;

Perform mesh and time-step adaptation:
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o If nft,. is too small or too large, t := t — 7, adjust time step until
time threshold is reached

t" 2
n 2 m TOL imi
e N A

n

o If (Nhace)? > TOLgpace®/T', mark the set of elements for refinements
n or for coarsening M7 according to the Dorfler strategy

refine coarse
[14]:
~2 2 ~2 E ~2 2 ~2
Z 77K,n Z Hr Z 77K,m nK,n g 0c Z nK,n'
KEM?efine Kemn KEMgoarse Kemn

Terminate the iteration for the mesh adaptation whenever (nl,,..)* <
TOLspace? /1 is satisfied.
e Setn:=n+1.

We refer to the Algorithm 3.2 of [7] for further implementation details. We define
Ntotal the total estimated error

N
ntzotal = Z Tn [(n:pace)Z + (n?ime)Q] .
n=1

FIGURE 9. Geometric setting of Example 3.

01 015 02 025 03 035 04 045 05 055 06 01 015 02 025 03 035 04 045 05 055 06
time ¢ time ¢

FIGURE 10. The number of nodes and time step sizes at each time
step n (Example 3).

EXAMPLE 3. The first example is motivated from [5] which studies the tem-
perature driven melting of a thin wire end. F1G. 9 shows a sequence of geometric
settings, where I'(t) = I'c(t) UT's(t), denoting the free capillary surface and the
phase transition front, respectively. Here we only consider the problem (1.1)-(1.3)
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A posteriori error estimate
3

—#— Reduction of the total error estima

DOF '

te

g 10°
Number of DOFs

FI1GURE 11. Quasi-optimality of the adaptive algorithm for Exam-

ple 3.
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FIGURE 12. The solutions and corresponding adaptive meshes at
time ¢ = 0.12490,0.27471,0.59694 (from top to bottom). The num-
bers of nodes of the meshes are 279, 488, 124, respectively (Exam-

ple 3).

in the melting region (¢) (shadow region in F1G. 9) and prescribe the

boundary T'c(t), [s(t) as follows

moving

To(t) = {(z1,22) € R?| 2y =rcsing, z2 = recos ¢ + cosd, ¢ € (—0,0)},

Ls(t) = {(951,332) €R?| x; = —rgsing,xy = —r5cos ¢+ —
C

where rc = min (1, m

oe(-b-3

)

r
—— +cos¥,
os 6

'=50)y

), rs = rotan with 6 = (¢t + 0.1).
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The initial condition is ug = 0. We introduce a time singularity through the
source
f(t) = { 1.0, if t <0.2,t> 0.4,
5—40t —0.3], if0.2<t<04.

Let M = 25:1 M, be the total number of nodes, where M,, is the number of
nodes at time ¢t". FIG. 11 shows the plot of log M-log ntota1 which indicates that our
adaptive algorithm has the very desirable quasi-optimal computational complexity:
Ntotal ~ CM?l/g'

F1G. 12 shows the meshes and the surface plots of the solutions at various time
steps when TOL¢ijpe = TOLgpace = 0.02. The number of nodes and time step size
at each time step n are shown in FiG. 10. We observe that the time step size is
fairly large at the starting stage and drops around a small time interval [0.2,0.4]
while remains almost constant afterwards. That is not surprising since the temperal
domains are relatively small at the beginning of the simulation and f(¢) changes
from 1 to 5 and then from 5 to 1 around ¢t = 0.3.

EXAMPLE 4. We consider a rigid valve model in this example (see [16]). The
domain is depicted in Fig 13, where there is an inner boundary I'y (¢)(valve) moving
periodically in ¢ with 6(¢) = %t. On the top boundary I'y, we impose a natural

ou

boundary condition 5 = (0.5625 — x?) - t, which reflects the inflow or outflow of

the flux. On the other part of the boundary, we set «w = 0. Let the source f = 0.

3 1 -
(=3.1) Fz (3,2

(-1,-1) (1.-1)

FI1GURE 13. Geometric setting of Example 4.

Number of DOFs

FIGURE 14. Quasi-optimality of the adaptive algorithm for Exam-
ple 4.

Fia. 14 shows the log M-log nyotal curves, where 10447 is the total error estimates
and M is the total number of degrees of freedom. It indicates that the adaptive
meshes and the associated computational complexity are quasi-optimal: 7ta; ~
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CM~'/3 is valid asymptotically. The meshes and surface plots of corresponding
solutions at various time steps are displayed in F1G. 15. We note the mesh is locally
refined around the tips and near the cusp points where the solution is singular.

FIGURE 15. The solutions and corresponding adaptive meshes at
time ¢ = 0.27009, 1.6630, 1.9830 (from top to bottom). The num-
bers of nodes of the meshes are 302, 1319, 2001, respectively (Ex-
ample 4).
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