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VARIATIONAL MULTISCALE A POSTERIORI ERROR

ESTIMATION FOR 2nd AND 4th-ORDER ODES

DIEGO IRISARRI AND GUILLERMO HAUKE

Abstract. In this paper, an explicit a posteriori error estimator is developed for second and
fourth order ODEs solved with the Galerkin method that, remarkably, provides exact pointwise
error estimates. The error estimator is derived from the variational multiscale theory, in which
the subgrid scales are approximated making use of fine-scale Green’s functions. This methodology
can be extended to any element type and order. Second and fourth order differential equations
cover a great variety of problems in mechanics. Two examples with application in elasticity have
been studied: the axially loaded beam and the Euler-Bernoulli beam. Because the error estimator

is explicit, it can be very easily implemented and its computational cost is very small. Apart from
pointwise error estimates, we present local and global a posteriori error estimates in the L1-norm,
the L2-norm and the H1-seminorm. Finally, convergence rates of the error and the efficiencies of
the estimator are analyzed.

Key words. a posteriori error estimation, 1D linear elasticity, Euler-Bernoulli beam, pointwise
error, variational multiscale theory.

1. Introduction

Second and 4th-order ODEs and, in general, elliptic differential equations have
been thoroughly studied using finite element methods (FEM). Specially, the stan-
dard Galerkin method gives rise to satisfactory solutions for these types of equa-
tions, helping the FEM achieve a widespread use by scientist and engineers. How-
ever, it is well-known that numerical methods have an inherent error that, basically,
depends on the discretization and the order of the numerical method. Accordingly,
in order to evaluate the quality of the FEM solution, it is convenient to quantify the
numerical error which is committed. Furthermore, a posteriori error estimation can
be exploited by adaptive methods to reduce the error where it is more beneficial.

There exists a broad literature on a posteriori error estimation for FEM which
can be classified in three groups [2]:

(1) Residual-based methods. The proposed estimator belongs to this category.
They are also called explicit methods since the error estimate is based only
on the information provided by the FEM solution. The error is computed
via interior residuals or/and inter-element residuals. They were proposed
for the first time by Babuška et al. [4, 5].

(2) Recovery-based methods. Zienkiewicz and Zhu [38] developed these tech-
niques, which take advantage of superconvergent properties of the solution.
Satisfactory results are achieved for a wide variety of problems. The main
idea consists of estimating the error by comparing a smoothed gradient
with the gradient of the FEM solution. A general background might be
found in [1].
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(3) Auxiliary-problem-based methods. Lately, important advances have been
made in this category in which the error is estimated by solving new dif-
ferential equations. For this reason, they also receive the name of implicit

methods. They involve the calculation of residuals of the FEM solution.
Typically, these differential equations are applied to a subdomain (an ele-
ment or a patch of elements). Many researchers have worked in this matter
[6, 3]. Ladèveze et al. proposed a local error estimator based on the re-
covery of equilibrated fluxes [28, 29]. Applications to linear elasticity have
been made recently by Verfürth et al. [31], Carstensen et al. [8], Parés,
Dı́ez, Huerta and co-workers [35, 9] and Masud et al. [32], where nearly in-
compressible elasticity is studied. Goal-oriented error estimators have been
developed, see Oden et al. [34, 37], in which the dual problem is solved
and it involves the computation of influence functions in order to relate the
residuals to specific quantities of interest.

In this work, the error estimator is based on the variational multiscale theory
(VMS) [24, 26], in which the solution is split into resolved and unresolved scales.
Precisely, the unresolved scales present a paradigm from which the error of the
finite element solution can be calculated or estimated. In the theory, the interior
residuals and inter-element jumps emerge naturally as error sources.

Previous works of the group on this technology were devoted to the transport
equation solved with stabilized methods [18, 19, 21, 17, 20, 15, 22]. Here, this tech-
nology is extended to second and fourth order differential equations which can be
solved with the Galerkin method. Furthermore, following [27] the fine-scale Green’s
functions have been numerically computed and exploited to obtain expressions for
the local and global errors. This procedure has been clarified in the Appendix, so
it can be extended to other equations and any element type.

Following the variational multiscale theory, a few relevant articles have studied
the fine scales, or unresolved scales, [11, 10, 27, 30], revealing that under most
circumstances they are nearly local. That is, for certain class of methods the error
is mostly confined inside the element. This is an important property that has been
exploited in this work to calculate the error in each element.

Also, beyond existing work on VMS error estimation, pointwise error estimates
are studied in this paper. This field has been treated previously for other authors
in elliptic problems such as Nochetto [33] using regularized Green’s functions. A
prominent work was carried out by Prudhomme et al. [36] where quantities of
interest of the error are measured and tested in one-dimensional problems. However,
the present theory provides a simple way to attain an exact representation of the
pointwise error.

Following the introduction, we present in Sec. 2 the background of VMS error

estimation. The split of coarse and fine-scale spaces is discussed and it is shown
that the error can be assessed using the fine-scale variational form. At the end
of the section, the general expressions for the pointwise error estimator and for a
domain are established. In Sec. 3 and 4, we address the error estimation for the
1-D axially loaded beam and the Euler-Bernoulli beam problem, respectively. In
both sections, numerical examples illustrate the behavior of the error estimator.
In Section 5, we explain how this estimator can be extended to multi-dimensional
problems. Finally, we remark the conclusions of this work.

2. The VMS error estimation framework

2.1. FEM formulation.
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2.1.1. Strong form. Let Ω be a bounded domain in R with boundary Γ, which
can be divided into two parts, Γg and Γh, such that Γg ∪ Γh = Γ and Γg ∩ Γh = ∅.
The essential boundary condition, g, is applied on Γg and the natural boundary
condition, h, on Γh.

The strong form, which stems from the equilibrium equations, consists of finding
u ∈ S : Ω → R, such that for the given functions f : Ω → R, g : Γg → R and
h : Γh → R, the following equations are satisfied:

(1)






Lu = f in Ω
u = g on Γg

Bu = h on Γh

where L is a generic differential operator and B an operator acting on Γh.

2.1.2. Weak form. The weak form is obtained by multiplying the strong form
equation by weighting functions. Both the trial solution and the weighting functions
must belong to suitable spaces. Therefore, let w ∈

{
V ⊂ (Hr(Ω)) : w|Γg

= 0
}
be

the weighting functions and let u ∈
{
S ⊂ (Hr(Ω)), u|Γg

= g
}
be the trial solution

with r denoting the order of the spaces. In our case, we adopt r = 1 for the beam
problem with an axial force (2nd-order ODE) and r = 2 for the Euler-Bernoulli
beam problem (4th-order ODE).

Accordingly, we can establish the variational form as: Find u ∈ S such that

(2) a(w, u) = (w, f) + (w, h)Γh
∀w ∈ V

where a(·, ·) is the bilinear form, (·, ·) the L2(Ω) inner product and (·, ·)Γh
the

L2(Γh) inner product on Γh. For each particular problem, we will expand these
operators later.

So as to introduce the FEM method, the domain, Ω, must be discretized into

nel non-overlapping elements with domain Ωe. We define Ω̃ as the union of element

interiors, Ω̃ =

nel⋃

e=1

Ωe.

We establish the finite spaces Sh ⊂ S and Vh ⊂ V for the trial FEM solution
and the weighting functions, respectively,

(3)
Sh = {uh ∈ (Hr(Ω)) | uh|Ωe ∈ Pk, uh|Γg

= g, ∀Ωe ∈ Ω̃}
Vh = {wh ∈ (Hr(Ω)) | wh|Ωe ∈ Pk, wh|Γg

= 0, ∀Ωe ∈ Ω̃}
where Pk denotes the space of polynomials of degree k. Thus, the standard Galerkin
method reads:

Find uh ∈ Sh such that

(4) a(wh, uh) = (wh, f) + (wh, h)Γh
∀wh ∈ Vh

2.2. Variational multiscale theory. The variational multiscale method was rig-
orously developed in [24, 26]. It consists of splitting the weak solution and the
weighting functions into coarse scales (or resolved scales) and fines scales (or unre-
solved scales),

u = ū+ u′ ū ∈ S̄, u′ ∈ S ′

w = w̄ + w′ w̄ ∈ S̄, w′ ∈ S ′

We can identify the coarse scales with the selected finite element spaces, Sh and
Vh. On the other hand, the fine scales represent the unresolved scales, which are
defined in an infinite-dimensional space, such that S = S̄ ⊕ S ′ and V = V̄ ⊕ V ′ for
the trial functions and the weighting functions, respectively. Thus, in what follows,
u′ can be identified with the finite element error.
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If the multiscale concept is introduced in Eq. (4), the variational formulation
can be transformed into

a(w̄, ū) + a(w̄, u′) = (w̄, f) + (w̄, h)Γh
∀w̄ ∈ S̄(5a)

a(w′, ū) + a(w′, u′) = (w′, f) + (w′, h)Γh
∀w′ ∈ S ′(5b)

It may be observed that Eq. (5a) involves the coarse scales, whereas Eq. (5b)
represents the fine scales, which play a relevant role in error estimation.

2.3. Error estimation and fine-scale Green’s functions. In this section, the
a posteriori error estimator based on the variational multiscale theory is described.
It is shown that the interior residual is the only error source and a post-processing
of the FEM solution is enough in order to calculate the committed error.

For this purpose, we make use of the Eq. (5b) and the fine-scale Green’s function
concept [24, 26, 27]. This technology has been applied to the transport equation in
[18, 19, 21, 17, 20] with positive results.

Taking Eq. (5b), for nodally exact methods the error can be calculated from the
following expression

(6) a(w′, u′) = (w′, f − Lū) + (w′, h− Bū)Γh
∀w′ ∈ S ′

Assuming that the FEM solution satisfies exactly the Neumann boundary condition,
it can be seen that the error depends only on the FEM solution residual, f − Lū.
At this point, the fine-scale Green’s function is introduced and the error may be
expressed by u′ = G′(f − Lū), where G′ is the fine-scale Green’s operator. Hughes
and Sangalli established a general expression for this operator in [27], namely

(7) G′ = G − GPT (PGPT )−1PG
where G is the classical Green’s function operator which represents the inverse of
the differential operator L−1. P is an orthogonal projector, P : S → S̄ such that
Pv = v̄ and Pv′ = 0.

The operator G and the projector P can be approximated by matrix operators
G and P, respectively. In order to compute them, the first stage is to set up a
fine mesh and the associated basis functions φi. Operating with this basis we can
obtain the matrix G that can be expressed as G = L−1, where Lij = (Lφj , φi).
This process is also explained in [27]. Therefore, (7) is transformed into

(8) G′ = G−GPT (PGPT )−1PG

The second step consists of selecting the appropriate projector to estimate the
error of the standard Galerkin method. As it was said, the exact solution u is
decomposed into the FEM solution (or coarse solution), ū, and the unresolved
scales, u′, which represent the numerical error. In our case, the projector that is
proposed to estimate the error is the bilinear form a(·, ·), i.e., the Galerkin projector.
Accordingly, the fine-scale Green’s functions are orthogonal with respect to a(·, ·)
for all w̄ belonging to S̄. Therefore, it is accomplished that the error, u′, belongs
to the kernel of this projector, Pu′ = 0, due to the Galerkin orthogonality property
a(u′, w̄) = 0 ∀w̄ ∈ S̄. In the appendix, the process to obtain the projection operator
is explained.

In order to obtain numerically the Green’s function matrices G and G′, we
have used a (0,1) domain with a uniform fine mesh, with an element size hf

e and
homogeneous Dirichlet boundary condition. The shape functions associated with
this fine mesh are considered as an approximation of the space S. Then, it is
selected a coarse mesh with an element size hc

e (hc
e >> hf

e ). Similarly, the shape
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functions associated with the coarse mesh are assumed to be the S̄ space. As a
result, the projection operator is clearly defined P : S → S̄.

The fine-scale Green’s function g′(x, y) is obtained by means of g′(x, y) =

Σi,jG
′

ijφj(x)φi(y), where φj(x) and φi(y) are the basis functions of the fine mesh.

It will be shown in the numerical examples that g′(x, y) is a local function, i.e., it
is negligible when x and y do not belong to the same element.

Once the fine-scale Green’s function is obtained, we can estimate the error. If
we recall Eq. (6), the error u′ can be expressed as

(9) u′(x) =

∫

Ω̃

g′(x, y)(f − Lū)(y) dΩy

It is assumed that the fine-scale Green’s function, g′(x, y), is local and the support
of these functions are defined inside the element. Accordingly, the integral in Eq.
(9) can be extended to the element domain, Ωe,

(10) u′(x) =

∫

Ωe

g′(x, y)(f − Lū)(y) dΩy in Ωe

2.3.1. Piecewise constant residuals. If the residual is piecewise constant, (f −
Lū)(y) ∈ P0, the pointwise error expression is

(11) u′(x) = (f − Lū)
∫

Ωe

g′(x, y) dΩy in Ωe

Since g′(x, y) is zero on the element boundary, residual-free bubble functions
can be introduced. As we can see, this functions are related to the intrinsic scales
concept [14, 19, 24, 15, 12, 13, 7], that is,

(12) be0(x) =

∫

Ωe

g′(x, y) dΩy

Obviously, the bubble function depends on the coarse mesh size, he. Taking a
general norm at both sides of Eq. (11)

(13) ||u′(x)||Z(Ωe) = ||be0(x)||Z(Ωe) |(f − Lū)|

where ||·||Z is a given norm. Z may refer to the L1-norm, the L2-norm or the
H1-seminorm. The intrinsic scales for error estimation, τ0Z , depend on the local
mesh size and the bubble function,

(14) τ0Z =
||be0(x)||Z(Ωe)

meas(Ωe)
1/r

Therefore, the elemental error estimator is expressed as

(15) ||u′(x)||Z(Ωe) = meas(Ωe)1/rτ0Z |(f − Lū)|

2.3.2. Approximation for higher order residuals. When the residual is not
piecewise constant, the residual may be decomposed in Taylor series and Eq. (10)
can be expressed as

(16) u′(x) = b0(x)(f − Lū)(ci) +
∞∑

k=1

bek(x)
1

k!

dk(f − Lū)
dyk

∣∣∣∣
y=ci
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where ci is the central point of the element and bek is the kth-order residual-free
bubble, defined as

(17)

be0(x) =

∫

Ωe

g′(x, y)dΩy

be1(x) =

∫

Ωe

g′(x, y)(y − ci)dΩy

be2(x) =

∫

Ωe

g′(x, y)(y − ci)
2dΩy

...

bek(x) =

∫

Ωe

g′(x, y)(y − ci)
kdΩy

Eq. (16) is the general expression for the pointwise error and it will be particu-
larised in each problem.

Now, we can define the error intrinsic time scales, τkZ , which depend on the local
mesh size and the bubble functions,

(18) τkZ(Ωe) =
||bek(x)||Z(Ωe)

meas(Ωe)1/r

For the L1-norm, r is equal to 1, and for the L2-norm and the H1-seminorm, r
is 2. Introducing the error time scales, τkZ , and taking a suitable norm we obtain
an elemental error expression which can be exact when the residual is piecewise
constant or an upper bound when the residual is of higher order,

(19)

||u′(x)||Z(Ωe) ≤ meas(Ωe)
1/r

τ0Z |(f − Lū)(ci)|+
∞∑

k=1

meas((Ωe)
1/r

τkZ
1

k!

∣∣∣∣∣
dk(f − Lū)

dyk

∣∣∣∣
y=ci

∣∣∣∣∣

2.4. Effectivity index. A way of evaluating the quality and accuracy of an error
estimator consists of calculating the efficiency or effectivity index. The effectivity
is defined as the ratio between the predicted error norm and the true error norm,

(20) Ieff =
||Predicted error||

||True error||

This concept can be applied both to the whole domain (obtaining a global ef-
fectivity), and to each element (obtaining a local effectivity). Hence, the local and
global effectivities are expressed as

(21)
Ieeff =

||ηe||Ωe

||u− ū||Ωe

(local effectivity)

IGeff =
||η||Ω

||u− ū||Ω
(global effectivity)

with ηe being the error estimation in an arbitrary element Ωe and ||·||Ωe represents
a norm.

Next, we evaluate the error estimator with several examples. The first bench-
mark consists of a beam with a sinusoidal load, f . The second problem is the
Euler-Bernoulli beam problem, which is a 4th-order ODE.
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3. 1-D axially loaded beam

In Fig. 1, a beam is loaded with a sinusoidal axial force. The general strong
form of the problem is

(22)





EA
d2u

dx2
= −f in Ω

u = g on Γg

EA
du

dx
= h on Γh

where E is the elastic modulus and A is the transversal section. The variable u is
the unknown axial displacement. The Dirichlet boundary condition expresses the
imposed displacement g on Γg and the Neumann boundary condition means the
imposed stress h on Γh.

L

x

f(x)

Figure 1. Beam with an axial force.

Particularly, it is seen in Fig. 1 that at both ends of the beam the displacement
is zero. Finally, f is the axial force, which in our case is sinusoidal,

(23) f = f0 sin(2
mπx)

with f0 being an arbitrary constant and m a positive integer. For L = 1, the
analytical solution can be obtained by integrating two times the strong formulation,

(24) u =
1

4mπ2EA
f0 sin(2

mπx)

To construct the variational form, we define the weighting and trial function
spaces. Let w ∈

{
V ⊂ (H1(Ω)) : w|Γg

= 0
}

be the weighting functions and let

u ∈
{
S ⊂ (H1(Ω)), u|Γg

= g
}
be the trial functions. The weak form can be written

as

(25) a(w, u) = (w, f) ∀w ∈ V
where

(26)

a(w, u) = −
∫ l

0

w,xEAu,x dx+ wh|Γh

(w, f) = −
∫ l

0

wf dx

For the FEM formulation, we employ piecewise linear finite elements, uh ∈ P1

and wh ∈ P1, in a uniform partition of 2n elements (n is an integer) with the
characteristic that the node positions are at xk = k/2n for k = 0, 1, 2, 3, ..., 2n.

It is observed that uh will be a linear interpolation of the exact solution. There-
fore, if we take m ≥ n, uh is zero on the whole domain. The present example
is inspired by the problem proposed by Ainsworth and Oden in [2], in which it
is shown some downsides of recovery-based error estimators. For instance, in this
problem with m ≥ n, recovery-based error estimators predict a zero error whereas
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the error is significant. In fact, the FEM error coincides with the exact solution,
u′ = u− uh = u.

Therefore, since the FEM solution is nodally exact, the fine scale space S ′ is the
space of bubble functions

S ′ =
⊕

e=1,...,nel

H1
0 (Ω

e)

In our case, the estimated error may be described as

(27) u′(x) = −
∫ l

0

g′(x, y)(Lū − f)(y) dΩy

It is observed that Lū− f = −f since the shape functions are piecewise linear. In
addition, the residual term can be decomposed in Taylor series around the center
of the element, x = c,

(28)
f = f0 sin(2

mπc) + 2mπf0 cos(2
mπc)(x − c)−

− (2mπ)2

2
f0 sin(2

mπc)(x − c)2 + · · ·

3.1. Fine-scale Green’s function. The fine-scale Green’s function, g′(x, y), that
appears in Eq. (27), has been obtained via Eq. (8). For that purpose, it is necessary
to define a fine mesh and a coarse mesh. In a (0,1) domain, we have selected a
uniform coarse mesh of 10 elements and a fine mesh of 1000 elements. In Fig. 2 it
is depicted the fine-scale Green’s function with EA = 1 at the point y = 0.48.
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Figure 2. 1-D axially loaded beam. Fine-scale Green’s function
at y = 0.48 and EA = 1.

As Fig. 2 shows, the fine-scale Green’s function is local since it is zero out of the
element in which it is applied the concentrated unit-area source term, δ(x− y). In
this case, the fine-scale Green’s function is completely defined in the element that
goes from 0.4 to 0.5.

This fine-scale Green’s function can also be obtained analytically solving the
differential equation below. Since this function is defined within the element, we
can identify g′(x, y) = ge(x, y), where ge(x, y) is termed the elemental Green’s

function [17],

(29)





EA
d2ge(x, y)

dx2
= δ(x− y) in Ωe

ge(x, y) = 0 on Γe
g
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The result is

(30) ge(x, y) =





1

EAhe
(he − x)y x > y

1

EAhe
x(he − y) x < y

x, y ∈ [0, he]

3.2. Pointwise error. As for pointwise error, the points where the error is eval-
uated are represented in Fig. 3. These points are used both in axially loaded beam
problem and in Euler-Bernoulli examples.

P2

-0.5 0.50

he

P3P1

Figure 3. Points where the pointwise error in an element is estimated

According to Eq.(16) the pointwise error may be described by the Taylor series

(31)

u′(x) = be0(x)f(c) +
∞∑

k=1

bek(x)
1

k!

dkf

dyk

∣∣∣∣
y=c

= be0(x)f0 sin(2
mπc) + be1(x)2

mπf0 cos(2
mπc)

+be2(x)
(2mπ)2

2!
f0 sin(2

mπc) + · · ·

where bek(x) are the residual-free bubble functions of k
th-moment order. They have

been defined in Eq. (17) and they are depicted in Fig. 4 up to the 2nd-moment
order.
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Figure 4. Graphics of the bubble functions for the axially loaded
beam problem.

Finally, applying Eq. (31) we have studied the pointwise error at the three
points (P1, P2, P3) of an arbitrary element (see Fig. 3). For instance, if we select
a domain Ω = (0, 1), EA = 1, f0 = 1 and m = n = 2, we obtain a uniform mesh
of 4 elements and a sinusoidal load, f = sin(4πx), with two cycles (see Fig. 1).
Table 1 shows the pointwise error evolution and effectivity indices selecting up to
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the bubble function of 9th moment order. It is observed that the error estimate
tends to the exact error as the number of bubble functions is increased.

Table 1. Pointwise error estimation for the beam loaded with an
axial force.

Point P1 P2 P3
Error Eff. Error Eff. Error Eff.

k (m) (m) (m)

0 5.85937 · 10−3 1.308536 7.81250 · 10−3 1.233701 5.85937 · 10−3 1.308536
1 5.85937 · 10−3 1.308536 7.81250 · 10−3 1.233701 5.85937 · 10−3 1.308536
2 4.35339 · 10−3 0.972215 6.20611 · 10−3 0.980030 4.35339 · 10−3 0.972215
3 4.35339 · 10−3 0.972215 6.20611 · 10−3 0.980030 4.35339 · 10−3 0.972215
4 4.48344 · 10−3 1.001258 6.33823 · 10−3 1.000893 4.48344 · 10−3 1.001258
5 4.48344 · 10−3 1.001258 6.33823 · 10−3 1.000893 4.48344 · 10−3 1.001258
6 4.47764 · 10−3 0.999963 6.33241 · 10−3 0.999974 4.47764 · 10−3 0.999963
7 4.47764 · 10−3 0.999963 6.33241 · 10−3 0.999974 4.47764 · 10−3 0.999963
8 4.47780 · 10−3 0.999999 6.33257 · 10−3 0.999999 4.47780 · 10−3 0.999999
9 4.47780 · 10−3 0.999999 6.33257 · 10−3 0.999999 4.47780 · 10−3 0.999999

E∗ 4.47780 · 10−3 —– 6.33257 · 10−3 —– 4.47780 · 10−3 —–
∗E stands for “Exact error”.

3.3. Local error estimates. Typically, it is also practical to analyse the error in
each element. Thus, recalling Eq. (19) and replacing the generic Z-norm with the
L1-norm, the L2-norm and the H1-seminorm,

(32)

||u′(x)||L1(Ωe) ≤ meas(Ωe)τ0L1 |f0 sin(2mπc)|+
∞∑

k=1

meas(Ωe)τkL1

1

k!

∣∣∣∣∣
dk

dyk
(f0 sin(2

mπy))

∣∣∣∣
y=c

∣∣∣∣∣

||u′(x)||L2(Ωe) ≤ meas(Ωe)
1/2

τ0L2 |f0 sin(2mπc)|+
∞∑

k=1

meas(Ωe)
1/2

τkL2

1

k!

∣∣∣∣∣
dk

dyk
(f0 sin(2

mπy))

∣∣∣∣
y=c

∣∣∣∣∣

||u′(x)||H1(Ωe) ≤ meas(Ωe)
1/2

τ0H1 |f0 sin(2mπc)|+
∞∑

k=1

meas(Ωe)
1/2

τkH1

1

k!

∣∣∣∣∣
dk

dyk
(f0 sin(2

mπy))

∣∣∣∣
y=c

∣∣∣∣∣

where c is the element centre.
We have selected the intrinsic time scales, τkZ , from 0th-order to 9th-order (see

Table 2). The higher the order of the residual, the more orders that must be taken
into consideration to obtain a suitable error estimation.

The exact error in each element equals

(33)

||u′(x)exact||L1(Ωe) = 1.00786 · 10−3 m ·m
||u′(x)exact||L2(Ωe) = 2.23890 · 10−3 m ·

√
m

||u′(x)exact||H1(Ωe) = 2.81348 · 10−02
√
m

The elemental error estimate and the global effectivity are represented in Table 3.
It can be seen that the error estimation is an upper bound of the error. The error
has been calculated using error time-scales, τkZ , up to ninth order.
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Table 2. Error time-scales for the axially loaded beam.

τ
k

Z Norms
Order(k) L

1
L

2
H

1

0 h
2

12EA

h
2

√
120EA

h
1

√
12EA

1 h
3

192EA

h
3

√
30240EA

h
2

√
720EA

2 h
4

240EA

h
4

√
51840EA

h
3

√
4032EA

3 h
5

1920EA

h
5

√
2956800EA

h
4

√
57600EA

4 h
6

2240EA

h
6

√
4659200EA

h
5

√
281600EA

5 h
7

14336EA

h
7

√
162570240EA

h
6

√
2609152EA

6 h
8

16128EA

h
8

√
245661696EA

h
7

√
12042240EA

7 h
9

92160EA

h
9

√
6656753664EA

h
8

√
90243072EA

8 h
10

101376EA

h
10

√
9809952768EA

h
9

√
403439616EA

9 h
11

540672EA

h
11

√
227618586624EA

h
10

√
2664431616EA

(Note: The units for h, E and A must be expressed in SI. h is the element size)

Table 3. Elemental error estimation of beam loaded with an axial force.

Norm Error units Exact error Estim. error Eff.

L
1 m ·m 1.00786 · 10−03 1.65511 · 10−03 1.6422

L
2 m ·

√
m 2.23890 · 10−03 3.47197 · 10−03 1.5507

H
1 √

m 2.81348 · 10−02 4.05022 · 10−02 1.4396

4. Euler-Bernoulli beam problem

This section is devoted to study error estimation for the Euler-Bernoulli beam
theory, which is a 4th-order ordinary differential equation. The strong form, which
expresses the equilibrium equation and the boundary conditions, reads:

Given the distributed transversal load q : Ω → R, find u(x) : Ω → R such that

(34)





EI
d4u(x)

dx4
= q in Ω

u = g on Γg

u,x = h on Γg

EIu,xx = M on Γh

EIu,xxx = Q on Γh

The unknown function u(x) represents the deflection of the beam, E is the elastic
modulus and I is the second moment of area. In the above formulation, E and I
are assumed to be constants. As regards the boundary conditions, g and h are the
fixed degrees of freedom for displacements and for rotation, respectively. Also, M
and Q are the prescribed moment and shear force, respectively.

The weak form of the problem is obtained integrating by parts,

(35) a(w, u) = (w, q)

where

(36)

a(w, u) =

∫ l

0

w,xxEIu,xxdx− w,xM |Γh
− wQ|Γh

(w, q) =

∫ l

0

wq dx
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According to the weak form, the spaces Sh ⊂ H2(Ω) and Vh ⊂ H2(Ω) must be
selected. Likewise, in order to guarantee the continuity of the functions and their
first derivatives in Sh and Vh, C1 functions must be employed,

(37)
Sh = {uh ∈ (H2(Ω)) | uh|Ωe ∈ Pk, uh|Γg

= g, uh,x|Γg
= h, ∀Ωe ∈ Ω̃}

Vh = {wh ∈ (H2(Ω)) | wh|Ωe ∈ Pk, wh|Γg
= 0, wh,x|Γg

= 0, ∀Ωe ∈ Ω̃}
where Pk are the polynomial of degree at most k. Therefore, using the standard
Galerkin method, the FEM problem reads:

Find uh ∈ Sh such that

(38) a(vh, uh) = (vh, f) + (vh, h)Γh
∀vh ∈ Vh

Remark 1. The same theory can also be applied to similar problems such as rect-

angular plates with infinite length, d4w(x)
dx4 = q

D where w(x) is the vertical displace-
ment, q the distributed load and D the plate rigidity.

4.1. Elements considered in the analysis. In order to approximate the solu-
tion, two elements (Element 1 and Element 2) are employed with C1-continuity,
i.e., with continuously differentiable displacements.

=-1 =1

1 2

Displacement

Rota tion

Figure 5. Element 1: Element with two nodes.
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Figure 6. Element 1: Shape functions associated with the nodal variables.

4.1.1. Element 1. The first element contains the piecewise cubic Hermite shape
functions with two nodes in each element (see Fig. 5). In each node both the
displacement, Nu

i , and the rotation, Nθ
i are defined. The numerical solution in a

reference element, uhE1
(x), is expressed by the formula:

(39) uhE1
= Nu

1 u1 +Nθ
1 θ1 +Nu

2 u2 +Nθ
2 θ2

where

(40)

Nu
1 (ξ) =

1

4
(2 − 3ξ + ξ3) Nθ

1 (ξ) =
1

4
(1− ξ − ξ2 + ξ3)

Nu
2 (ξ) =

1

4
(2 + 3ξ − ξ3) Nθ

2 (ξ) =
1

4
(−1− ξ + ξ2 + ξ3)

with ξ being the reference coordinate.
The shape functions, Nu

1 , Nu
2 , N

θ
1 and Nθ

2 , are represented in Fig. 6 in the
reference element.
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4.1.2. Element 2. In the second element, we add a central node associated with
a displacement function, Nu

i (see Fig. 7). The shape functions are represented in
Fig. 8. The central node has associated a bubble function as shape function and it
will be shown that it has a relevant importance in the error.

Remark 2. If we add to the central node the rotation degree of freedom, we recover
Element 1.

=-1 =1

1 32

=0

Displacement

Rota tion

Figure 7. Element 2: Element with three nodes.
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Figure 8. Element 2: Shape functions associated with the nodal variables.

The numerical solution, uhE2
(x) in an element, is expressed by the formula:

(41) uhE2
= Nu

1 u1 +Nθ
1 θ1 +Nu

2 u2 +Nu
3 u3 +Nθ

3 θ3

Using the reference element, the shape functions are

(42)

Nu
1 (ξ) = −ξ4

2
+

ξ3

4
+ ξ2 − 3ξ

4

Nθ
1 (ξ) = −ξ4

4
+

ξ3

4
+

ξ2

4
− ξ

4
Nu

2 (ξ) = ξ4 − 2ξ2 + 1

Nu
3 (ξ) = −ξ4

2
− ξ3

4
+ ξ2 +

3ξ

4

Nθ
3 (ξ) =

ξ4

4
+

ξ3

4
− ξ2

4
− ξ

4

4.2. Example problems. The proposed problems consist of a beam with various
loads, q, and boundary conditions. The first problem, which is termed Problem 1,
is a beam with a uniform load and fixed displacements at both ends (see Fig. 9a).
The second one, Problem 2, is a cantilever beam with a triangular load distribution
(Fig. 9b).

For the numerical analysis, it has been chosen L = 10 m and EI = 40000 N/m
for both problems. The load for Problem 1 is q = 100 N/m and for Problem 2
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q

L

x

y

(a) Prob. 1: Supported beam at
both ends with a uniform load

q

L

y

x

(b) Prob. 2: Cantilever beam with a
triangular load

Figure 9. Benchmarks for Euler-Bernoulli problems.

is q = 1000 1−x
L N/m. The simulations are carried out on uniform meshes. These

problems have the following analytical solutions, which can be taken advantage of
to calculate the exact error of the FEM,

(43)

Prob. 1: u(x)Prob1 =
qx

24EI
(x3 − 2Lx2 + L3)

Prob. 2 : u(x)Prob2 =
(L− x)2

24EI
q(0)

(
−(L− x)3

5L
− 2L(L− x) + 4L2

)

4.3. Error expressions for the Euler-Bernoulli beam. The pointwise error

can be determined by means of bubble functions. Applying Eq. (16) to the Euler-
Bernoulli problem results in

(44)

u′(x) = be0(x)(EI
d4ū(y)

dy4
− q)(c)+

∞∑

k=1

bek(y)
1

k!

dk

dyk
(EI

d4ū(x)

dy4
− q)

∣∣∣∣
y=c

Also, for these problems, we can measure the error in the whole domain and in
the elements making use of the L1-norm, L2-norm and H1-seminorm. For the
Euler-Bernoulli beam problem, the elemental error estimate (19) may be rewritten
as

(45)

||u′(x)||L1(Ωe) ≤ meas(Ωe)τ0L1

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣+
∞∑

k=1

meas(Ωe)τkL1

1

k!

∣∣∣∣∣
dk

dyk
(EI

d4ū(y)

dy4
− q)

∣∣∣∣
y=c

∣∣∣∣∣

||u′(x)||L2(Ωe) ≤ meas(Ωe)
1/2

τ0L2

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣+
∞∑

k=1

meas(Ωe)
1/2

τkL2

1

k!

∣∣∣∣∣
dk

dyk
(EI

d4ū(y)

dy4
− q)

∣∣∣∣
y=c

∣∣∣∣∣

||u′(x)||H1(Ωe) ≤ meas(Ωe)1/2τ0H1

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣+
∞∑

k=1

meas(Ωe)1/2τkH1

1

k!

∣∣∣∣∣
dk

dyk
(EI

d4ū(y)

dy4
− q)

∣∣∣∣
y=c

∣∣∣∣∣
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where c is the centre of the element. Normally, the residual is not a polynomial of
high degree. A typical case is when the residual is piecewise constant. In this case
the above equations can be reduced to the simpler expressions,

(46)

||u′(x)||L1(Ωe) = meas(Ωe) τ0L1

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣

||u′(x)||L2(Ωe) = meas(Ωe)
1/2

τ0L2

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣

||u′(x)||H1(Ωe) = meas(Ωe)
1/2

τ0H1

∣∣∣∣(EI
d4ū(y)

dy4
− q)(c)

∣∣∣∣

In the next sections, the intrinsic error scales τ which appear in Eqs. (45) and (46)
are defined.

It is important to take into consideration that the error scales depend strongly
on the element type. It can be proved that the numerical solution and its first
derivative is nodally exact [25]. Therefore, the fine-scale Green’s function g′(x, y)
is zero at the nodes and the error is confined within each element. This property
can be confirmed computing the fine-scales as proposed Hughes and Sangalli [27].

4.4. Analysis for Element 1. The fine-scale Green’s function for Element 1 is
shown in Fig. 10. It can be appreciated the local character of g′(x, y). To obtain
the fine-scale Green’s function, the (0,1)-domain is associated with a uniform coarse
mesh of 10 elements and a uniform fine mesh of 1000 elements. The fine-scale
Green’s function is represented in Fig. 10 at y = 0.48 for EI = 1. It can be seen
that g′(x, y) is confined within the element.
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x

Figure 10. Euler-Bernoulli problem. Fine-scale Green’s function
for Element 1 and EI = 1.

Therefore, we can establish that g′(x, y) = ge(x, y), where ge(x, y) is the element

Green’s function. The value of ge(x, y) is only different from zero when x and y
belong to the same element. Therefore, the error can be calculated in each element
without taking into account the error source of other elements.

Another way of obtaining ge(x, y) for Element 1 is solving within each element
the corresponding element Green’s function problem, in which there are only ho-
mogeneous Dirichlet boundary conditions,

(47)






EI
d4ge(x, y)

dx4
= δ(x− y) in Ωe

ge(x, y) = 0 on Γe

ge,x(x, y) = 0 on Γe
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In Eq. (47), Ωe is the element domain, Γe the element boundary and δ(x, y) the
Dirac delta distribution. Fig. 11 depicts ge(x, y) for several values of the coordinate
y. Note that the fine-scale Green’s functions are the same for both methods.
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Figure 11. Euler-Bernoulli problem. Green’s functions for sev-
eral coordinates.

The solution of (47) is given by the following Green’s function, x, y ∈ [0, he]

(48) ge(x, y) =






y2

6EI

(he − x)2

h2
e

(
2he − y + x− 2(he − y)

he − x

he

)
x > y

(he − y)2

6EI

x2

h2
e

(3y − x− 2yx

he
) x < y

In this case, the fine-scale space S ′ is the space of bubbles functions belonging to
H2

0 (Ω)

S ′ =
⊕

e=1,...,nel

H2
0 (Ω
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Figure 12. Euler-Bernoulli problem. Graphics of the bubble
functions for Element 1.

The bubble functions for the Euler-Bernoulli beam problem are represented in
Fig. 12. In order to quantify the bubble function value for error estimation, we
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employ the L1-norm, L2-norm and the H1-seminorm in each element,

(49)

∣∣∣∣bE1
0 (x)

∣∣∣∣
L1(Ωe)

=
h5
e

720EI

∣∣∣∣bE1
0 (x)

∣∣∣∣
L2(Ωe)

=
h
9/2
e

72
√
70EI

∣∣∣∣bE1
0 (x)

∣∣∣∣
H1(Ωe)

=
h
7/2
e

12
√
210EI

The superscript E1 refers to Element 1. Finally, the intrinsic scales τ0L1 , τ0L2 and
τ0H1 in Eq. (46) take the form

(50)

τE1,0
L1 =

||be0(x)||L1(Ωe)

meas(Ωe)
=

h4
e

720EI

τE1,0
L2 =

||be0(x)||L2(Ωe)

meas(Ωe)1/2
=

h4
e

72
√
70EI

τE1,0
H1 =

||be0(x)||H1(Ωe)

meas(Ωe)
1/2

=
h3
e

12
√
210EI

In case that the residual is not piecewise constant, we can approximate it by Taylor
series as above, leading to bubble functions and time scales of higher order.

In Prob. 2, the residual is piecewise linear, so it is enough to define the bubble
functions and the time scales of first order,

(51)

∣∣∣∣bE1
1 (x)

∣∣∣∣
L1(Ωe)

=
h6
e

23040EI

∣∣∣∣bE1
1 (x)

∣∣∣∣
L2(Ωe)

=
h
11/2
e

720
√
770EI

∣∣∣∣bE1
1 (x)

∣∣∣∣
H1(Ωe)

=
h
9/2
e

360
√
70EI

(52)

τE1,1
L1 =

∣∣∣∣bE1
1 (x)

∣∣∣∣
L1(Ωe)

meas(Ωe)
=

h5
e

23040EI

τE1,1
L2 =

∣∣∣∣bE1
1 (x)

∣∣∣∣
L2(Ωe)

meas(Ωe)
1/2

=
h5
e

720
√
770EI

τE1,1
H1 =

∣∣∣∣bE1
1 (x)

∣∣∣∣
H1(Ωe)

meas(Ωe)1/2
=

h4
e

360
√
70EI

4.4.1. Results for Problem 1. In this problem the residual is piecewise constant,
d4ū(x)
dx4 − q ∈ P0. Furthermore, d4ū(x)

dx4 = 0. Therefore, the elemental error can be
determined by Eq. (46).

Fig. 13 shows the efficiency of the estimator for different number of elements.
In this case both the local and global effectivities are one, i.e., the estimated error
is the same as the exact error.

The error convergence rates which are achieved with Element 1 are studied in
Fig. 14, where the error in the central element is represented. The convergence
rates of the elemental error in each norm are steered by the norms of the bubble
functions, see Eq. (49). Furthermore, these convergence rates are in concordance
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Figure 13. Global effectivity for Problem 1 and Element 1.

with the theory, which must be adapted to the elemental error (see, for instance,
Chapter 4 of [25]).
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Figure 14. Elemental error for Problem 1 and Element 1.

Eventually, the pointwise error is studied in Table 4. The error is evaluated at
points P1, P2 and P3 (see Fig. 3). It can be seen that the error estimate is exact.

Table 4. Pointwise error estimation of Euler-Bernoulli problem.
Element 1 and Problem 1.

Point Exact error (m) Estimated error (m)

P1 5.859375 · 10−5 5.859375 · 10−5

P2 1.041667 · 10−4 1.041667 · 10−4

P3 5.859375 · 10−5 5.859375 · 10−5

4.4.2. Results for Problem 2. In Problem 2 the residual is piecewise linear.
Therefore, we may approximate the residual by Taylor series and make use of Eq.
(45) where only the first two contributions are non zero. The global effectivities
are shown in Fig. 15. It can be seen that the effectivities tend to the desired unit
value as the number of element is increased.

In this case, although the effectivities are close to one, they are not exact due
to the Taylor series approximation. The elemental error convergence measured in
different norms is shown in Fig. 16.

Finally, Table 5 shows the pointwise error. Again, the error estimate is exact.

4.5. Analysis for Element 2. Owing to its central node, Element 2 is more
precise than Element 1. This aspect makes the fine-scale Green’s function associated
with Element 2 significantly different from that of Element 1. In this case, the fine-
scale Green’s function of Fig. 17 has been calculated in a uniform coarse mesh of
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Figure 15. Global effectivity for Problem 2 and Element 1.
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Figure 16. Elemental error for Problem 2 and Element 1.

Table 5. Pointwise error estimation of Euler-Bernoulli problem.
Element 1 and Problem 2.

Point Exact error (m) Estimated error (m)

P1 2.988281 · 10−4 2.988281 · 10−4

P2 5.208333 · 10−4 5.208333 · 10−4

P3 2.871094 · 10−4 2.871094 · 10−4

5 elements and a uniform fine mesh of 1000 elements. Fig. 17 depicts g′(x, y) for
EI = 1 at different points of the central element. It is evaluated in the central
element which is defined in the interval (0.4,0.6). It is appreciated that g′(x, y) is
completely local in the element. Fig. 17 shows that the fine-scale Green’s function
is different from zero at the central node. This means that the error can be different
from zero at the central node, in spite of being zero at the inter-element nodes.
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Figure 17. Euler-Bernoulli problem. Fine-scale Green’s functions
for Element 2 and EI = 1.
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In this element, the fine-scale space is a subset of bubble functions belonging to
H2

0 (Ω), due to the central node introducing a bubble function,

S ′ ⊂
⊕

e=1,...,nel

H2
0 (Ω

e)

Whereas for Element 1 we are able to obtain the fine-scale Green’s functions
via two different methods, for Element 2 we can only obtain g′(x, y) by means of
the Hughes-Sangalli formulae. Again, as explained for Element 1, we can define
the bubble functions and the intrinsic scales associated with the fine-scale Green’s
function of Fig. 17. The bubble functions are necessarily obtained by numerical
integration.

A relevant aspect in this element is that the bubble function of 0th-moment
order, bE2

0 (x), is zero. Therefore, the intrinsic error scales of 0th-moment order
are also zero. The following expressions show the bubble functions of higher order
measured in different norms,
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Figure 18. Graphics of the bubble functions for Euler-Bernoulli
beam and Element 2.
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The superscript E2 refers to Element 2. The intrinsic error scales can be written
as

(55)
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These bubble functions are depicted in Fig. 18. In this case, we represent the 1st-
and 2nd-order moment, although in the proposed examples, the first-order moment
is enough for the calculations.

Remark 3. Since for Element 2 the 0th-order bubble function is zero, the error source

due to the constant part of the residual, be0(x)(EI d4ū(x)
dx4 − q)(c) vanishes (see Eq.

(44) or (45)). It can be proved that g′(x, y) is L2-orthogonal to residuals belonging
to Pk−4. This idea was proved by Hughes and Sangalli in [27] for the transport
equation (2nd-order ODE) where g′(x, y) is orthogonal to residuals belonging to
Pk−2

Remark 4. Observe that the first order bubble functions for Element 1, bE1
1 (x), and

Element 2, bE2
1 (x), are the same (see Figs. 12 and 18). Therefore, the advantage of

Element 2 over Element 1 is that it gets rid of the 0th-order source error component.

4.5.1. Results for Problem 1. As mentioned in Remark 3, the intrinsic error
scales of 0th-order moment are zero. Therefore, there is not error for constant loads,
that is to say, the FEM solution equals the analytical solution.

4.5.2. Results for Problem 2. In this problem, the residual is piecewise linear.
In order to estimate the error is enough to handle the 1st-order moment of the
intrinsic error scales. In Fig. 19, the efficiency index is depicted in the three
analysed norms. It is observed that it is one irrespective of the number of the
elements. Thus, the predicted error is the same as the exact one.
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Figure 19. Global effectivity for Problem 2 and Element 2.
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Fig. 20 expresses the evolution of the elemental error with the number of ele-
ments in the central element of the beam. It can be seen that the convergence rate
is greater with Element 2 than with Element 1. As for Element 1, the convergence
rates of Fig. 20 are governed by the norms of the bubble functions, see Eq. (53).
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Figure 20. Elemental error for Problem 2 and Element 2.

The pointwise error is represented in Table 6. It can be observed that the error
at point 2 is zero as expected and that the predicted error is once again exact.

Table 6. Pointwise error estimation of Euler-Bernoulli problem.
Element 2 and Problem 2.

Point Exact error (m) Estimated error (m)

P1 5.859376 · 10−6 5.859376 · 10−6

P2 0 0
P3 5.859376 · 10−6 5.859376 · 10−6

5. Extension to multi-dimensional problems

Taking advantage of the theoretical formulation of this error estimator, the
present methodology can be extended to multi-dimensional problems. In the case
of pointwise error estimates, this extension would involve multi-dimensional Tay-
lor series expansions, what gives rise to an increased number of bubble functions
and more elaborate calculations. In the case of global and local (element) error
estimates, the extension is straightforward [23].

One main difference between one-dimensional and multi-dimensional problems
is that, in the former case, the error is usually nodally exact, whereas in the latter
case, the error is not exact along element edges. Therefore, the challenge to estimate
the error in multi-dimensional cases is that, beyond the local error, which has been
explained in this paper, we might need to take into account the global (or pollution)
error. This global error can be characterized by means of the jump operator which
collects the inter-element residuals, as carried out in other manuscripts by Hauke
et al. [16, 18]. Currently, we are working on this field.

6. Conclusions

This work extends previous results on a posteriori error estimation based on the
variational multiscale theory to second and fourth order differential equations that
can be solved using the Galerkin method. Two examples are considered, namely,
the axially loaded beam and the Euler-Bernoulli beam, respectively. The theory
yields exact error estimates for the pointwise error, and for local and global error
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norms. For high-order residuals, upper bounds for the local and global error norms
have been derived.

The paper describes in detail how to compute numerically the corresponding fine-
scale and element Green’s functions for any element in 2nd and 4th-order ODE’s
irrespective of the element order. From them, residual-free bubbles, intrinsic error
time-scales and their moments have been calculated for various element types. The
procedure can be easily extended to other elements.

The numerical examples confirm the theoretical properties of the method, which
under certain conditions provides exact pointwise, local and global error estimates.
Furthermore, it has been shown that the present technology succeeds when other
residual-based methods fail. Therefore, the proposed a posteriori error estimator
is a feasible tool for error estimation. The fact that the error estimation is ex-
plicit implies very little computational cost. That is to say, the error estimation is
carried out by post-processing the FEM solution without solving other differential
equations as it happens with implicit error estimators.
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Appendix A. Projector calculation

Let P be an linear projector such that

P : V → VH
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where V is a infinite space endowed with an scalar product (·, ·) defined on V×V ,
and VH ⊂ V is a finite dimensional space. The superscript H represents that VH

is defined on a coarse mesh.
In order to compute numerically P , we also define a fine mesh with a mesh size

h associated with the finite space Vh ⊂ V . It is supposed the element size of VH is
much greater than one related to Vh, i.e., h << H . Therefore, let P : Vh → VH be
the projection matrix associated with the projector P .

Let vH be the basis functions belonging to VH and let vh be the basis functions
belonging to Vh. The matricial projector P can be computed by the following
process:

i. The Galerkin-projection of a generic vector wh ∈ Vh into VH is given by

(A.1)

∫

Ω

L(wH)vHdΩy =

∫

Ω

L(wh)vHdΩy ∀vH ∈ VH

where L is the corresponding differential operator. wH can be expressed as

wH =
∑N

i=1 φ
N
i cNi , where φN

i are the basis functions of the coarse mesh and

cNi are the coordinates of wH for i = 1, .., N , being N the degrees of freedom
in the coarse mesh. Similarly, wh can be stated as wh =

∑n
j=1 φ

n
j c

n
j , where

φn
j are the basis functions of the coarse mesh and cnj are the coordinates of

wh for j = 1, .., n, being n the degrees of freedom in the fine mesh.
ii. Eq. (A.1) might be formulated as

(A.2) M
N
c
N = M

n
c
n

The matrix M
N
(N×N) is defined as MN

ij =
∫
Ω LφN

i φN
j dΩ for i, j = 1, ..., N .

Likewise, Mn
(N×n) is established as Mn

ij =
∫
Ω Lφn

i φ
N
j dΩ for i = 1, ..., N

and j = 1, ..., n
iii. Therefore, the coordinates cN of the vector wh can be solved as

(A.3) c
N = (MN )−1

M
n
c
n

iv. Finally, the matrix P associated with the projector P is

(A.4) P = (MN )−1
M

n.
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