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Abstract. We consider a simple advection equation in space dimension one and the linearized shallow water equations in space dimension two and describe and implement two different multilevel finite volume discretizations in the context of the utilization of the incremental methods with time explicit or semi-explicit schemes.
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1. Introduction

This article is related to the article [5] in which we investigated multilevel finite volume discretizations for the one dimensional advection equation and for the one and two-dimensional linear shallow water equations. This article is also related to the article [2] in which we presented and implemented a hierarchical multilevel finite volume discretization for the shallow water equations combined with a Runge-Kutta discretization of order four in time. The article [5] focused on the Euler implicit time discretization, this article continues with the stability analysis of the multilevel finite volume methods but with a partly or fully Euler explicit discretization in time.

We consider the simple one-dimensional advection equation and the full two-dimensional shallow water equations without viscosity, linearized around a constant flow. For the shallow water equations the boundary conditions and the analysis depend on the nature of the background flow; see [13] and below. In this article we choose the supercritical case which allows us to use a classical upwind finite volume scheme, see e.g. [14].

Our motivations are two-fold. On the physical side the shallow water equations are a simplified model of the Primitive Equations (PEs) of the atmosphere and the oceans. As shown in [21], [18], in a rectangular geometry, the PEs can be expanded using a certain vertical modal decomposition; with such a decomposition we obtain an infinite system of coupled equations which resemble the shallow water equations. See e.g. [8], [9] for the actual numerical resolution of these coupled systems. However it appears in these articles that the problems to be solved are very difficult (demanding) and performant numerical methods are needed to tackle more and more realistic problems. We turned in [2] to multilevel finite volume methods which are here our second motivation. Finite volume methods are desirable for the treatment of complicated geometrical domains such as the oceans, and multilevel methods of the incremental unknown type are useful for the implementation of multilevel methods. Such methods have been introduced in the context of the Nonlinear Galerkin Method in [15] (see also [16]), in the context of finite
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differences in [20], and in the context of spectral methods and turbulence in [11]. In continuation of [2], this article explores the finite volume implementation of the incremental unknowns.

Considering, for simplicity, a rectangular geometry, we divide our domain in "small" cells of size $\Delta x$ for the one dimensional case and of size $\Delta x \times \Delta y$ for the two dimensional case which we combine at the first level of increment, in coarse cells of size $3\Delta x$ and $3\Delta x \times 3\Delta y$ respectively. The unknowns on the small cells are the original unknowns denoted by $u$ or $u$, and we also introduce, for the coarse cells, suitable averaged values of the unknowns denoted by $U$ or $U$. We also introduce the incremental unknowns, denoted by $Z$ or $Z$, which are frozen during the computation on the coarse mesh and which allow us to go from the unknowns on the coarse mesh to the unknowns on the fine mesh.

We apply different time steps on the fine mesh and on the coarse mesh. Since the cells are smaller on the fine mesh we use a smaller time step, $\Delta t/p$, where $p$ is chosen, and we use a time step $\Delta t$ for our computation on the coarse mesh. This coarsening can be repeated once more considering cells of size $9\Delta x$ or $9\Delta x \times 9\Delta y$, and possibly several times as the programming is repetitive and its cost is thus small; however as done in [5] we restrict ourselves in this article to one coarsening.

The stability analysis developed here is done on a multilevel method that is different than that presented in [2] and closer to that presented in [5] (see however below and in Section 5). At the end of this article we numerically compare the method presented in this article with the averaged multilevel method used in [2] and [5].

Of course there is a very rich literature on the discretization of the shallow water equations using multilevel and/or parallel methods; see e.g. [1], [3], [10], [12], [17], [22], and the references therein.

This article is organized as follows. In Section 2 we present the hierarchical multilevel discretization for the one dimensional advection equation. For the time discretization we use the Euler explicit or semi-explicit method. Then in Section 3 we investigate a hierarchical multilevel discretization for the two dimensional linear shallow water equations. In Section 4 we re-introduce the Averaged Multilevel Finite Volume method presented in [2] and [5] for the advection equation. We discuss several questions related to the stability of the method that we also investigate numerically. Finally, we present some numerical results on the two dimensional linear shallow water equations comparing computations done solely on the fine grid, computations only done on the coarse mesh and computations done with the hierarchical multilevel method and the averaged multilevel method.

2. Hierarchical Multilevel Finite Volume Method I

We present in this section a hierarchical multilevel method using a finite volume discretization (HFVM) for the following advection equation on the one-dimensional domain $\mathcal{M} = (0, L)$:

$$\frac{\partial u}{\partial t}(x,t) + \frac{\partial u}{\partial x}(x,t) = 0, \quad x \in \mathcal{M}, \quad t > 0.$$  

(1)

This equation is supplemented with the boundary condition

$$u(0, t) = 0, \quad t > 0,$$

(2)

and the initial condition

$$u(x, 0) = u^0(x), \quad x \in \mathcal{M},$$

(3)
where \( u^0 \in L^2(\mathcal{M}) \) is given.

2.1. Multilevel spatial discretization. We introduce, on the interval \( \mathcal{M} \), a mesh consisting of \( 3N \) cells \((k_i)_{1 \leq i \leq 3N}\) of uniform length \( \Delta x \) with \( 3N\Delta x = L \). For \( i = 0, \ldots, 3N \), we set

\[
x_{i+1/2} = i\Delta x,
\]

so that

\[
k_i = (x_{i-1/2}, x_{i+1/2}).
\]

We also consider the center of each cell:

\[
x_i = \frac{x_{i-1/2} + x_{i+1/2}}{2} = (i-1)\Delta x + \frac{\Delta x}{2}, \quad 1 \leq i \leq 3N.
\]

The discrete unknowns will be denoted by \( u_i \), \( 1 \leq i \leq 3N \), and we can introduce the incremental unknowns

\[
\text{so that}
\]

\[
\sum_{\alpha=0}^{2} Z_{3l-\alpha} = 0,
\]

and by inverting the system (8)-(9), we see that for \( 1 \leq l \leq N \),

\[
\begin{align*}
\{ &Z_{3l-2} = u_{3l-2} - U_l, \\
&Z_{3l-1} = u_{3l-1} - U_l, \\
&Z_{3l} = u_{3l} - U_l.
\end{align*}
\]

We observe that \( \sum_{\alpha=0}^{2} Z_{3l-\alpha} = 0 \), and by inverting the system (8)-(9), we see that for \( 1 \leq l \leq N \),

\[
\begin{align*}
\{ &u_{3l-2} = U_l + Z_{3l-2} \\
&u_{3l-1} = U_l - Z_{3l-2} - Z_{3l} \\
&u_{3l} = U_l + Z_{3l}
\end{align*}
\]

4Including, strictly speaking, the separation points.
At this point the unknowns on the fine grid are decomposed as the sum of the terms \((U_l)_{1 \leq l \leq N}\) associated with the coarse grid and increments \((Z_i)_{1 \leq i \leq 3N}\) associated with the fine grid, as in (10).

With this in mind, we consider a coarse grid discretization of the equation similar to (4), that reads:

\[
\frac{dU_l}{dt}(t) + \frac{U_l(t) - U_{l-1}(t)}{3\Delta x} = 0, \quad 1 \leq l \leq N.
\]

**2.2. Fully explicit Euler discretization in time and stability analysis.** Let us now introduce some time step \(\Delta t\). We will discretize equation (4) on the finer mesh by using some smaller time step \(\Delta t/p\), with \(p > 1\) and equation (11) on the coarser mesh by using the time step \(\Delta t\). For both equations we will use the explicit Euler scheme so that we will call this multilevel scheme fully explicit.

More precisely let \(p > 1\) and \(q > 1\) be two fixed integers. Our multi-step discretization consists in alternating \(p\) steps of (4) with time step \(\Delta t/p\) and \(q\) steps of (11) with time step \(\Delta t\), during which the incremental unknowns \(Z_i\) are frozen.

Then using equations (10) we can go back to the finer mesh and perform \(p\) iterations on this mesh, etc.

The approximate solutions are recursively defined as follows. We start with the sequence \(u^0_i\) given by

\[
u^0_i = \int_{k_i} u^0(x)dx \quad \text{for} \quad 1 \leq i \leq N,
\]

where \(u^0\) is our initial condition, see (3).

Then we proceed by induction, suppose that \(n\) is a multiple of \((q + 1)\) and the \((u^n_i)_{1 \leq i \leq 3N}\) are known. Here \(u^n_i\) is an approximation of the mean value of \(u\) over \(k_i\) at time \(t_n = n\Delta t\). For \(0 \leq r \leq p\) we introduce the discrete times \(t_{n+r/p} = t_n + r\Delta t/p\) and the corresponding unknowns \(u^{n+r/p}_i\). They are determined by the following discretization of (4)-(5) using the explicit Euler scheme:

\[
\begin{align*}
\frac{p}{\Delta t}(u^{n+r+1/p}_i - u^{n+r/p}_i) + \frac{1}{\Delta x}(u^{n+r/p}_i - u^{n+r-1/p}_i) &= 0, \\
u^{n+r+1/p}_0 &= 0.
\end{align*}
\]

Here \(1 \leq i \leq 3N\) and \(0 \leq r \leq p - 1\). Note that after \(p\) iterations the approximations \(u^{n+1}_i\) at time \(t_{n+1} = (n + 1)\Delta t\) are now defined.

Before describing the iterations on the coarser mesh let us investigate the stability of the above scheme. It is convenient to introduce the step functions \(u^{n+r/p}_h\) defined for \(0 \leq r \leq p\) by:

\[
u^{n+r/p}_h(x) = u^{n+r/p}_i, \quad x \in k_i, \quad 1 \leq i \leq 3N,
\]

whose \(L^2\) norm is denoted by \(|u^{n+r/p}_h|\). We first observe that

\[
|u^{0}_h|^2 = \sum_{i=1}^{N} \Delta x |u^0|^2 = \sum_{i=1}^{N} \Delta x \left( \frac{1}{\Delta x} \int_{k_i} u^0(x)dx \right)^2 \leq \text{by the Cauchy-Schwarz inequality}
\]

\[
\leq \sum_{i=1}^{N} \int_{k_i} u^0(x)^2 dx = |u^0|^2.
\]
By multiplying (13) by \( 2 \Delta t / p \Delta x \) \( u_i^{n+r/p} \) and adding the corresponding equalities for \( i = 1, \ldots, 3N \), we obtain

\[
2 \Delta x \sum_{i=1}^{3N} (u_i^{n+1/p} - u_i^{n+r/p}) u_i^{n+r/p} \\
+ 2(\Delta t / p) \sum_{i=1}^{3N} (u_i^{n+r/p} - u_{i-1}^{n+r/p}) u_i^{n+r/p} = 0.
\]

For the first term in (15) we have

\[
2(u_i^{n+(r+1)/p} - u_i^{n+r/p}) u_i^{n+r/p} = \left| u_i^{n+(r+1)/p} \right|^2 - \left| u_i^{n+r/p} \right|^2
- \left| u_i^{n+r/p} - u_i^{n+(r+1)/p} \right|^2
\]

and by taking the sum for \( i = 1, \ldots, 3N \) we are left with

\[
2 \Delta x \sum_{i=1}^{3N} (u_i^{n+1/p} - u_i^{n+r/p}) u_i^{n+r/p} = \left| u_h^{n+(r+1)/p} \right|^2 - \left| u_h^{n+r/p} \right|^2
- \Delta x \sum_{i=1}^{3N} \left| u_i^{n+r/p} - u_i^{n+(r+1)/p} \right|^2.
\]

Then for the second term in (15), since

\[
2(u_i^{n+r/p} - u_{i-1}^{n+r/p}) u_i^{n+r/p} = \left| u_i^{n+r/p} \right|^2 - \left| u_{i-1}^{n+r/p} \right|^2 + \left| u_i^{n+r/p} - u_{i-1}^{n+r/p} \right|^2,
\]

we see that

\[
2 \sum_{i=1}^{3N} (u_i^{n+r/p} - u_{i-1}^{n+r/p}) u_i^{n+r/p} = \left| u_{3N}^{n+r/p} \right|^2 + \sum_{i=1}^{3N} \left| u_i^{n+r/p} - u_{i-1}^{n+r/p} \right|^2.
\]

Hence we infer from (15) that

\[
\left| u_h^{n+(r+1)/p} \right|^2 + (\Delta t / p) \left| u_{3N}^{n+r/p} \right|^2 + (\Delta t / p) \sum_{i=1}^{3N} \left| u_i^{n+r/p} - u_{i-1}^{n+r/p} \right|^2
- \Delta x \sum_{i=1}^{3N} \left| u_i^{n+(r+1)/p} - u_i^{n+r/p} \right|^2 = \left| u_h^{n+r/p} \right|^2.
\]

Now we have to estimate the term \( \left| u_i^{n+(r+1)/p} - u_i^{n+r/p} \right|^2 \) which appears with the negative sign in the left-hand side of (19). From equation (13) we have

\[
u_i^{n+(r+1)/p} - u_i^{n+r/p} = -\frac{\Delta t}{p} \frac{1}{\Delta x} (u_i^{n+r/p} - u_{i-1}^{n+r/p}).
\]

Therefore, the last two terms in the right hand side of (19) can be rewritten as

\[
(\Delta t / p) \sum_{i=1}^{3N} \left| u_i^{n+r/p} - u_{i-1}^{n+r/p} \right|^2 - \Delta x \sum_{i=1}^{3N} \left| u_i^{n+(r+1)/p} - u_i^{n+r/p} \right|^2
= \frac{\Delta t}{p} \left[ 1 - \frac{\Delta t}{p} \frac{1}{\Delta x} \right] \sum_{i=1}^{3N} \left| u_i^{n+r/p} - u_{i-1}^{n+r/p} \right|^2.
\]
so that (19) yields:

\[ |u_{h}^{n+(r+1)/p}|^2 + (\Delta t/p)|u_{h}^{n+r/p}|^2 + \frac{\Delta t}{p} \left[ 1 - \frac{\Delta t}{p \Delta x} \right] \sum_{i=1}^{3N} |u_{i}^{n+r/p} - u_{i-1}^{n+r/p}|^2 = |u_{h}^{n+r/p}|^2. \]

Therefore provided the following CFL condition is satisfied:

\[ \frac{\Delta t}{p} \leq \Delta x, \]

we infer from (20) that

\[ |u_{h}^{n+(r+1)/p}| \leq |u_{h}^{n+r/p}|, \quad 0 \leq r < p - 1. \]

As already noticed, after the \( p \) scheme. Hence the \( U \) approximations will take the form

\[ u_{h}^{n+1} = U_{1}^{n+m} + Z_{2l-m}, \quad 1 \leq l \leq N, \]

\[ U_{l}^{n+1} \text{ is given through definition (8)} \]

\[ U_{l}^{n+1} = \frac{1}{3} \left[ u_{l-2}^{n+1} + u_{l-1}^{n+1} + u_{l+1}^{n+1} \right], \quad 1 \leq l \leq N, \]

and

\[ Z_{2l-m} = u_{2l-m}^{n+1} - U_{l}^{n+1}. \]

Then \( U_{l}^{n+m}, 2 \leq m \leq q + 1, \) is defined by discretizing (11) using the explicit Euler scheme. Hence the \( U_{l}^{n+m+1} \) are recursively defined, for \( m = 1, \ldots, q - 1 \), starting from \( U_{l}^{n+1} \) and given by:

\[ \left\{ \begin{array}{l}
U_{l}^{n+m+1} - U_{l}^{n+m} = \frac{\Delta t}{3 \Delta x} \sum_{i=1}^{N} |U_{i}^{n+m} - U_{i-1}^{n+m}|, \quad 1 \leq l \leq N, \\
U_{0}^{n+m+1} = 0.
\end{array} \right. \]

Note that (25) is somehow the analog of (13) on the coarse grid. Consequently, similarly to the calculations above, by multiplying equation (25) by \( 6 \Delta x \Delta t U_{l}^{n+m} \) and adding the resulting equalities for \( l = 1, \ldots, N \), we obtain:

\[ |U_{3h}^{n+m+1}|^2 + \Delta t |U_{N}^{n+m}|^2 + \Delta t \left[ 1 - \frac{\Delta t}{3 \Delta x} \right] \sum_{i=1}^{N} |U_{i}^{n+m} - U_{i-1}^{n+m}|^2 = |U_{3h}^{n+m}|^2. \]

Here, \( U_{3h}^{n+m} \) is the step function which takes the value \( U_{l}^{n+m} \) on \( K_{l} \).

Therefore, assuming the CFL condition,

\[ \frac{\Delta t}{3 \Delta x} \leq 1, \]

we infer from (26) that

\[ |U_{3h}^{n+m+1}|^2 \leq |U_{3h}^{n+m}|^2. \]
Recall that the approximate solution is given by (24). Now, since
\[ \sum_{\alpha=0}^{2} Z_{3l-\alpha}^{n+1} = 0, \]
we have:
\[ \sum_{\alpha=0}^{2} |u_{3l-\alpha}^{n+m}|^2 = \sum_{\alpha=0}^{2} |U_{3l-\alpha}^{n+m} + Z_{3l-\alpha}^{n+1}|^2 = 3|U_{3l-\alpha}^{n+m}|^2 + \sum_{\alpha=0}^{2} |Z_{3l-\alpha}^{n+1}|^2. \]

This yields readily the following equality for the \(L^2\) norms of the corresponding step functions:
\[ |u_{h}^{n+m}|^2 = |U_{3h}^{n+m}|^2 + |Z_{h}^{n+1}|^2, \]
that indicates that, in some sense, the coarse component \(U_{3h}^{n+m}\) and the increment \(Z_{h}^{n+1}\) are \(L^2\)–orthogonal. In view of (31), by adding \(|Z_{h}^{n+1}|^2\) to both sides of the inequality (28), we conclude that:
\[ |u_{h}^{n+m}| \leq |u_{h}^{n+1}|, \quad 1 \leq m \leq q. \]

Altogether the inequalities (22), (23) and (32) provide the stability of the multilevel method when the CFL conditions (21) and (27) hold true. In summary we have proven the following result.

**Theorem 2.1.** The multilevel scheme defined by equations (13) and (24)-(25) is stable in \(L^\infty(0, +\infty, L^2(\mathcal{M}))\) provided the following CFL condition is satisfied:
\[ \Delta t \leq \min(3, p). \]

More precisely, for all \(n\) and \(s \geq 0\), the following bounds hold true
\[ |u_{h}^{n}| \leq |u^{0}|, \]
\[ |u_{h}^{s(q+1)+r/p}| \leq |u^{0}|, \quad \text{for } r = 1, \ldots, p. \]

**Remark 2.1.** We note that for \(p = 1, 2\) the CFL condition (27) on the coarser mesh is less restrictive than the one on the fine mesh (21). For \(p = 3\) the two conditions are the same, while for \(p > 3\) the CFL condition is more restrictive on the coarse mesh. Therefore a possible alternative is to use an Euler implicit scheme on the fine mesh and an Euler explicit scheme on the coarse mesh, a case which we now describe.

**2.3. An implicit/explicit Euler multilevel scheme.** Following Remark 2.1 we discuss now a variant of our scheme based on an Euler implicit time discretization on the fine mesh and an Euler explicit discretization on the coarse mesh.

The new equation equations on the fine mesh now read (compare to (13)):
\[ \frac{p}{\Delta t} \left( u_{i}^{n+(r+1)/p} - u_{i}^{n+r/p} \right) + \frac{1}{\Delta x} \left( u_{i}^{n+(r+1)/p} - u_{i-1}^{n+(r+1)/p} \right) = 0, \]
\[ u_{0}^{n+(r+1)/p} = 0, \]
for \(1 \leq i \leq 3N, \quad 0 \leq r \leq p - 1. \)

In order to estimate the \(L^2\) norm of the corresponding step function \(u_{h}^{n+(r+1)/p}\), let us multiply (35) with \(\frac{2p}{\Delta t} \Delta x \ u_{i}^{n+(r+1)/p}\) and add the corresponding equalities
for \( i = 1, \ldots, 3N \). This provides readily:

\[
\left| u_h^{n+(r+1)/p} \right|^2 - \left| u_h^{n+r/p} \right|^2 + \left| u_h^{n+(r+1)/p} - u_h^{n+r/p} \right|^2 \\
+ \frac{\Delta t}{p} \left[ |u_{3N}^{n+(r+1)/p}|^2 + \sum_{i=1}^{3N} |u_i^{n+(r+1)/p} - u_{i-1}^{n+(r+1)/p}|^2 \right] = 0,
\]

so that

\[
|u_h^{n+(r+1)/p}| \leq |u_h^{n+r/p}|,
\]

and:

\[
|u_h^{n+1}| \leq |u_h^{n+r/p}| \leq |u_h^n|, \quad 1 \leq r \leq p.
\]

On the coarse grid our discretization still uses the Euler Explicit scheme with the time step \( \Delta t \), that is equations (24)-(25). From the previous section we know that provided the following CFL condition is enforced,

\[
\frac{\Delta t}{3\Delta x} \leq 1,
\]

the following estimates hold true

\[
|u_h^{n+m}| \leq |u_h^{n+1}|, \quad 1 \leq m \leq q.
\]

Therefore we have obtained the following stability result.

**Theorem 2.2.** The multilevel scheme defined by equations (35) and (24)-(25) is stable in \( L^\infty(0, +\infty, L^2(\mathcal{M})) \) provided the following CFL condition is satisfied:

\[
\frac{\Delta t}{3\Delta x} \leq 1.
\]

More precisely, for all \( n \) and \( s \geq 0 \), the following bounds hold true

\[
|u_h^n| \leq |u_0^0|,
\]

\[
|u_h^{n(q+1)+r/p}| \leq |u_0^0|, \quad \text{for } r = 1, \ldots, p.
\]

### 3. Hierarchical Multilevel Finite Volume Method II

We now want to extend our multilevel finite volume method to the more complex case of the Shallow Water equations linearized around a constant flow \((\bar{u}_0, \bar{v}_0, \bar{\phi}_0)\) (see equations (44) below). The boundary conditions which can be associated with these equations depend on the relative values of the velocities \((\bar{u}_0, \bar{v}_0) > g \bar{\phi}_0\), that is whether these velocities are sub- or supercritical (sub- or supersonic). We consider here the supercritical case where

\[
\bar{\phi}_0 > 0, \quad \bar{u}_0 > \sqrt{g \bar{\phi}_0}, \quad \bar{v}_0 > \sqrt{g \bar{\phi}_0}.
\]

More work on finite volumes for the supercritical and subcritical cases can be found in [4].

**3.1. The equations.** We consider the domain \( \mathcal{M} = (0, L_1) \times (0, L_2) \) and the system

\[
\begin{align*}
\frac{\partial u}{\partial t} + \bar{u}_0 \frac{\partial u}{\partial x} + \bar{v}_0 \frac{\partial u}{\partial y} + g \frac{\partial \phi}{\partial x} &= 0, \\
\frac{\partial v}{\partial t} + \bar{v}_0 \frac{\partial v}{\partial x} + \bar{u}_0 \frac{\partial v}{\partial y} + g \frac{\partial \phi}{\partial y} &= 0, \\
\frac{\partial \phi}{\partial t} + \bar{u}_0 \frac{\partial \phi}{\partial x} + \bar{v}_0 \frac{\partial \phi}{\partial y} + \bar{\phi}_0 \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) &= 0.
\end{align*}
\]
Here \((u, v)\) is the horizontal velocity and \(\phi\) is the fluid depth over the bottom. The advecting velocities \(\bar{u}_0, \bar{v}_0\) and the mean height \(\bar{\phi}_0\) are supposed to be constants and positive. For the supercritical flow under consideration we supplement (44) with the boundary conditions:

\[
(45) \quad u = v = \phi = 0 \text{ at } \{x = 0\} \cup \{y = 0\}
\]

and the initial conditions

\[
(46) \quad (u, v, \phi) = (u^0, v^0, \phi^0) \text{ at } t = 0.
\]

Here \((u^0, v^0, \phi^0)\) is given in \(H = L^2(\mathcal{M})^2\).

To rewrite this system in a more compact form let us introduce the vectorial unknown \(u = (u, v, \phi)\) and the operator \(Au = (A_1u, A_2u, A_3u)\) given by

\[
A_1u = u_0 \frac{\partial u}{\partial x} + \bar{v}_0 \frac{\partial u}{\partial y} + g \frac{\partial \phi}{\partial x},
\]

\[
A_2u = u_0 \frac{\partial \phi}{\partial y} + \bar{v}_0 \frac{\partial \phi}{\partial x} + g \frac{\partial \phi}{\partial y},
\]

\[
A_3u = u_0 \frac{\partial u}{\partial x} + \bar{v}_0 \frac{\partial u}{\partial y} + \bar{\phi}_0 \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right).
\]

With these notations, (44) is rewritten in the form

\[
(48) \quad \frac{du}{dt} + Au = 0.
\]

Under the assumption (43), the operator \(A\) has positivity properties. Indeed let us equip \(H\) with the following scalar product:

\[
(49) \quad \langle u, u' \rangle = (u, u') + (v, v') + g \bar{\phi}_0 \langle \phi, \phi' \rangle,
\]

for \(u = (u, v, \phi)\) and \(u' = (u', v', \phi')\) where \((,\,\,)\) denotes the standard scalar product on \(L^2(\mathcal{M})\). We will denote by \(\|\,\|\) the associated norm. We define \(D(A)\) as

\[
(50) \quad D(A) = \{u \in (L^2(\mathcal{M}))^3, \; Au \in (L^2(\mathcal{M}))^3, \; u = 0 \text{ at } x = 0 \text{ and } y = 0\}.
\]

Then for \(u \in D(A)\), we have

\[
(51) \quad \langle Au, u \rangle \geq 0.
\]

We refer the reader to [5] for the proof of this result and to [13] for the study of the boundary and initial value problem (44)-(46).

### 3.2. Spatial discretization.

We introduce a mesh on \(\mathcal{M}\) consisting of 9\(N_1N_2\) cells \((k_{i,j})_{1 \leq i \leq 3N_1, 1 \leq j \leq 3N_2}\) with \(3N_1\Delta x = L_1\) and \(3N_2\Delta x = L_2\) given by:

\[
(52) \quad k_{i,j} = ((i - 1)\Delta x, i\Delta x) \times ((j - 1)\Delta y, j\Delta y), \quad 1 \leq i \leq 3N_1, 1 \leq j \leq 3N_2.
\]

Also to take into account the boundary conditions it is convenient to introduce the fictitious cells:

\[
(53) \quad k_{0,j} = (-\Delta x, 0) \times ((j - 1)\Delta y, j\Delta y), \quad 1 \leq j \leq 3N_2,
\]

\[
(54) \quad k_{i,0} = ((i - 1)\Delta x, i\Delta x) \times (-\Delta y, 0), \quad 1 \leq i \leq 3N_1.
\]

Let us set

\[
V_h = \{\text{step functions } w \text{ constant on } k_{i,j}, \; 0 \leq i \leq 3N_1, 0 \leq j \leq 3N_2 \text{ with } w|_{k_{i,j}} = w_{i,j} \text{ and } w_{0,j} = w_{i,0} = 0\}
\]
and $V_h = (V_h)^3$.

In order to define the discrete analog of $A$, let us consider the following finite difference operators on $k_{i,j}$, for $1 \leq i \leq 3N_1$, $1 \leq j \leq 3N_2$:

\begin{equation}
(\delta^1_h u_h)_{i,j} = \frac{1}{\Delta x} (u_{i,j} - u_{i-1,j}), \quad (\delta^2_h u_h)_{i,j} = \frac{1}{\Delta y} (u_{i,j} - u_{i,j-1}).
\end{equation}

Then we introduce:

\begin{equation}
A_h u_h = (A_{1h} u_h, A_{2h} u_h, A_{3h} u_h), \quad u_h \in V_h,
\end{equation}

where $A_{1h}$, $A_{2h}$ and $A_{3h}$ are the following discrete versions of $A_1$, $A_2$ and $A_3$:

\begin{align}
A_{1h} u_h &= \tilde{u}_0 \delta^1_h u_h + \tilde{v}_0 \delta^2_h u_h + g \delta^1_h \phi_h, \\
A_{2h} u_h &= \tilde{u}_0 \delta^1_h v_h + \tilde{v}_0 \delta^2_h v_h + g \delta^2_h \phi_h, \\
A_{3h} u_h &= \tilde{\phi}_0 \delta^1_h u_h + \tilde{v}_0 \delta^2_h \phi_h + \tilde{\phi}_0 (\delta^1_h u_h + \delta^2_h v_h).
\end{align}

Then under assumption (43), it can be shown that the operator $A_h$ is positive on $V_h$. The following more precise result holds true (see [5] for the proof):

\begin{lemma}
Under assumption (43), there exists a constant $\kappa_1$ depending only on $\tilde{u}_0$, $\tilde{v}_0$, $\phi_0$, and $g$ (and in particular on the positive numbers $\tilde{u}_0^2 - g\phi_0$, $\tilde{v}_0^2 - g\phi_0$) such that for every $h > 0$ and $u_h \in V_h$:

\begin{equation}
\langle A_h u_h, u_h \rangle \geq \kappa_1 \Delta y \sum_{j=1}^{3N_2} \left| u_{i,N_1,j} \right|^2 + \sum_{i=1}^{3N_1} \left| u_{i,j} - u_{i-1,j} \right|^2 \\
+ \kappa_1 \Delta x \sum_{i=1}^{3N_1} \left| u_{i,3N_2} \right|^2 + \Delta y \sum_{j=1}^{3N_2} \left| u_{i,j} - u_{i,j-1} \right|^2.
\end{equation}

The following estimate will also be useful in the sequel.

\begin{lemma}
There exists a constant $\kappa_2$ depending only on $\tilde{u}_0$, $\tilde{v}_0$, $\phi_0$, and $g$ such that for every $h > 0$ and $u_h \in V_h$:

\begin{equation}
|A_h u_h|^2 \leq \kappa_2 \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} \left[ \frac{\Delta y}{\Delta x} \left| u_{i,j} - u_{i-1,j} \right|^2 + \frac{\Delta x}{\Delta y} \left| u_{i,j} - u_{i,j-1} \right|^2 \right].
\end{equation}

Proof. Let $u_h \in V_h$. Going back to the definitions (55)-(56) and using the inequality

\[(x_1 + x_2 + \ldots + x_k)^2 \leq k(x_1^2 + x_2^2 + \ldots + x_k^2),\]

the components of $A_h u_h$ can be bounded in $L^2(M)$ as follows

$$|A_{1h} u_h|^2 \leq \Delta x \Delta y \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} \left[ \frac{3\bar{u}_0^2}{\Delta x^2} |u_{i,j} - u_{i-1,j}|^2 + \frac{3\bar{v}_0^2}{\Delta y^2} |v_{i,j} - v_{i-1,j}|^2 + \frac{3g^2}{\Delta x^2} |\phi_{i,j} - \phi_{i-1,j}|^2 \right]$$

$$|A_{2h} u_h|^2 \leq \Delta x \Delta y \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} \left[ \frac{3\bar{u}_0^2}{\Delta x^2} |v_{i,j} - v_{i-1,j}|^2 + \frac{3\bar{v}_0^2}{\Delta y^2} |v_{i,j} - v_{i-1,j}|^2 + \frac{3g^2}{\Delta y^2} |\phi_{i,j} - \phi_{i-1,j}|^2 \right]$$

$$|A_{3h} u_h|^2 \leq \Delta x \Delta y \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} \left[ \frac{4\bar{u}_0^2}{\Delta x^2} |\phi_{i,j} - \phi_{i-1,j}|^2 + \frac{4\bar{v}_0^2}{\Delta y^2} |\phi_{i,j} - \phi_{i-1,j}|^2 + \frac{4\bar{v}_0^2}{\Delta x^2} |u_{i,j} - u_{i-1,j}|^2 + \frac{4\bar{v}_0^2}{\Delta y^2} |v_{i,j} - v_{i-1,j}|^2 \right].$$

Next since

$$|A_h u_h|^2 = |A_{1h} u_h|^2 + |A_{2h} u_h|^2 + \frac{g}{\phi_0} |A_{3h} u_h|^2,$$

we infer readily from these inequalities that

$$|A_h u_h|^2 \leq \kappa_2 \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} \left[ \Delta x |u_{i,j} - u_{i-1,j}|^2 + \Delta y |u_{i,j} - u_{i-1,j}|^2 \right]$$

where $\kappa_2$ depends on $\bar{u}_0, \bar{v}_0, \bar{\phi}_0$ and $g$. □

We now introduce some coarse mesh consisting of the rectangles $K_{\lambda,\mu}, 1 \leq \lambda \leq N_1, 1 \leq \mu \leq N_2$:

$$K_{\lambda,\mu} = \bigcup_{a,\beta=0}^2 k_{3\lambda-a,3\mu-\beta} = (x_{3\lambda-2-1/2}, x_{3\lambda+1/2}) \times (y_{3\mu-2-1/2}, y_{3\mu+1/2}).$$

We also define the fictitious rectangles $K_{0,\mu}, K_{\lambda,0}, \lambda = 1, \ldots, N_1, \mu = 1, \ldots, N_2$, needed for the implementation of the boundary conditions; they are defined as above with $\mu$ or $\lambda = 0$.

We introduce the space $V_{3h}$ defined like $V_h$:

$$V_{3h} = \{ \text{step functions $w$ constant on $K_{\lambda,\mu}$, } 0 \leq \lambda \leq N_1, 0 \leq \mu \leq N_2 \text{ with } w|_{K_{\lambda,\mu}} = w_{\lambda,\mu} \text{ and } w_{0,\mu} = w_{\lambda,0} = 0 \},$$

and we set $V_{3h} = (V_{3h})^3$.

If $u_h \in V_h$ and $u_h|_{K_{i,j}} = u_{i,j}$, we define for $\lambda = 1, \ldots, N_1$ and $\mu = 1, \ldots, N_2$ the averages

$$U_{\lambda,\mu} = \frac{1}{g} \sum_{\alpha,\beta=0}^2 u_{3\lambda-\alpha,3\mu-\beta},$$

and the incremental unknowns

$$Z_{3\lambda-\alpha,3\mu-\beta} = u_{3\lambda-\alpha,3\mu-\beta} - U_{\lambda,\mu},$$

including, strictly speaking, the separation edges.
which satisfy of course

\[(62) \quad \sum_{\alpha, \beta=0}^{2} Z_{3\lambda-\alpha, 3\mu-\beta} = 0.\]

Let us denote by \((U_{\lambda, \mu}, V_{\lambda, \mu}, \Phi_{\lambda, \mu})\) the components of \(U_{\lambda, \mu}\) and by \((Z_{i,j}^{u}, Z_{i,j}^{v}, Z_{i,j}^{\phi})\) those of \(Z_{i,j}\). Also we define \(U_{3h}\) to be the step function equal to \(U_{\lambda, \mu}\) on \(K_{\lambda, \mu}\) (on the coarse mesh) and let \(Z_{h}\) be the step function equal to \(Z_{i,j}\) on \(k_{i,j}\) (on the fine mesh).

We note the following algebraic relations (using (62)):

\[(63) \quad \sum_{\alpha, \beta=0}^{2} |u_{3\lambda-\alpha, 3\mu-\beta}|^2 = 9 |U_{3h}|^2 + \sum_{\alpha, \beta=0}^{2} |Z_{i,j}^{u}|^2.\]

Multiplying by \(\Delta x \Delta y\) and adding for \(\lambda = 1, \ldots, N_1\) and \(\mu = 1, \ldots, N_2\), we see that the \(L^2\) norms of the corresponding step functions satisfy

\[(64) \quad |u_h|^2 = |U_{3h}|^2 + |Z_h|^2.\]

Since similar equalities hold for the other components we conclude that

\[(65) \quad |u_h|^2 = |U_{3h}|^2 + |Z_h|^2\]

where \(| \cdot |\) is the norm in \(H\) associated to the scalar product (49).

### 3.3. Fully explicit Euler multilevel scheme and stability estimates.

We will now proceed to some extent as in space dimension one. We define a time step \(\Delta t\) and we are given two integers \(p > 1\) and \(q > 1\). We will perform \(p\) steps with the small time step \(\Delta t/p\) and the fine spatial mesh \(\Delta x, \Delta y\) and then we make \(q\) steps with the large time step \(\Delta t\) and the coarse spatial mesh \(3\Delta x, 3\Delta y\); and then we start again with the \(p\) steps.

The approximate solutions are recursively defined as follows. We start with the sequence \(u_h^0 = (u_h^0, v_h^0, \phi_h^0)\) given by,

\[(66) \quad u_{i,j}^0 = \frac{1}{\Delta x \Delta y} \int_{k_{i,j}} u^0(x, y)dxdy,\]

\[v_{i,j}^0 = \frac{1}{\Delta x \Delta y} \int_{k_{i,j}} v^0(x, y)dxdy,\]

\[\phi_{i,j}^0 = \frac{1}{\Delta x \Delta y} \int_{k_{i,j}} \phi^0(x, y)dxdy,\]

for \(1 \leq i \leq 3N_1, 1 \leq j \leq 3N_2\), where \(u^0\) is our initial condition, see (46).

Then using the Euler explicit scheme in time and with the definition of \(A_h\) introduced in (56), the discretization of (48) on the fine grid reads

\[(67) \quad \frac{p}{\Delta t} \left( u_h^{n+(r+1)/p} - u_h^{n+r/p} \right) + A_h u_h^{n+r/p} = 0.\]

Here, as for (13), \(n\) is a multiple of \((q + 1)\) and \(r = 0, \ldots, p - 1\).
We first observe that
\[
|u_h^0|^2 = \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \Delta x \Delta y (|u_{i,j}^0|^2 + |\phi_{i,j}^g|^2)
\]
\[
= \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \Delta x \Delta y \left[ \left( \frac{1}{\Delta x \Delta y} \int_{k_{i,j}} u_0^0 dx dy \right)^2 + \frac{1}{\phi_0^g} \left( \frac{1}{\Delta x \Delta y} \int_{k_{i,j}} \phi_0^g dx dy \right)^2 \right]
\]
\[
\leq \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left( \int_{k_{i,j}} (u_0^0)^2 dx dy + \int_{k_{i,j}} (\phi_0^g)^2 dx dy + \frac{g}{\phi_0^g} \int_{k_{i,j}} (\phi_0^g)^2 dx dy \right) \]
\[
= |u_0^0|^2.
\]

Now, let us investigate the stability of the scheme (67). Taking the scalar product in $H$ of (67) with $2 \frac{\Delta t}{p} u_h^{n+r/p}$, we obtain readily that
\[
2(\frac{\Delta t}{p} u_h^{n+r+1/p} - u_h^{n+r/p}, u_h^{n+r/p}) + \frac{\Delta t}{p} (A_h u_h^{n+r/p}, u_h^{n+r/p}) = 0.
\]

Since
\[
2(\frac{\Delta t}{p} u_h^{n+r+1/p} - u_h^{n+r/p}, u_h^{n+r/p}) = |u_h^{n+(r+1)/p} - u_h^{n+r/p} - u_h^{n+r/p}|^2 - |u_h^{n+r+1/p} - u_h^{n+r/p}|^2,
\]
this gives:
\[
|u_h^{n+(r+1)/p} - u_h^{n+r+1/p} - u_h^{n+r/p}|^2 + 2 \frac{\Delta t}{p} (A_h u_h^{n+r/p}, u_h^{n+r/p}) = |u_h^{n+r/p}|^2.
\]

Lemma 3.1 provides the following lower bound:
\[
2 \frac{\Delta t}{p} (A_h u_h^{n+r/p}, u_h^{n+r/p}) \geq 2 \frac{\Delta t}{p} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left| \int_{k_{i,j}} (u_i^{n+r/p} - u_{i-1,j}^{n+r/p}) dx \right|^2
\]
\[
+ \frac{\Delta t}{p} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left| \int_{k_{i,j}} (u_{i,j}^{n+r/p} - u_{i,j-1}^{n+r/p}) dx \right|^2.
\]

Next we aim to estimate the term $|u_h^{n+(r+1)/p} - u_h^{n+r/p}|^2$. From equation (67) we have:
\[
u_h^{n+(r+1)/p} - u_h^{n+r/p} = -\frac{\Delta t}{p} A_h u_h^{n+r/p},
\]
and thanks to Lemma 3.2 we obtain that
\[
|u_h^{n+(r+1)/p} - u_h^{n+r/p}|^2 \leq \frac{\Delta t^2}{p} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} \left[ \frac{\Delta y}{\Delta x} |u_{i,j}^{n+r/p} - u_{i,j-1}^{n+r/p}|^2 + \frac{\Delta x}{\Delta y} |u_{i,j}^{n+r/p} - u_{i,j}^{n+r/p}|^2 \right].
\]
Combining estimates (73), (72) and (71) provides
\[
|u_h^{n+(r+1)/p}|^2 + \frac{\Delta y \Delta t}{p} \left[ 2\kappa_1 - \frac{\kappa_2 \Delta t}{p \Delta x} \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} |u_{i,j}^{n+r/p} - u_{i-1,j}^{n+r/p}|^2 \right] + \frac{\Delta x \Delta t}{p} \left[ 2\kappa_1 - \frac{\kappa_2 \Delta t}{p \Delta y} \sum_{i=1}^{3N_1} \sum_{j=1}^{3N_2} |u_{i,j}^{n+r/p} - u_{i,j}^{n+r/p-1}|^2 \right] \leq |u_h^{n+r/p}|^2.
\]

(74)

We conclude that provided the following CFL conditions are satisfied:
\[
\frac{\kappa_2 \Delta t}{p \Delta x} \leq 2\kappa_1, \quad \frac{\kappa_2 \Delta t}{p \Delta y} \leq 2\kappa_1,
\]
we have, for \( r = 0, \cdots, p-1 \),
\[
|u_h^{n+(r+1)/p}| \leq |u_h^{n+r/p}|.
\]

(75)

For the next \( q \) time-steps our approximate solutions take the form
\[
u_h^{n+m+1} = U_{3h}^{n+m+1} + Z_h^{n+1}, \quad m = 1, \cdots, q.
\]

(76)

The equation on the coarse grid reads
\[
\frac{1}{\Delta t} (U_{3h}^{n+m+1} - U_{3h}^{n+m}) + A_{3h} U_{3h}^{n+m} = 0, \quad m = 1, \cdots, q.
\]

(77)

It is similar to (67) and, as above, by taking the scalar product in \( H \) of (77) with \( 2\Delta t U_{3h}^{n+m} \) we can show that
\[
|U_{3h}^{n+m+1}| \leq |U_{3h}^{n+m}|, \quad m = 1, \cdots, q,
\]

(78)

provided the following CFL conditions are satisfied:
\[
\frac{\kappa_2 \Delta t}{3 \Delta x} \leq 2\kappa_1, \quad \frac{\kappa_2 \Delta t}{3 \Delta y} \leq 2\kappa_1.
\]

Returning to (76) and using (65), we then conclude that
\[
|u_h^{n+m+1}| \leq |u_h^{n+m}|, \quad m = 1, \cdots, q.
\]

(79)

We have thus proven the following result.

**Theorem 3.1.** The multilevel scheme defined by equations (67) and (76)-(77) is stable in \( L^\infty(0, +\infty, H) \) provided the following CFL conditions are satisfied:
\[
\frac{\Delta t}{\Delta x} \leq \frac{2\kappa_1}{\kappa_2} \min(3, p), \quad \frac{\Delta t}{\Delta y} \leq \frac{2\kappa_1}{\kappa_2} \min(3, p).
\]

(80)

More precisely, for all \( n \) and \( s \geq 0 \), the following bounds hold true
\[
|u_h^n| \leq |u^0|,
\]

(81)

\[
|u_h^{(q+1)+r/p}| \leq |u^0|, \quad \text{for } r = 1, \cdots, p.
\]

**Remark 3.1.** In the two-dimensional case we also note that for \( p = 1, 2 \) the CFL condition for (77) on the coarse grid is less restrictive than the one for (67) on the fine grid. For \( p = 3 \) the two CFL conditions are identical. For \( p > 3 \) the CFL condition on the coarse mesh is more restrictive than the one on the fine mesh. As done before a possible alternative is to use an Euler implicit scheme on the fine mesh and an Euler explicit scheme on the coarse mesh.
4. Averaged Multilevel Finite Volume Method I

This section is devoted to another version of the multilevel finite volume method, the Averaged Finite Volume Method (AFVM) which is more efficient than the Hierarchical Finite Volume Method (HFVM) as the numerical simulations reported below will show. Interestingly however the proof of the stability of the method is not complete for both the implicit and explicit versions of this method. Other versions of the AFVM were implemented in [2] and studied in [5].

4.1. AFVM for the one dimensional advection equation. We consider again the one dimensional advection equation

\[ \frac{\partial u}{\partial t}(x, t) + \frac{\partial u}{\partial x}(x, t) = 0, \quad (x, t) \in (0, L) \times (0, T), \]

supplemented with the boundary and initial conditions

\[ u(0, t) = 0, \quad u(x, 0) = u^0(x), \]

with \( u^0 \in L^2(0, L) \).

Similarly to Section 2, we first introduce the fine cells \((k_i)_{1 \leq i \leq 3N}\) of length \( \Delta x \) and the corresponding semi-discrete equations

\[ \frac{du_i}{dt}(t) + u_i(t) - u_{i-1}(t) = 0, \quad 1 \leq i \leq 3N. \]

Then the coarse cells \((K_l)_{1 \leq l \leq N}\) of length \( 3\Delta x \) are given by

\[ K_l = k_{3l-2} \cup k_{3l-1} \cup k_{3l}, \quad 1 \leq l \leq N. \]

The coarse variables \( U_l \) and the increments \( Z_l \) in the AVFM are defined in the same way as in the HFVM that is

\[ U_l = \frac{1}{3} \sum_{\alpha=0}^{2} u_{3l-\alpha}, \quad Z_{3l-\alpha} = u_{3l-\alpha} - U_l, \quad \alpha = 0, 1, 2. \]

Now we introduce the averaged multilevel (AFVM) method. The difference comes from the equation for \( U_l \) on the coarse mesh. Instead of applying the same scheme than the one on the fine mesh, we average the fine mesh schemes (84) on the three fine cells defining \( K_l \) and \( U_l \), that is for \( i = 3l, 3l-1, 3l-2 \). This provides:

\[ \frac{dU_l}{dt}(t) + u_{3l}(t) - u_{3l-3}(t) = 0, \quad 1 \leq l \leq N, \]

or equivalently (compare to (11))

\[ \frac{dU_l}{dt}(t) + \frac{U_l(t) - U_{l-1}(t)}{3\Delta x} + \frac{Z_{3l}(t) - Z_{3l-3}(t)}{3\Delta x} = 0, \quad 1 \leq l \leq N. \]

The AFVM can be found in [5] and [2].

For the fully discrete equations on the fine grid we use the Euler implicit scheme with time step \( \Delta t/p \). Therefore we write for \( 1 \leq i \leq 3N \) and \( 0 \leq r \leq p - 1 \):

\[ \begin{cases} 
  u^n_{i+(r+1)/p} - u^n_{i+r/p} \Delta t/p \  \  u^n_{i+(r+1)/p} - u^n_{i+(r+1)/p} \Delta x = 0, \\
  u^0_{i+(r+1)/p} = 0. 
\end{cases} \]

This is the scheme we considered in Section 2.3 (see (35)) where we derived the following stability result in \( L^2 \) norm:

\[ |u^n_{i+(r+1)/p}| \leq |u^n_{i+r/p}|, \quad 0 \leq r \leq p - 1. \]
Next we use the decomposition (86) and the increments $Z_i$ are fixed during the computations on the coarse mesh so that our approximations read:

$$u_{n+1}^{3l-\alpha} = U^l_{n+1} + Z_{3l-\alpha}^{n+1}, \quad 1 \leq l \leq N, \quad \alpha = 0, 1, 2, \quad m = 1, \ldots, q + 1.$$  \hfill (91)

On the coarse mesh we discretize in time the equation (87) using the Euler implicit scheme and the time step $\Delta t$. This provides:

$$
\begin{cases}
    \frac{U^l_{n+1} - U^l_n}{\Delta t} + \frac{u_{3l}^{n+1} - u_{3l-1}^{n+1}}{3\Delta x} = 0, & m = 1, \ldots, q,
    \\
    U_0^{n+1} = 0,
\end{cases}
$$  \hfill (92)

or equivalently

$$
\frac{U^l_{n+1} - U^l_n}{\Delta t} + \frac{U^l_{n+1} - U^l_{n-1}}{3\Delta x} + \frac{Z_{3l}^{n+1} - Z_{3l-3}^{n+1}}{3\Delta x} = 0.
$$  \hfill (93)

**Remark 4.1.** In the above scheme since

$$U^l_{n+1} - U^l_n = u_{3l}^{n+1} - u_{3l}^n,$$

the equations (92), (93) also read

$$
\frac{u_{n+1}^{3l+1} - u_{3l}^n}{\Delta t} + \frac{u_{n+1}^{3l+1} - u_{3l-1}^{n+1}}{3\Delta x} = 0.
$$  \hfill (94)

If we multiply equation (94) by $2\Delta x \Delta t u_{3l}^{n+1}$, we obtain

$$
\Delta x \left[ |u_{3l}^{n+1}|^2 - |u_{3l}^n|^2 + |u_{3l}^{n+1} - u_{3l}^n|^2 \right] + \frac{\Delta t}{3} \left[ |u_{3l}^{n+1}|^2 - |u_{3l-1}^{n+1}|^2 + |u_{3l}^{n+1} - u_{3l-1}^{n+1}|^2 \right] = 0.
$$  \hfill (95)

By summing for $l = 1, \ldots, N$, we find

$$
\sum_{l=1}^{N} |u_{3l}^{n+1}|^2 - |u_{3l}^{n+1}|^2 + \Delta x \sum_{l=1}^{N} |u_{3l}^{n+1} - u_{3l}^n|^2
$$

$$
+ \frac{\Delta t}{3} \left[ |u_{3N}^{n+1}|^2 + \sum_{l=1}^{N} |u_{3l}^{n+1} - u_{3l-1}^{n+1}|^2 \right] = 0,
$$  \hfill (96)

where for $\tau = n + m + 1, n + m$, we used the following notation

$$
|u_{3l}^{n+1}|^2 = \Delta x \sum_{l=1}^{N} |u_{3l}^{\tau}|^2, \quad \alpha = 0, 1, 2.
$$  \hfill (97)

We derive from (96) the following estimates

$$
|u_{3l}^{n+1}| \leq |u_{3l}^{n+1}|.
$$  \hfill (98)

We would then need the estimates for $|u_{3l}^{n+1}|$, $\alpha = 1, 2$, which are not available.
4.2. Spectral analysis. In this section we return to the stability study performed in Section 4 of [5]; this study is not bending and partly withdrawn as explained below. The equation under consideration is again the advection equation

\[
\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = 0, \quad \text{in } (0, L) \times (0, T),
\]

but it is now supplemented with the space periodicity boundary condition:

\[
u(0, t) = u(L, t),
\]

together with some initial data \( u_0 \in L^2(0, L) \).

As in Section 4.1, we can discretize the above problem by using the AFVM. In view of the new boundary condition, the scheme on the fine grid now reads:

\[
\begin{cases}
\frac{u_i^{n+(r+1)/p} - u_i^{n+r/p}}{\Delta t/p} + \frac{u_i^{n+(r+1)/p} - u_{i-1}^{n+(r+1)/p}}{\Delta x} = 0, \\
u_0^{n+(r+1)/p} = u_{3N}^{n+(r+1)/p},
\end{cases}
\]

for \( 1 \leq i \leq 3N \) and \( 0 \leq r \leq p - 1 \).

We associate with a periodic sequence \( v_i, i \in \mathbb{Z} \), \( v_{i+3N} = v_i \), its discrete Fourier coefficients (see [7]) defined as follows:

\[
\hat{v}_j = \frac{1}{3N} \sum_{k=1}^{3N} e^{-ijkh^*} v_k, \quad j = 1, \ldots, 3N,
\]

where \( h^* = \frac{2\pi}{3N} \). The stability analysis made by the Von Neumann method (see [5] and e.g. [19]) gives:

\[
|u_{h}^{n+(r+1)/p}| \leq |u_{h}^{n+r/p}|, \quad 0 \leq r \leq p - 1.
\]

Now the averaged multilevel finite volume scheme on the coarse mesh reads:

\[
\begin{cases}
\frac{U_i^{n+m+1} - U_i^{n+m}}{\Delta t} + \frac{\hat{v}_i^{n+m+1} - \hat{v}_i^{n+m-1}}{3\Delta x} = 0, \\
U_0^{n+m+1} = U_N^{n+m+1},
\end{cases}
\]

and the approximations are given by

\[
u_{3\ell-\alpha}^{n+m} = U_{3\ell-\alpha}^{n+m} + Z_{3\ell-\alpha}^{n+1}, \quad 1 \leq \ell \leq N, \quad \alpha = 0, 1, 2.
\]

Since the \( Z \) are fixed while performing the coarse mesh calculations we see that

\[
U_{3\ell-\alpha}^{n+m+1} - U_{3\ell-\alpha}^{n+m} = \frac{\Delta t}{3\Delta x} (U_{3\ell-\alpha}^{n+m+1} - U_{3\ell-\alpha}^{n+m+1}), \quad \alpha = 0, 1, 2.
\]

In view of this equality for \( \alpha = 0 \), (104) becomes

\[
\frac{1}{\Delta t} (\nu_{3\ell}^{n+m+1} - \nu_{3\ell}^{n+m}) + \frac{1}{3\Delta x} (\nu_{3\ell}^{n+m+1} - \nu_{3\ell-3}^{n+m+1}) = 0,
\]

that is,

\[
(1 + \frac{\Delta t}{3\Delta x}) \nu_{3\ell}^{n+m+1} - \frac{\Delta t}{3\Delta x} \nu_{3\ell-3}^{n+m+1} = \nu_{3\ell}^{n+m}.
\]
Returning to the definition of the discrete Fourier coefficients associated with a periodic sequence \(v_\ell, v_{\ell+3N} = v_\ell\), we write, for \(j = 1, \ldots, 3N\):

\[
\hat{v}_j = \frac{1}{3N} \sum_{k=1}^{3N} v_k e^{-i\theta_k j} = \frac{1}{3N} \sum_{\ell=1}^{N} \left(v_{3\ell} e^{-3i\theta_j \ell} + v_{3\ell-1} e^{-i\theta_j (3\ell-1)} + v_{3\ell-2} e^{-i\theta_j (3\ell-2)}\right).
\]

We now introduce the partial Fourier sum:

\[
\hat{v}_{(3\ell-\alpha),j} = \frac{1}{3N} \sum_{\ell=1}^{N} v_{3\ell-\alpha} e^{-i\theta_j 3\ell}, \quad j = 1, \ldots, 3N.
\]

We observe that this partial Fourier sum is periodic in \(j\) with period \(3N\) and that the Parseval relation holds in the form:

\[
\sum_{j=1}^{3N} |\hat{v}_{(3\ell-\alpha),j}|^2 = \frac{1}{3N} \sum_{\ell=1}^{N} |v_{3\ell-\alpha}|^2, \quad \alpha = 0, 1, 2.
\]

We also have

\[
\hat{v}_{(3\ell-3),j} = \hat{v}_{(3\ell),j} e^{-3i\theta_j}.
\]

With this definition in mind, we now take the partial Fourier transform of (107). This yields:

\[
\left(1 + \frac{\Delta t}{3\Delta x}\right) \hat{u}^{n+m+1}_{(3\ell),j} - \frac{\Delta t}{3\Delta x} e^{-i\theta_j} \hat{u}^{n+m+1}_{(3\ell),j} = \hat{u}^{n+m}_{(3\ell),j}.
\]

Hence

\[
\hat{u}^{n+m+1}_{(3\ell),j} = g_{C,j} \hat{u}^{n+m}_{(3\ell),j}, \quad j = 1, \ldots, 3N,
\]

where the amplification factor \(g_{C,j}\) on the coarse mesh is given by:

\[
g_{C,j}^{-1} = 1 + \frac{\Delta t}{3\Delta x} \left(1 - e^{-3i\theta_j}\right).
\]

We can conclude as in [5] that \(|g_{C,j}^{-1}| \geq 1\), this implies the ”stability” of the scheme (106). Also note that

\[
\hat{u}^{n+m+1}_{(3\ell),j} = g_{C,j}^{m} \hat{u}^{n+1}_{(3\ell),j}, \quad j = 1, \ldots, 3N, \quad m = 1, \ldots, q.
\]

Now we look for the expressions of the \(\hat{u}^{n+m+1}_{(3\ell-\alpha),j}, \alpha = 0, 1, 2, \) in terms of the \(\hat{u}^{n+1}_{(3\ell-\beta),j}\); that of \(\hat{u}^{n+m+1}_{(3\ell),j}\) has been already found at this stage, see (114).

We have the following:

\[
\hat{u}^{n+m+1}_{(3\ell),j} = g_{C,j}^{m} \hat{u}^{n+1}_{(3\ell),j},
\]

\[
\hat{u}^{n+m+1}_{(3\ell-1),j} = (g_{C,j}^{m} - 1) \hat{u}^{n+1}_{(3\ell),j} + \hat{u}^{n+1}_{(3\ell-1),j},
\]

\[
\hat{u}^{n+m+1}_{(3\ell-2),j} = (g_{C,j}^{m} - 1) \hat{u}^{n+1}_{(3\ell),j} + \hat{u}^{n+1}_{(3\ell-2),j}.
\]

We rewrite these equations in matricial form:

\[
\begin{pmatrix}
\hat{u}^{n+m+1}_{(3\ell),j} \\
\hat{u}^{n+m+1}_{(3\ell-1),j} \\
\hat{u}^{n+m+1}_{(3\ell-2),j}
\end{pmatrix} = G_{C,j}^{m}
\begin{pmatrix}
\hat{u}^{n+1}_{(3\ell),j} \\
\hat{u}^{n+1}_{(3\ell-1),j} \\
\hat{u}^{n+1}_{(3\ell-2),j}
\end{pmatrix}, \quad j = 1, \ldots, 3N,
\]
Now let us drop the indices $m$, $j$ and $C$ and write $G = G_{C,j}^{(m)}$, $g = g_{C,j}^{m}$. In [5] we mistakenly required the stability conditions $\rho(G) \leq 1$ instead of $\rho(G^T G) \leq 1$, and found that indeed $\rho(G) \leq 1$.

Concerning $\rho(G^T G)$ we can observe that for $g \neq 1, 0$, this spectral radius is strictly greater than one. Indeed, we have

$$G^T G = \begin{pmatrix} |g|^2 + 2|g-1|^2 & -1 & -1 \\ -1 & 1 & 0 \\ -1 & 0 & 1 \end{pmatrix}.$$ 

The characteristic polynomial of this matrix is given by:

$$\Phi(X) = (1-X) \left[ X^2 - X(1 + |g|^2 + 2|g-1|^2) + |g|^2 \right].$$

Setting $Q(X) = X^2 - X(1 + |g|^2 + 2|g-1|^2) + |g|^2$, we observe that $Q(0) = |g|^2 > 0$ and $Q(1) = -2|g-1|^2 < 0$. Hence the roots of $Q$ are real and positive, with one root $\lambda_2$ greater than one and one root $\lambda_3$ less than one. Therefore we can not conclude the stability analysis with the above Von Neumann analysis.

We can compute the eigenvectors of $G$ corresponding to the three eigenvalues $\lambda_1 = 1$, $\lambda_2$ and $\lambda_3$ which are respectively:

$$\begin{pmatrix} 0 \\ 1 \\ -1 \end{pmatrix}, \begin{pmatrix} 1 \\ -\frac{1-\lambda_2}{\lambda_2} \\ -\frac{1-\lambda_3}{\lambda_3} \end{pmatrix}, \begin{pmatrix} 1 \\ -\frac{1-\lambda_1}{\lambda_1} \\ -\frac{1-\lambda_3}{\lambda_3} \end{pmatrix}. $$

Note that unlike in the classical Von Neumann analysis the fact that $\lambda_2 > 1$ does not imply that this scheme is unstable because the vector to which $G = G_{C,j}^{(m)}$ is applied in the right-hand side of (118) is a very particular combination of the above eigenvectors and the calculations in Section 4.3 show that this (implicit) scheme is, in fact, computationally stable in the context of our numerical simulations.

4.3. Numerical tests. In this section we present some simulations on the advection equation (99)-(100) using the averaged multilevel level method and the Euler implicit scheme, that is the method presented in Section 4.2. Our aim is to show that this scheme is numerically stable.

To test the numerical stability, it is convenient to add a source term to equation (99), that is to introduce:

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = S.$$ (121)

We consider the following analytic solution:

$$u_{EX}(x,t) = \cos(2\pi x/L) \cos(2\pi t)$$

and compute the source term $S$ so that $u_{EX}$ is indeed a solution of (121).

Table 1 below shows the $L^2$ relative errors at $t = 0.1$ with $p = 5$ and $q = 4$. The errors are computed for different values of $\Delta x$ and $\Delta t$ in order to test the numerical stability.

The first table shows that for $\Delta t \leq 10^{-3}$ the error stays about the same so that the scheme remains stable. The second table shows that after $\Delta t \simeq 0.4$ the scheme is not stable. The AFVM with the Euler implicit scheme is numerically stable in this context for $\Delta t$ smaller than about 0.4.
Table 1. $L^2$ relative errors at $t = 0.1$ using AVFM with the Euler implicit scheme for the advection equation.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\Delta x = 0.11$</th>
<th>$\Delta x = 0.037$</th>
<th>$\Delta x = 0.012$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>0.0627</td>
<td>0.0414</td>
<td>0.0317</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>0.0495</td>
<td>0.0265</td>
<td>0.0141</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>0.0484</td>
<td>0.0266</td>
<td>0.0134</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>0.0486</td>
<td>0.0266</td>
<td>0.0134</td>
</tr>
</tbody>
</table>

Table 2. $L^2$ relative errors at $t = 10$ using AVFM with the Euler implicit scheme for the advection equation.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$\Delta x = 0.11$</th>
<th>$\Delta x = 0.037$</th>
<th>$\Delta x = 0.012$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.2300</td>
<td>0.1765</td>
<td>0.1358</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0742</td>
<td>0.9096</td>
<td>0.8722</td>
</tr>
<tr>
<td>0.4</td>
<td>10.2922</td>
<td>10.9827</td>
<td>11.1690</td>
</tr>
</tbody>
</table>

5. Averaged Multilevel Finite Volume Method II

In this section we consider the Averaged Multilevel Finite Volume Method for the two-dimensional linear shallow water equations. This method has been presented in [5] and [2] and we first recall it in Section 5.1. We do not prove any stability result but we aim to compare the AFVM to the HFVM in the numerical simulations presented in Section 5.2.

5.1. AFVM for the linear shallow water equations with Euler explicit.

The linear shallow water equations on the domain $\mathcal{M} = (0, L_1) \times (0, L_2)$ read (see (44))

$$
\begin{align}
\frac{\partial u}{\partial t} + \bar{u}_0 \frac{\partial u}{\partial x} + \bar{v}_0 \frac{\partial u}{\partial y} + g \frac{\partial \phi}{\partial x} &= 0, \\
\frac{\partial v}{\partial t} + \bar{u}_0 \frac{\partial v}{\partial x} + \bar{v}_0 \frac{\partial v}{\partial y} + g \frac{\partial \phi}{\partial y} &= 0, \\
\frac{\partial \phi}{\partial t} + \bar{u}_0 \frac{\partial \phi}{\partial x} + \bar{v}_0 \frac{\partial \phi}{\partial y} + \bar{\phi}_0 \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) &= 0.
\end{align}
$$

We are still in the supercritical case, see (43), and we consider the boundary conditions:

$$
(124) \quad u = v = \phi = 0 \text{ at } \{x = 0\} \cup \{y = 0\}.
$$

The spatial discretization is similar to the one described in Section 3.2. We denote by $u_h = (u_{i,j}, v_{i,j}, \phi_{i,j})$ the step function that approximates $u = (u, v, \phi)$ on the fine mesh $k_{i,j}$.

In the AFVM, we first perform $p$ time iterations on the fine mesh using the time step $\Delta t/p$ and the Euler explicit scheme. Setting for convenience $\tau = n + r/p$, the scheme reads:

$$
\begin{align}
\frac{u_{h}^{\tau+1/p} - u_{h}^{\tau}}{\Delta t/p} + \bar{u}_0 \delta_h^1 u_{h}^{\tau} + \bar{v}_0 \delta_h^2 u_{h}^{\tau} + g \delta_h^3 \phi_{h}^{\tau} &= 0, \\
\frac{v_{h}^{\tau+1/p} - v_{h}^{\tau}}{\Delta t/p} + \bar{u}_0 \delta_h^1 v_{h}^{\tau} + \bar{v}_0 \delta_h^2 v_{h}^{\tau} + g \delta_h^3 \phi_{h}^{\tau} &= 0, \\
\frac{\phi_{h}^{\tau+1/p} - \phi_{h}^{\tau}}{\Delta t/p} + \bar{u}_0 \delta_h^1 \phi_{h}^{\tau} + \bar{v}_0 \delta_h^2 \phi_{h}^{\tau} + \bar{\phi}_0 (\delta_h^1 u_{h}^{\tau} + \delta_h^2 v_{h}^{\tau}) &= 0,
\end{align}
$$

(125)
where $\delta_1^h$ and $\delta_2^h$ are the discrete finite differences operator given by (54).

Next we introduce the decomposition of $u_h$ as the sum of the coarse mesh averages $U_{\lambda,\mu} = (U_{\lambda,\mu}, V_{\lambda,\mu}, \Phi_{\lambda,\mu})$ and the increments $Z_{i,j}$ (see (60), (61)). Again the increments are fixed during the $q$ iterations on the coarse grid so that:

$$u_h^{n+m+1} = U_{3h}^{n+m+1} + Z_h^{n+1}, \quad m = 1, ..., q.$$  

Then to obtain the equations for $U_h$ on the coarse mesh, we average the equations (125) for $i = 3\lambda - 2, 3\lambda - 1, 3\lambda$ and $j = 3\mu - 2, 3\mu - 1, 3\mu$. To write down the scheme it is convenient to introduce the following discrete operators corresponding to the averages of the operators $\delta_1^h$ and $\delta_2^h$:

$$(\delta_1^{Ah} u)_{\lambda,\mu} = \sum_{j=3\mu-2}^{3\mu} \frac{1}{9\Delta x} (a_{3\lambda,j} - a_{3\lambda-3,j}),$$

$$(\delta_2^{Ah} u)_{\lambda,\mu} = \sum_{j=3\lambda-2}^{3\lambda} \frac{1}{9\Delta y} (a_{i,3\mu} - a_{i,3\mu-3}),$$

for $1 \leq \lambda \leq N_1$ and $1 \leq \mu \leq N_2$. Then the equations on the coarse grid read:

$$\frac{U_h^{n+1} - U_h^n}{\Delta t} + \tilde{u}_0 \delta_1^{Ah} u + \tilde{v}_0 \delta_2^{Ah} u + g \delta_1^{Ah} \phi = 0,$$

$$\frac{V_h^{n+1} - V_h^n}{\Delta t} + \tilde{u}_0 \delta_1^{Ah} v + \tilde{v}_0 \delta_2^{Ah} v + g \delta_2^{Ah} \phi = 0,$$

$$\frac{\Phi_h^{n+1} - \Phi_h^n}{\Delta t} + \tilde{u}_0 \delta_1^{Ah} \phi + \tilde{v}_0 \delta_2^{Ah} \phi + \tilde{\phi}_0 (\delta_1^{Ah} u + \delta_2^{Ah} v) = 0,$$

where we have set $\tau = n + m$, $m = 1, ..., q$.

5.2. Numerical results. We aim to compare four different simulations for (123)-(124): one on the coarse mesh, one on the fine mesh, one using the hierarchical multilevel method (HFVM), and one using the averaged multilevel method (AFVM). But this time we consider equations (123) in which we add source terms to allow more flexibility, and in particular tests on exact solutions:

$$\frac{\partial u}{\partial t} + \tilde{u}_0 \frac{\partial u}{\partial x} + \tilde{v}_0 \frac{\partial u}{\partial y} + g \frac{\partial \phi}{\partial x} = S_u,$$

$$\frac{\partial v}{\partial t} + \tilde{u}_0 \frac{\partial v}{\partial x} + \tilde{v}_0 \frac{\partial v}{\partial y} + g \frac{\partial \phi}{\partial y} = S_v,$$

$$\frac{\partial \phi}{\partial t} + \tilde{u}_0 \frac{\partial \phi}{\partial x} + \tilde{v}_0 \frac{\partial \phi}{\partial y} + \tilde{\phi}_0 \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} \right) = S_\phi,$$

with,

$$\tilde{u}_0 = 2, \quad \tilde{v}_0 = 2, \quad \tilde{\phi}_0 = 1, \quad g = 1.$$

The source terms are computed using the analytic functions in (132) below. We note that $\tilde{u}_0, \tilde{v}_0$ and $\tilde{\phi}_0$ enforce the supercritical conditions (43).

We describe the four different methods we aim to compare numerically.

- The scheme on the fine grid of size $h$ is the standard (one level) explicit discretization of the equations using the time step $\Delta t/p$:

$$\frac{u_h^{n+1} - u_h^n}{\Delta t/p} + A_h u_h^n = 0, \quad n \geq 0,$$

where $A_h$ is the discrete operator given by (55).
The scheme on the coarse grid (size $3h$) is the one level explicit discretization of the equations using the time step $\Delta t$:

$$
\frac{u_{3h}^{n+1} - u_{3h}^n}{\Delta t} + A_{3h} u_{3h}^n = 0, \quad n \geq 0.
$$

The hierarchical multilevel method (HFVM) is given by the combination of $p$ iterations of (130) on the fine grid (see (67)) followed by $q$ iterations of (131) on the coarse grid (see (77)), but now the approximations take into account the incremental unknowns $Z$ and are given by (76).

The averaged multilevel method (AFVM method) is given by the combination of $p$ iterations of (130) on the fine grid (see (125)) followed by $q$ iterations of (127) on the coarse grid during which the increments are frozen; the approximations take into account the incremental unknowns $Z$ and are given by (126).

This averaged multilevel method, is called averaged because the equations on the coarse grid are determined by summing the equations on the fine grid on nine cells and hence averaging them. This method is supposed to be more accurate that the HFVM, but the stability analysis is harder to derive.

The parameters are chosen as follows. The domain for our simulation is $(0, 9) \times (0, 9)$. Also we take $N_1 = N_2 = 90$, $\Delta t = 10^{-6}$, $p = 5$, $q = 4$. For the simulation on the fine mesh we use $270 \times 270$ control volumes and the time step $0.2 \times 10^{-6}$, for the simulation on the coarse mesh we use $90 \times 90$ control volumes and the time step $10^{-6}$. Note that in these calculations we choose a $\Delta t$ very small, much smaller than required by the CFL stability condition because we want to evaluate the errors due to the multilevel spatial discretization and avoid interferences with the time discretization errors. The choice of $p$ and $q$ is arbitrary, if $q$ is much greater than $p$ the error with the multilevel method will be closer to the error on the coarse mesh but the computation will be faster than the one on the fine mesh.

We consider the following exact solutions:

$$
u_{EX}(x, y, t) = x^3 y^3 \cos(2 \pi x), \quad v_{EX}(x, y, t) = \sin \left( \frac{2y \pi}{9} \right) \cos(2 \pi t) x^3,$$

$$\phi_{EX}(x, y, t) = \sin \left( \frac{2x \pi}{9} \right) \cos(2 \pi t) y^3,$$

from which we analytically infer the source terms in (128).

The table below shows the computing times for the four methods, starting from $t = 0$ and going to $t = 3 \cdot 10^{-5}$ on a single thread intel processor.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Time of the computation (in s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse mesh</td>
<td>11.1</td>
</tr>
<tr>
<td>HFVM</td>
<td>112.3</td>
</tr>
<tr>
<td>AFVM</td>
<td>129</td>
</tr>
<tr>
<td>Fine mesh</td>
<td>478.5</td>
</tr>
</tbody>
</table>

From the above table we conclude that the multilevel method is much faster than the one level method on the fine mesh. We also note below that the AFVM method multilevel method is more accurate than the HFVM. Figures 1, 2 and 3 show the $L^2$ relative errors of our four different simulations. We see that the errors using the multilevel methods is intermediate between the errors for the calculations on the coarse mesh and the ones on the fine mesh. Our proposed multilevel methods do
what we would expect: they are substantially faster than doing the whole computation on the fine mesh and the error is between that on the coarse mesh and that on the fine mesh.

![Figure 1. Relative $L^2$ error for $\phi$ using Euler explicit for the two dimensional linear shallow water equations](image)
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Figure 2. Relative $L^2$ error for $u$ using Euler explicit for the two dimensional linear shallow water equations.

Figure 3. Relative $L^2$ error for $v$ using Euler explicit for the two dimensional linear shallow water equations.
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