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ENERGY NORM ERROR ESTIMATES FOR AVERAGED

DISCONTINUOUS GALERKIN METHODS IN 1 DIMENSION

GÁBOR CSÖRGŐ AND FERENC IZSÁK

Abstract. Numerical solution of one-dimensional elliptic problems is investigated using an aver-
aged discontinuous discretization. The corresponding numerical method can be performed using
the favorable properties of the discontinuous Galerkin (dG) approach, while for the average an
error estimation is obtained in the H

1-seminorm. We point out that this average can be regarded
as a lower order modification of the average of a well-known overpenalized symmetric interior
penalty (IP) method. This allows a natural derivation of the overpenalized IP methods.
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1. Introduction

Discontinuous Galerkin (dG) methods have been intensively studied in the last
decade. Due to the increasing need for highly accurate computation, these methods,
allowing local refinement strategies, became very popular. Their unified mathemat-
ical analysis for elliptic boundary value problems was initiated in [2], and a number
of articles have been published discussing its application to different problems. The
theory was put later in a more general framework [10], [11], [12]. Regarding the
practical computations, also some monographs have been appeared [15], [21]. The
widespread results of the theoretical investigation for dG methods have been sum-
marized recently in [8].

The error analysis for elliptic boundary value problems underwent a significant
development. For the multidimensional case, extra smoothness of the analytic
solution had been assumed in the original approach [2], which was alleviated in [14].
The a posteriori error analysis was initiated in [18] and [3] and was developed in [1]
and [13] to obtain easily computable and guaranteed error bounds and an efficient
a posteriori error estimator for a general 3-dimensional hp-adaptive algorithm has
been derived in [22]. All of these results concern a so-called dG-norm which arises
from the dG bilinear form. One can prove convergence also in a mesh-independent
(BV) norm [4], [7], which can be used again to avoid the assumption on extra
smoothness [8].

Several methods have been developed to obtain an error estimator in the L2-
norm and increase the accuracy of the dG approximation in negative Sobolev norms.
The key idea is to apply a post-processing which is a smoothing technique using
convolution with special kernels. This was first demonstrated in [6] for hyperbol-
ic problems. These techniques have been developed in many aspects, for recent
achievements see, e.g., [17] and [19]. Similar results including superconvergence
can be obtained for second-order elliptic problems in several space dimensions [5]
using an element-by-element postprocessing in the L2-norm.
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The objective of this paper is to develop an error estimator in the natural ener-

gy seminorm between a postprocessed dG type approximation and the analytical
solution in one space dimension for elliptic problems. In the main result (see The-
orem 3), we provide an upper estimate for the error ‖∇(ηh ∗uIP−u)‖L2

, where the
convolution gives the local average (a kind of postprocessing) and uIP denotes an
overpenalized version of the well-known symmetric interior penalty (IP) approxi-
mation.

We also throw new light upon a version of dG methods: we will point out that
a postprocessed IP method can be regarded as a lower order modification of a
continuous Galerkin method. In turn, this suggests a new derivation of a family
of overpenalized IP methods, where instead of a heuristic choice the penalty term
arises in a natural way.

These results are also confirmed in numerical experiments: the local average of
the proposed method and that of the overpenalized IP method are really close to
each other. Also, it will be verified that for the local averages the convergence in
the H1 seminorm is valid.

After the preliminaries, we introduce the finite element method which can be rec-
ognized both as a continuous and a discontinuous method. Then the corresponding
bilinear form is analyzed first in a simple situation and then its relation with the
interior penalty method is highlighted. Finally, we prove error estimation between
the postprocessed solution and the analytic one. As a consequence, we obtain the
above energy norm error estimation for a simple local average of the interior penalty
approximation.

2. Mathematical preliminaries

We investigate the finite element solution of the one-dimensional elliptic bound-
ary value problem

(1)

{

−∆u = f in Ω = (a, b) ⊂ R

u(a) = u(b) = 0,

where f ∈ L2(a, b) is given. For the numerical solution we consider a tessellation
of the interval (a, b) into the disjoint subintervals I0, I1, . . . , In such that

Ij = (γj , γj+1), a = γ0 < γ1 < . . . γn+1 = b.

The parameter h with
h = min

j∈{1,2,...,n+1}
(γj − γj−1)

denotes the minimal length of the subintervals.
The vector space for the polynomials of maximal degree k on the interval I is

denoted with Pk(I). For k = (k0, k1, . . . , kn) we define

Ph,k(a, b) = Pk0
(I0)⊕ Pk1

(I1)⊕ · · · ⊕ Pkn
(In),

the direct sum of the above polynomial spaces which corresponds to the piecewise
polynomials with the given maximal degree k0, k1, . . . , kn on I0, I1, . . . , In.

The symbol (·, ·)I∗ refers to the L2(I∗) scalar product on I∗ ⊂ (a, b). If I∗ = (a, b)
we omit the subscript. Accordingly, the generated L2(I∗)-norm is denoted with
‖ · ‖I∗ , where I∗ = (a, b) will be omitted.

For the numerical solution we use the family of the average and jump operators
{{·}}j and [[·]]j , which are defined by

{{u}}j =
1

2
· (lim

γj−
u+ lim

γj+
u) and [[u]]j = lim

γj−
u− lim

γj+
u
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and make sense for all piecewise polynomial functions u. We also use the piecewise
gradient operator ∇h.

For the analysis of the forthcoming bilinear form, we use that for each u ∈ Ph,k

(2) ∇u = ∇hu−
n
∑

j=1

[[u]]j δγj
,

where δγj
denotes the Dirac (delta) distribution supported at γj , see, e.g., [16],

Theorem 2.10.
A well-known approach to the numerical solution of (1) is the IP method, which

consists of finding uIP ∈ Ph,k(a, b) such that for all vh ∈ Ph,k(a, b)

(3) aIP(uIP, vh) = (f, vh),

where the bilinear form aIP : Ph,k(a, b)× Ph,k(a, b) → R is given by

aIP(uh, vh) = (∇huh,∇hvh)−
n
∑

j=1

{{∇huh}}j [[vh]]j+{{∇hvh}}j [[uh]]j+σh

n
∑

j=1

[[uh]]j [[vh]]j ,

with the penalty parameter σh depending on h.
In the classical analysis σh = σ

h
, where σ is some (sufficiently large) constant.

This definition indeed, is justified in the multidimensional cases, where σh can be
different on each interelement face F and is proportional to hF = diam F .

3. Results

As the main result, we point out a close relation between the average of an
overpenalized IP method with σh = 1

hs (s > 1) and a suitable conforming numerical
approximation.

3.1. Finite element discretization. To give the finite element space for the dis-
cretization of (1) we define ηh = 1

2hsχ[−hs,hs], where χI∗ denotes the characteristic
function of the interval I∗ and s > 1 is a given parameter. To streamline the nota-
tion we do not indicate the dependence on s. We define the convolution ηh ∗w for
a function w ∈ L2(a, b) with

ηh ∗ w = ηh ∗ w0|(a−hs,b+hs),

where w0 denotes the zero extension of w to (a− 2hs, b+2hs). To compute convo-

lutions, we use the notation Ĩj = [γj + hs, γj+1 − hs].
The finite element space Ph,k,s is defined as

Ph,k,s = {ηh ∗ uh : uh ∈ Ph,k}
and the bilinear form a : Ph,k,s × Ph,k,s is defined with

a(ηh ∗ uh, ηh ∗ vh) = (∇(ηh ∗ uh),∇(ηh ∗ vh)),
which makes sense since Ph,k,s ⊂ H1

0 (a−hs, b+hs). Accordingly, the finite element
discretization of (1) is the following:
Find an element ηh ∗ uh ∈ Ph,k,s such that for all ηh ∗ vh ∈ Ph,k,s the following
equality is valid:

(4) a(ηh ∗ uh, ηh ∗ vh) = (f, ηh ∗ vh).
Since the above bilinear form a is bounded and coercive, (4) has a unique solution.

Note that a similar bilinear form aη : Ph,k × Ph,k → R can be defined with

aη(uh, vh) = (∇(ηh ∗ uh),∇(ηh ∗ vh))
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and a corresponding variational problem can be constructed:
Find an element uh ∈ Ph,k such that for all vh ∈ Ph,k the following inequality is
valid:

(5) aη(uh, vh) = (f, ηh ∗ vh).
Obviously, the solution uh of (4) and (5) coincide. This makes possible the dual

interpretation of the corresponding numerical method: if we compute uh in (5), we
can use all favorable properties of the dG methods. On the other hand, the local
average ηh ∗ uh in (4) can be regarded as a solution arising from a “continuous”
Galerkin method and for this, a standard error analysis can be performed.

3.2. Analysis of the bilinear form. For the analysis, we first rewrite (4) as
follows.

Proposition 1. The bilinear form in (4) can be given as

(6)

a(ηh ∗ u, ηh ∗ v) = (∇(ηh ∗ u),∇(ηh ∗ v))

=
n
∑

j=0

∫ γj+1−hs

γj+hs

ηh ∗ ∇hu · ηh ∗ ∇hv +
n+1
∑

j=0

∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv

−
n
∑

j=1

[[u]]j ηh ∗ (ηh ∗ ∇hv)(γj) + [[v]]j ηh ∗ (ηh ∗ ∇hu)(γj) +
n
∑

j=1

1

2hs
[[u]]j [[v]]j .

Proof. Using (2), the left hand side of (6) can be rewritten for u, v ∈ Ph,k as

(7)

a(ηh ∗ u, ηh ∗ v) = (∇(ηh ∗ u),∇(ηh ∗ v)) = (ηh ∗ ∇u, ηh ∗ ∇v)

= (ηh ∗ (∇hu−
n
∑

j=1

[[u]]j δγj
), ηh ∗ (∇hv −

n
∑

j=1

[[v]]j δγj
))

= (ηh ∗ ∇hu, ηh ∗ ∇hv)− (ηh ∗
n
∑

j=1

[[u]]j δγj
, ηh ∗ ∇hv)

− (ηh ∗
n
∑

j=1

[[v]]j δγj
, ηh ∗ ∇hu) + (ηh ∗

n
∑

j=1

[[u]]j δγj
, ηh ∗

n
∑

j=1

[[v]]j δγj
).

To compute the second and third terms on the right hand side of (7), we note first
that

ηh ∗ δγj
= ηh,γj

with ηh,γj
(x) = ηh(x− γj),

which have disjoint support for different indices j. Hence we obtain

(8)

(ηh ∗
n
∑

j=1

[[u]]j δγj
, ηh ∗ ∇hv) =

n
∑

j=1

[[u]]j (ηh,γj
, ηh ∗ ∇hv)

=
n
∑

j=1

[[u]]j
1

2hs

∫ γj+hs

γj−hs

ηh ∗ ∇hv =
n
∑

j=1

[[u]]j ηh ∗ ηh ∗ ∇hv(γj).

Using again the fact that the functions ηh,γj
, j = 1, 2, . . . , n have disjoint support,

we also have that
(9)

(ηh ∗
n
∑

j=1

[[u]]j δγj
, ηh ∗

n
∑

j=1

[[v]]j δγj
) =

n
∑

j=1

[[u]]j [[v]]j (ηh,γj
, ηh,γj

) =

n
∑

j=1

1

2hs
[[u]]j [[v]]j .

Using (8) and (9) in (7) we obtain the statement of the proposition. �



ERROR ESTIMATES FOR AVERAGED DISCONTINUOUS GALERKIN METHODS 571

Before we relate (10) to the IP bilinear form we give it more explicitly in a simple
case.

Corollary 1. If the tessellation Th is uniform with the mesh size h and the local

dG basis consists of locally first order polynomials then (6) can be given as

(10)

(1 − 2hs−1)(∇hu,∇hv) +

n
∑

j=1

hs

6
[[∇hu]]j [[∇hv]]j + 2hs {{∇hu}}j {{∇hv}}j

−
n
∑

j=1

[[u]]j {{∇hv}}j + [[v]]j {{∇hu}}j +
n
∑

j=1

1

2hs
[[u]]j [[v]]j .

Proof. If u is piecewise linear then ∇hu is piecewise constant and ηh ∗ ∇hu is
piecewise linear with

ηh ∗ ∇hu(x) =

{

∇hu(x) if |x− γj | ≥ hs

{{∇hu}}j + y

2hs [[∇hu]]j if y = γj − x with |y| ≤ hs

for all j ∈ {0, 1, . . . , n + 1} such that ηh ∗ ∇hu(x) is constant if x has a distance
at least hs from the interelement points. Therefore, the product (ηh ∗ ∇hu) · (ηh ∗
∇hv)(x) is also constant if |x− γj | ≥ hs for all j and is quadratic at the remaining
regions with the values

(ηh ∗ ∇hu) · (ηh ∗ ∇hv)(x) =







∇hu(γ
−
j ) · ∇hv(γ

−
j ) if x = γj − hs

{{∇hu}}j · {{∇hv}}j if x = γj
∇hu(γ

+
j ) · ∇hv(γ

+
j ) if x = γj + hs.

Using the identity

∇hu(γ
−
j )∇hv(γ

−
j ) +∇hu(γ

+
j )∇hv(γ

+
j )

=
1

2
(∇hu(γ

−
j ) +∇hu(γ

+
j ))(∇hv(γ

−
j ) +∇hv(γ

+
j ))

+
1

2
(∇hu(γ

−
j )−∇hu(γ

+
j ))(∇hv(γ

−
j )−∇hv(γ

+
j ))

= 2 {{∇hu}}j {{∇hv}}j +
1

2
[[∇hu]]j [[∇hv]]j

and the three point quadrature rule, we have that for all j and u, v ∈ H1

h

(11)

∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv

=
2hs

6
(∇u(γ−

j )∇hv(γ
−
j ) + 4 {{∇hu}}j {{∇hv}}j +∇hu(γ

+
j )∇hv(γ

+
j ))

=
2h2

6
(
1

2
[[∇hu]]j [[∇hv]]j + 4 {{∇hu}}j {{∇hv}}j + 2 {{∇hu}}j {{∇hv}}j)

=
hs

6
[[∇hu]]j [[∇hv]]j + 2hs {{∇hu}}j {{∇hv}}j .

Obviously, we also have the equalities
∫ γj−hs

γj−1+hs

∇hu∇hv = (h− 2hs)∇hu|Kj
∇hv|Kj

, j = 1, 2, . . . , n,

which can be summed up to obtain

(12)

n
∑

j=1

∫ γj−hs

γj−1+hs

∇hu∇hv = (1− 2hs−1)(∇hu,∇hv).
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Since ηh ∗ ∇hv is linear on (γj − hs, γj + hs) with

ηh ∗ ∇hv(γj − hs) = ∇hv(γj−) and ηh ∗ ∇hv(γj + hs) = ∇hv(γj+),

its mean in γj becomes

(13)
1

2hs

∫ γj+hs

γj−hs

ηh ∗ ∇hv =
∇hv(γj−) +∇hv(γj+)

2
= {{∇hv}}j .

Substituting (11), (12) and (13) into (6), we obtain the bilinear form in (10). �

3.3. Comparison with the IP bilinear form. The result in Corollary 1 moti-
vates us to compare (6) with the IP bilinear form in a general situation.

Lemma 1. Assume that hs−1 ≤ 1
4 . Then there is a constant c0 depending on k but

independent of h such that for all p ∈ Pk

(

−h
2 , 0
)

⊕ Pk

(

0, h2
)

and h ≤ 1
2 we have

(14) max
[−h

2
, h
2 ]
p2 ≤ c0

h

∫

[−h
2
,h
2 ]\[−hs,hs]

p2.

A similar statement holds for the estimation of the derivatives with the L2-norm.

Lemma 2. There is a constant c1 depending on k but independent of |I| such that

for all p ∈ Pk(I) we have

(15) ‖p′‖0,I ≤ c1
1

|I| ‖p‖0,I.

and

(16) max
I

|p′| ≤ c1|I|−
3
2 ‖p‖0,I .

The proof of the above statements is postponed to the appendix.
Using the above results we can estimate the second term on the right hand side

of (6).

Proposition 2. There is a constant c0 depending on k but independent of h such

that for all u, v ∈ Ph,k we have

(17)

n
∑

j=0

∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv ≤ 2c0h
s−1

n
∑

j=0

‖∇hu‖Ĩj‖∇hv‖Ĩj

Proof. If u ∈ C(−h
2 , 0)⊕C(0, h

2 ) with a maximal polynomial degree k then accord-
ing to Lemma 1 we obtain

(18)

∫ hs

−hs

(ηh ∗ ∇hu)
2 ≤ 2hs max

[−hs,hs]
|ηh ∗ ∇hu|2 ≤ 2hs max

[−h
2
,h
2 ]
|∇hu|2

≤ c0
2hs

h

∫

[−h
2
,h
2 ]\[−hs,hs]

|∇hu|2.

We note that (18) remains valid if the variable is transformed with x → x + γj .

Accordingly, using the notation Ij,s =
[

γj − hj

2 , γj +
hj+1

2

]

\ [γj − hs, γj + hs] we
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have that for all j = 1, 2, . . . , n the following inequality is valid:
(19)
∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv ≤
√

∫ γj+hs

γj−hs

|ηh ∗ ∇hu|2
√

∫ γj+hs

γj−hs

|ηh ∗ ∇hv|2

≤ 2c0h
s−1

√

∫

[γj−
h
2
,γj+

h
2 ]\[γj−hs,γj+hs]

|∇hu|2
√

∫

[γj−
h
2
,γj+

h
2 ]\[γj−hs,γj+hs]

|∇hv|2

≤ 2c0h
s−1

√

∫

Ij,s

|∇hu|2
√

∫

Ij,s

|∇hv|2.

Using the “discrete” Cauchy–Schwarz inequality

n
∑

j=0

ajbj ≤

√

√

√

√

n
∑

j=0

a2j

n
∑

j=0

b2j ,

the summation of the terms in (19) gives that

n
∑

j=0

∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv ≤ 2c0h
s−1

n
∑

j=0

√

∫

Ij,s

|∇hu|2
√

∫

Ij,s

|∇hv|2

≤ 2c0h
s−1

√

√

√

√

n
∑

j=0

∫

Ij,s

|∇hu|2
√

√

√

√

n
∑

j=0

∫

Ij,s

|∇hv|2 = 2c0h
s−1

n
∑

j=0

‖∇hu‖Ĩj‖∇hv‖Ĩj ,

as we have stated. �

Remarks: The inequality in (18) can easily be rewritten into the following for-
m: if u ∈ C(−h

2 , 0) ⊕ C(0, h
2 ) with a maximal polynomial degree k then for all

x ∈
(

−h
2 + hs, h

2 − hs
)

we have

(20)

∣

∣

∣

∣

∫ x

0

|ηh ∗ ∇hu|2
∣

∣

∣

∣

≤ c0
x

h

∫ h
2

−h
2

|∇hu|2.

Similar derivations give that there is a constant c2 ∈ R
+ such that for all above

functions u and parameters h, s with h
4 > hs we have

(21)

∫ hs

−hs

|∇hu|2 ≤ c2h
s−1

∫

(−h
2
,h
2 )\(−hs,hs)

|∇hu|2.

Lemma 3. For arbitrary functions u, v ∈ Ph,k we have that

(22)

∣

∣

∣

∣

∣

∣

(∇hu,∇hv)−
n
∑

j=0

∫

Ĩj

ηh ∗ ∇hu · ηh ∗ ∇hv

∣

∣

∣

∣

∣

∣

≤
(

c21
4
h2s−2 + (c1 + c2)h

s−1

) n
∑

j=0

∫

Ĩj

∇hu · ∇hv.

Remark: The inequality in (43) also implies that for all u ∈ Pkj
(Ij) we have

(23) ‖∇hu‖2Ĩj ≤ 1

1−
(

c2
1

4 h
2s−2 + c1hs−1

)‖ηh ∗ ∇hu‖2Ĩj
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Lemma 4. For all v ∈ Ph,k and j = 1, 2, . . . , n we have

(24)
∣

∣

∣ηh ∗ (ηh ∗ ∇hv)(γj)− {{∇hv}}j
∣

∣

∣ ≤
√
c0c1

2
hs− 3

2

√

√

√

√

∫ γj+
h
2

γj−
h
2

|∇hv|2,

where c0 is the same constant as in Lemma 1.

The proofs of Lemma 3 and Lemma 4 are postponed to the appendix.

Proposition 3. For all v ∈ Ph,k we have

(25)
∣

∣

∣

∣

∣

∣

n
∑

j=1

[[u]]j ηh ∗ (ηh ∗ ∇hv)(γj)−
n
∑

j=1

[[u]]j {{∇hv}}j

∣

∣

∣

∣

∣

∣

≤ Chs−1‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖,

where C is a mesh-independent constant.

Proof. We first introduce the functions (∇hv)0 :
(

−h
2 ,

h
2

)

with

(∇hv)0(x) =

{

∇hv(x) x ∈
(

−h
2 ,

h
2

)

\ (−hs, hs)
0 x ∈ (−hs, hs)

and (∇hv)1 = ∇hv|(−h
2
,h
2 )

− (∇hv)0. For these functions, ‖ · ‖ refers to the

L2

(

−h
2 ,

h
2

)

norm. Obviously, (∇hv)1 ⊥ (∇hv)0 and [[v]]0 ηh ⊥ (∇hv)0. The no-
tations (ηh ∗ ∇hv)1 and (ηh ∗ ∇hv)0 will be used in a similar sense. We also note
that a simple scaling argument implies the equivalence of the norms

(26) c3‖(ηh ∗ ∇hv)0‖ ≥ ‖(∇hv)0‖ ≥ c̃4‖(ηh ∗ ∇hv)0‖
with some mesh-independent constants c3 and c̃4. With the above notations, using
also (21) and (26) we obtain that

(27)

‖ηh ∗ ∇hv|(−h
2
,h
2 )

− [[v]]0 ηh‖2 = ‖(ηh ∗ ∇hv)1 − [[v]]0 ηh‖2 + ‖(∇hv)0‖2

= ‖(ηh ∗ ∇hv)1‖2 + ‖ [[v]]0 ηh‖2 − 2((ηh ∗ ∇hv)1, [[v]]0 ηh) + ‖(∇hv)0‖2

≥ ‖ [[v]]0 ηh‖2 − 2((ηh ∗ ∇hv)1, [[v]]0 ηh) + ‖(∇hv)0‖2

≥ ‖ [[v]]0 ηh‖2 + ‖(∇hv)0‖2 − 2‖(ηh ∗ ∇hv)1‖‖ [[v]]0 ηh‖
≥ ‖ [[v]]0 ηh‖2 + ‖(∇hv)0‖2 − 2

√

c2hs−1‖(ηh ∗ ∇hv)0‖‖ [[v]]0 ηh‖
≥ ‖ [[v]]0 ηh‖2 + ‖(∇hv)0‖2 −

√

c2hs−1(‖(ηh ∗ ∇hv)0‖2 + ‖ [[v]]0 ηh‖2)
≥ (c4 −

√

c2hs−1)(‖(ηh ∗ ∇hv)0‖2 + ‖ [[v]]0 ηh‖2),
where c4 = min{1, c̃4}. Note that using the above notations, (21) implies that

∫ h
2

−h
2

|∇hv|2 =

∫ hs

−hs

|∇hv|2 +
∫

(−h
2
,h
2 )\(−hs,hs)

|∇hv|2 ≤ (1 + c2h
s−1)‖(∇hv)0‖2

and consequently, we also have that

(28)

| [[u]]0 |

√

√

√

√

∫ h
2

−h
2

|∇hv|2 ≤ | [[u]]0 |
√

1 + c2hs−1
√

‖(∇hv)0‖2

≤
√

1 + c2hs−1c3| [[u]]0 |
√

‖(ηh ∗ ∇hv)0‖2

=
√
2hsc3

√

1 + c2hs−1‖ [[u]]0 ηh‖‖(ηh ∗ ∇hv)0‖.
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Interchanging of u and v in (28), adding the result to (28), using the Cauchy–
Schwarz inequality and (27) results in the following estimate

| [[u]]0 |

√

√

√

√

∫ h
2

−h
2

|∇hv|2 + | [[v]]0 |

√

√

√

√

∫ h
2

−h
2

|∇hu|2

≤
√
2hsc3

√

1 + c2hs−1 (‖ [[u]]0 ηh‖‖(ηh ∗ ∇hv)0‖+ ‖ [[v]]0 ηh‖‖(ηh ∗ ∇hu)0‖)

≤
√

hs

2
c3
√

1 + c2hs−1

√

‖ [[u]]0 ηh‖2 + ‖(ηh ∗ ∇hu)0‖2
√

‖ [[v]]0 ηh‖2 + ‖(ηh ∗ ∇hv)0‖2

≤
√

hs

2
c3

√
1 + c2hs−1

c4 − c2hs−1
‖ηh ∗ ∇hu− [[u]]0 ηh‖ · ‖ηh ∗ ∇hv − [[v]]0 ηh‖

=

√

hs

2
c3

√
1 + c2hs−1

c4 − c2hs−1
‖∇(ηh ∗ u)‖ · ‖∇(ηh ∗ v)‖.

Transforming the variable we similarly get

| [[u]]j |

√

√

√

√

∫ γj+
h
2

γj−
h
2

|∇hv|2 + | [[v]]j |

√

√

√

√

∫ γj+
h
2

γj−
h
2

|∇hu|2

≤
√

hs

2

√
1 + c2hs−1

c4 − c2hs−1
c3

√

∫ γj+hs

γj−hs

|∇(ηh ∗ u)|2
√

∫ γj+hs

γj−hs

|∇(ηh ∗ v)|2

for j = 1, 2, . . . , n which, using the result of Lemma 4 and the discrete Cauchy–
Schwarz inequality, gives the estimate

∣

∣

∣

∣

∣

∣

n
∑

j=1

[[u]]j ηh ∗ (ηh ∗ ∇hv)(γj)−
n
∑

j=1

[[u]]j {{∇hv}}j

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

n
∑

j=1

[[v]]j ηh ∗ (ηh ∗ ∇hu)(γj)−
n
∑

j=1

[[v]]j {{∇hu}}j

∣

∣

∣

∣

∣

∣

≤
√
c0

2
hs− 3

2

n
∑

j=1

| [[u]]j |

√

√

√

√

∫ γj+
h
2

γj−
h
2

|∇hv|2 + | [[v]]j |

√

√

√

√

∫ γj+
h
2

γj−
h
2

|∇hu|2

≤
√
c0

2
hs− 3

2

√

hs

2
c3

√
1 + c2hs−1

c4 − c2hs−1

n
∑

j=1

√

∫ γj+hs

γj−hs

|∇(ηh ∗ u)|2
√

∫ γj+hs

γj−hs

|∇(ηh ∗ v)|2

≤
√
c0

2
hs− 3

2

√

hs

2
c3

√
1 + c2hs−1

c4 − c2hs−1

√

∫ 1

0

|∇(ηh ∗ u)|2
√

∫ 1

0

|∇(ηh ∗ v)|2

≤
√
c0

2
hs− 3

2

√

hs

2
c3

√
1 + c2hs−1

c4 − c2hs−1
‖∇(ηh ∗ u)‖2‖∇(ηh ∗ v)‖2,

which implies the statement in the proposition. �

Using the above results, we can finally estimate the difference between the IP
bilinear form and aη. In the consecutive estimates, uIP denotes the solution of (3)
using the penalty coefficient σh = 1

2hs and uh denotes the solution of the problem
in (4).
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Theorem 1. There is a constant C and a discretization parameter h0 such that

for all h < h0 and u, v ∈ Ph,k we have the following estimate:

(29) |aIP(u, v)− aη(u, v)| ≤ Chs−1‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖.

Proof. Comparing the two bilinear forms we obtain that

(30)

aIP(u, v)− aη(u, v) = (∇hu,∇hv)−
n
∑

j=0

∫

Ĩj

ηh ∗ ∇hu · ηh ∗ ∇hv

−
n
∑

j=0

∫ γj+hs

γj−hs

ηh ∗ ∇hu · ηh ∗ ∇hv +
n
∑

j=0

[[u]]j {{∇hv}}j + [[v]]j {{∇hu}}j

−
n
∑

j=0

[[u]]j ηh ∗ (ηh ∗ ∇hv)(γj) + [[v]]j ηh ∗ (ηh ∗ ∇hu)(γj).

Using the estimates in Lemma 3, in Proposition 2 in Proposition 3 and in (23) we
obtain that

|aIP(u, v)− aη(u, v)|

≤
(

c21
4
h2s−2 + (c1 + c2)h

s−1

) n
∑

j=0

∫

Ĩj

∇hu · ∇hv

+ 2c0h
s−1

n
∑

j=0

‖∇hu‖Ĩj‖∇hv‖Ĩj + 2c2h
s−1‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖

≤
(

c21
4
h2s−2 + (c1 + c2)h

s−1 + 2c0h
s−1

) n
∑

j=0

‖∇hu‖Ĩj‖∇hv‖Ĩj

+ 2c2h
s−1‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖

≤
c21
4 h

2s−2 + (c1 + c2)h
s−1 + 2c0h

s−1

1−
(

c2
1

4 h
2s−2 + 2c1hs−1

)

n
∑

j=0

‖ηh ∗ ∇hu‖Ĩj‖ηh ∗ ∇hv‖Ĩj

+ 2c2h
s−1‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖.

On the other hand, using again the discrete Cauchy–Schwarz inequality and the
fact that ∇(ηh ∗ u)|Ĩj = (ηh ∗ ∇hu)|Ĩj we have

(31)

n
∑

j=0

‖ηh ∗ ∇hu‖Ĩj‖ηh ∗ ∇hu‖Ĩj ≤

√

√

√

√

n
∑

j=0

|ηh ∗ ∇hu|2
Ĩj

√

√

√

√

n
∑

j=0

|ηh ∗ ∇hv|2
Ĩj

≤ ‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖
and therefore,
(32)

|aIP(u, v)− aη(u, v)|

≤





c21
4 h

2s−2 + (c1 + c2)h
s−1 + 2c0h

s−1

1−
(

c2
1

4 h
2s−2 + 2c1hs−1

) + 2c2h
s−1



 ‖∇(ηh ∗ u)‖‖∇(ηh ∗ v)‖,

which gives the statement in the theorem. �

Remark: The result of this theorem shows that the present investigations do not
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cover the case of the classical IP method since for s = 1 the difference of the bilinear
forms aIP is not a lower order perturbation of aη.

We can also estimate the local average of the solution arising from the IP bilinear
form.

Theorem 2. There is a constant C such that we have the following estimate:

‖∇(ηh ∗ uIP − ηh ∗ uh)‖ ≤ Chs−1‖∇(ηh ∗ uh)‖ + c3‖ηh ∗ f − f‖.

Proof. Since uh is the solution of (4), we have that for vh = uh − uIP the following
identity is valid:

(∇(ηh ∗ uh),∇(ηh ∗ (uh − uIP))) = (f, ηh ∗ (uh − uIP)),

and therefore, a straightforward computation with the relation η(−x) = η(x) gives
that

(∇(ηh ∗ (uh − uIP)),∇(ηh ∗ (uh − uIP)))

= (f, ηh ∗ (uh − uIP))− (∇(ηh ∗ uIP),∇(ηh ∗ (uh − uIP)))

= (f, ηh ∗ (uh − uIP))− aIP(uIP, uh − uIP)− (∇(ηh ∗ uIP),∇(ηh ∗ (uh − uIP)))

+ aIP(uIP, uh − uIP)

= (ηh ∗ f, uh − uIP)− (f, uh − uIP)− (∇(ηh ∗ (uIP − uh)),∇(ηh ∗ (uh − uIP)))

+ aIP(uIP − uh, uh − uIP)− (∇(ηh ∗ uh),∇(ηh ∗ (uh − uIP))) + aIP(uh, uh − uIP).

Therefore, using the estimate in (29) for the last two pair of terms the equivalence
in (26) and the Friedrichs inequality we obtain that

‖∇(ηh ∗ (uh − uIP))‖2

≤ ‖ηh ∗ f − f‖‖uh − uIP‖+ Chs−1(‖∇(ηh ∗ (uIP − uh))‖2

+ ‖∇(ηh ∗ uh)‖‖∇(ηh ∗ (uh − uIP))‖)
≤ c3‖ηh ∗ f − f‖‖∇(ηh ∗ (uh − uIP))‖+ Chs−1‖∇(ηh ∗ (uIP − uh))‖2

+ Chs−1‖∇(ηh ∗ uh)‖‖∇(ηh ∗ (uh − uIP))‖
such that we finally get

(1− Chs−1)‖∇(ηh ∗ (uh − uIP))‖ ≤ c3‖ηh ∗ f − f‖+ Chs−1‖∇(ηh ∗ uh)‖,
which implies the estimate in the theorem. �

The final problem we face with is that the finite element space Ph,k,s is not
conforming, as possibly ηh ∗ uh(0) 6= 0 or ηh ∗ uh(1) 6= 0.

Lemma 5. The approximation ηh ∗ uh of u in (4) is quasi optimal in the sense

that for some constant C ∈ R we have

‖u− ηh ∗ uh‖1 ≤ C inf
vh∈Ph,k

‖u− ηh ∗ vh‖1 +O(hs−1).

Proof: We use the Strang lemma for the non-consistent finite element approxi-
mation, which states for our case that

‖u−η∗uh‖H1 ≤ Ca

(

inf
vh∈Ph,k

‖u− η ∗ vh‖H1 + sup
vh∈Ph,k

(f, ηh ∗ vh)− (∇u,∇(ηh ∗ vh))
‖η ∗ vh‖H1

)

with a mesh-independent constant Ca. For the complete formula with a detailed
explanation, we refer to [9].
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We define a function ṽh : [0, 1] → R with

ṽh(x) =







ηh ∗ vh(x(1 + 2hs−1)− hs) for x ∈
[

0, h2
]

ηh ∗ vh(x) for x ∈
(

h
2 , 1− h

2

)

ηh ∗ vh(x(1 + 2hs−1) + hs − 2hs−1) for x ∈
[

1− h
2 , 1
]

,

which is an x-dependent translation of ηh ∗ vh and the differences of the variables
satisfy
(33)

max

{

max
x∈[0,h2 ]

|x(1 + 2hs−1)− h
s − x|, max

x∈[1−h
2
,1]

|x(1 + 2hs−1) + h
s − 2hs−1 − x|

}

≤ h
s
.

Note that supp ηh ∗ vh|[0,1] − ṽh =
[

0, h2
]

∪
[

1− h
2 , 1
]

and ṽh ∈ H1
0 (0, 1), therefore,

(34)

sup
vh∈Ph,k

(f, ηh ∗ vh)− (∇u,∇(ηh ∗ vh))
‖η ∗ vh‖H1

sup
vh∈Ph,k

(f, ηh ∗ vh|[0,1])− (∇u,∇(ηh ∗ vh))
‖η ∗ vh‖H1

= sup
vh∈Ph,k

(f, ηh ∗ vh − ṽh)− (∇u,∇(ηh ∗ vh − ṽh))

‖η ∗ vh‖H1

.

We may assume that

(35) max
x∈[0,h]∪[1−h,1]

|vh| = 1.

Then a continuity and a scaling argument gives the existence of cM ∈ R
+ (which

may depend on k but not on the parameter h) such that ηh ∗ vh(y) = cM for some
y ∈ (0, h) ∪ (1− h, 1). Again, a scaling argument implies the inequality

(36) ‖∇(ηh ∗ vh)‖ ≥ ‖∇(ηh ∗ vh)|(0,h)‖+ ‖∇(ηh ∗ vh)|(h,1−h)‖ ≥ cM√
h
.

On the other hand, the assumption in (35) gives that

max
x∈[0,h]∪[1−h,1]

|v′h| ≤
cs

h

and similarly,

max
x∈[0,h]∪[1−h,1]

|v′′h| ≤
c2s
h2

for some constant cs. Hence, with the aid of (33) we obtain that for all x ∈
supp ηh ∗ vh − ṽh =

[

0, h2
]

∪
[

1− h
2 , 1
]

|(ηh ∗ vh − ṽh)(x)| ≤ csh
s−1

and similarly,

|∇(ηh ∗ vh − ṽh)(x)| ≤ csh
s−2,
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which can be used together with (36) to complete the estimation in (34) to get

sup
vh∈Ph,k

(f, ηh ∗ vh)− (∇u,∇(ηh ∗ vh))
‖η ∗ vh‖H1

≤
‖f |[0,h2 ]∪[1−h

2
,1]‖‖ηh ∗ vh − ṽh‖+ ‖∇u|[0,h2 ]∪[1−h

2
,1]‖‖∇(ηh ∗ vh − ṽh)‖

cM · h− 1
2

≤
‖f |[0,h2 ]∪[1−h

2
,1]‖csh

1
2hs−1 + ‖∇u|[0,h2 ]∪[1−h

2
,1]‖csh

1
2hs−2

cM · h− 1
2

≤ cs

(

‖f |[0,h2 ]∪[1−h
2
,1]‖h

s + ‖∇u|[0,h2 ]∪[1−h
2
,1]‖h

s−1
)

,

which proves the lemma. �

Remark: If the analytic solution is smooth in the sense that sup |∇u| is bound-

ed then the error term in Lemma 5 becomes O(hs− 1
2 ).

Theorem 3. The averaged interior penalty approximation is quasi optimal in the

sense that for some constant C we have the estimate

‖∇(u− ηh ∗ uIP)‖ ≤ C inf
vh∈Ph,k

‖u− ηh ∗ vh‖1 +O(hs−1) + C‖ηh ∗ f − f‖.

Proof: A triangle inequality and the estimates in Theorem 2 and Lemma (5)
imply that

‖∇(u− ηh ∗ uIP)‖1 ≤ ‖u− ηh ∗ uh‖1 + ‖∇(ηh ∗ uIP − ηh ∗ uh)‖
≤ C inf

vh∈Ph,k

‖u− ηh ∗ vh‖1 +O(hs−1) + C‖ηh ∗ f − f‖,

as stated in the theorem. �

Remarks: The multidimensional generalization of the above theory would give
the same benefits as presented here. First, the convergence of the local average
of a possibly overpenalized IP method could be verified in the H1-seminorm. The
derivation would be free of the primal-dual formalism and introducing arbitrary
numerical fluxes. Also the analysis in Section 3.1, which can be transferred un-
changed, does not require any extra smoothness of the analytic solution as did in
the original approach. We also guess that it is close link between the lifted dG
methods, e.g., the ones by Bassi and Rebay and the one by Brezzi et al., see Table
3.2 in [2] for their explicit form.
The main bottleneck is that the last term in the explicit form (6) can not be given
in a simple form. In the one-dimensional case, the jump terms can be given with
the linear combination of Dirac distributions (which is the distributional derivative
of the jump function). These can be easily convolved with the averaging function
ηh as δ is the identity element for the convolution. In the multi-dimensional case,
the distributional derivative of the jump functions is not simply a Dirac distribution
and even Proposition 1 is difficult to give in an explicit form.

4. Numerical experiments

In this section, we demonstrate the accuracy of the averaged numerical solution
ηh ∗ uh in (4) and relate it to other approximations. We also investigate experi-
mentally the choice of the exponent s. According to (6), it can be recognized as a
penalty parameter which has a crucial role in the computations. Too large penalty
terms can result in ill-conditioned systems while small penalty terms can hinder
the stability of the corresponding dG method, see [20].
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Table 1. Computational error in different norms for the averaged
approximations arising from the bilinear forms aη and aIP, respec-
tively using locally first order elements and the parameter s = 2.
In the last row, the estimated convergence order is given based on
the finest grid.

Number of max - norm H
1 - seminorm

subintervals aη aIP aη aIP

8 1.3 · 10−2 1.8 · 10−2 2.5 · 10−1 2.5 · 10−1

16 3.7 · 10−3 4.6 · 10−3 1.4 · 10−1 1.4 · 10−1

32 1.0 · 10−3 1.2 · 10−3 7.2 · 10−2 7.2 · 10−2

64 2.8 · 10−4 2.9 · 10−4 3.6 · 10−2 3.6 · 10−2

128 7.1 · 10−5 7.3 · 10−5 1.9 · 10−2 1.9 · 10−2

256 1.8 · 10−5 1.8 · 10−5 9.3 · 10−3 9.3 · 10−3

Convergence rate 2 2 1 1

The simple model problem we solve numerically is
{

u′′(x) = −π2 sinπx, x ∈ (0, 1)

u(0) = u(1) = 0.

In the first series of experiments, we take a uniform tessellation of the interval
(0, 1) and piecewise first order polynomials to give the finite element space Ph,1.
We compare the solution ηh ∗ uh of (4) with the averaged IP solution ηh ∗ uIP. The
cornerstone of the implementation of the numerical method is to compute the local
averages ηh ∗ uh for the basis functions uh ∈ Ph,k.
If supp uh = [xj , xj+1] then

(37) ηh ∗ ∇huh(x) =











1
2hs

∫ x+hs

xj
∇huh(y) dy if x ∈ [xj − hs, xj + hs]

1
2hs

∫ x+hs

x−hs ∇huh(y) dy if x ∈ [xj + hs, xj+1 − hs]
1

2hs

∫ xj+1

x−hs ∇huh(y) dy if x ∈ [xj+1 − hs, xj+1 + hs],

which is a continuous, piecewise polynomial function. This can be given analyt-
ically. Similar statement holds for ηh ∗ uh(x). Accordingly, the scalar product
π2(sinπx, ηh ∗ uh) on the right hand side of the variational problem (cf. with (5))
is computed piecewise for each basis function uh performing a three point Gauss
integration separately on the intervals [xi − hs, xi + hs], [xi + hs, xi+1 − hs] and
[xi+1 − hs, xi+1 + hs].

The computation of the stiffness matrix is based on Proposition 1. The entries
containing the the term ηh∗∇huh can be computed on the intervals [xj−hs, xj+hs]
and [xj+hs, xj+1−hs] corresponding to the first two terms in (6). The computation
of the third and fourth terms in (6) is based on the third expression of the equality
in (8). Finally, the computation of the last term in (6) is straightforward. Even in
case of second-order polynomials one can evaluate all the entries by hand.

As a result, the stiffness matrix becomes a band matrix with a larger band width
compared to a classical IP stiffness matrix. In our case, if uj and uk are supported
on neighboring intervals then in general the scalar product (ηh ∗ ∇huj , ηh ∗ ∇huk)
and the corresponding matrix entry [j, k] is non-zero.

The result of the computations is presented in Table 1. The results confirm
the convergence order stated in Theorem 3 and suggest superconvergence in the
maximum norm.
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In the second series of experiments, we use the finite element space Ph,2 consisting
of piecewise second order polynomials on the above tessellation. We compare the
solution ηh ∗ uh of (4) with ηh ∗ uIP. In both cases, we obtained second order
convergence in the H1-seminorm as predicted in Lemma 5 and Theorem 3. The
results are presented in Figure 1.
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IP, ||⋅||∞
aη, ||⋅||∞

Figure 1. Computational error of the approximations ηh ∗ uh

(continuous line) and ηh ∗ uIP (dashed line) in the H1-seminorm
(•) and in the maximum norm (+) vs. the number of subintervals
using locally second order elements.

The results confirm again the predicted convergence rate: the IP method really
seems a lower-order perturbation of the one given by aη.

The only free parameter in the bilinear form aη is the exponent s. We investigate
its “optimal” choice leading to a minimal error in the H1-seminorm.
In the above experiments, we applied the smallest exponent which is necessary
to achieve the desired convergence rate. In concrete terms, s = 2 for k = 1

and s = 3 for k = 2. The experiments indicate that this is the optimal choice.
Whenever larger values of s can result in smaller computational error for a coarse
resolution, the condition number in the corresponding linear system grows rapidly,
which deteriorates the optimal convergence rate. The results of the corresponding
numerical experiments for k = 2 are summarized in Table 2. At the maximal
admissible resolution, the condition number is of order 1010. One can observe
this phenomenon in Fig. 1: the error in the | · |∞-norm is increased at the finest
resolution if the overpenalized IP method was applied.
Interestingly, we observed here that not only the coefficient of the penalty term
but also the exponent of the discretization parameter should depend on the local
polynomial degree.

Appendix

Proof of Lemma 1: The proof will be carried out using a standard scaling argu-
ment.
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Table 2. H1-seminorm of the computational error in case of
coarse resolution for some parameters s and the maximal num-
ber of subintervals Nmax until the optimal rate of convergence can
be verified.

k = 2

s = 3 s = 3.5 s = 4 s = 4.5 s = 5

N=16 4.26 · 10−3 3.25 · 10−3 3.19 · 10−3 3.19 · 10−3 3.19 · 10−3

N=32 9.43 · 10−4 8.02 · 10−4 7.98 · 10−4 7.98 · 10−4 7.98 · 10−4

Nmax 256 144 128 72 64

If h = 1 then Pk

(

−h
2 , 0
)

⊕Pk

(

0, h2
)

is a fixed finite dimensional subspace.Therefore,
the norms given by

(38) ‖p0‖∞ = max
[− 1

2
, 1
2 ]
|p0| and ‖p0‖s,2 =

√

∫

[− 1
2
, 1
2 ]\[−

1
4
, 1
4
]

p20

on this space are equivalent. Hence we have a constant c0 such that

max
[− 1

2
, 1
2 ]
|p| ≤ √

c0

√

∫

[− 1
2
, 1
2 ]\[−

1
4
, 1
4
]

p2

which gives the statement of the lemma in case of h = 1.
For an arbitrary parameter h ≤ 1

2 and p ∈ Pk

(

−h
2 , 0
)

⊕ Pk

(

0, h
2

)

we define

p0 ∈ C(− 1
2 , 0) ⊕ C(0, 1

2 ) with p0(x) = p(hx). Therefore, using the statement for
h = 1 we obtain

max
[−h

2
,h
2 ]
p2 = max

[− 1
2
, 1
2 ]
p20 ≤ c0

∫

[− 1
2
, 1
2 ]\[−

1
4
, 1
4
]

p20 =
c0

h

∫

[−h
2
,h
2 ]\[−

h
4
,h
4
]

p2

≤ c0

h

∫

[−h
2
,h
2 ]\[−hs,hs]

p2,

as stated in the lemma. �

Proof of Lemma 2: A similar argument as in (38) implies that for the interval
[0, 1] there is a constant c1 such that for all polynomial p0 of maximal degree k we
have

(39) ‖p′0‖2 ≤ c1‖p0‖2

and

(40) max
x∈[0,1]

|p′0| ≤ c1‖p′0‖.

Instead of taking a generic interval it is sufficient to prove the statements for inter-
vals of type Ih0

= [0, h0]. For an arbitrary u ∈ Pk we define p0 with p0(x) := p(h0x).
Then using also (39) we have

‖p′‖2Ih0
=

∫ h0

0

|p′|2 = h0·
1

h2
0

∫ 1

0

|p′0|2 ≤ c1
1

h0

∫ 1

0

|p0|2Ih0
= c1

1

h2
0

∫ h0

0

|p|2 = c1
1

h2
0

‖p‖2Ih0

such that (15) is proved.
Also, with the aid of (40) we obtain

max
x∈[0,h0]

|p′| = 1

h0
max
x∈[0,1]

|p′0| ≤ c1
1

h0
‖p′0‖ = c1

1

h0
‖p′‖ 1√

h0

= c1
1
√

h3
0

‖p′‖,
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which proves the other statement in the lemma. �

Proof of Lemma 3: We first use the estimate in Lemma 2 for the interval Ĩj =
[γj + hs, γj+1 − hs] and a polynomial u ∈ Pkj

(Ij), which gives that for all x ∈ Ij
the following estimate is valid:
(41)

|ηh ∗ u(x)− u(x)| =
∣

∣

∣

∣

∣

1

2hs

∫ x+hs

x−hs

u(y) dy − u(x)

∣

∣

∣

∣

∣

≤ 1

2hs

∫ hs

−hs

|u(x+ y)− u(x)| dy

≤ 1

2hs
max
Ij

|u′|
∫ hs

−hs

|y| dy ≤ hs

2
c1|Ij |−

3
2 ‖u‖Ij ≤ hs− 3

2
c1

2
‖u‖Ij .

It is also obvious that

(42)

∣

∣

∣
(ηh ∗ ∇hu, ηh ∗ ∇hv)Ij − (∇hu,∇hv)Ĩj

∣

∣

∣

≤
∣

∣

∣(ηh ∗ ∇hu, ηh ∗ ∇hv)Ĩj − (∇hu,∇hv)Ĩj

∣

∣

∣+ |(∇hu,∇hv)Ij\Ĩj |.

Using the result in (41), we have that for given u, v ∈ Ph,k the first term on the
right hand side of (42) can be estimated for all x ∈ I as

ηh ∗ ∇hu(x)−∇hu(x) ≤
c1

2
hs− 3

2 ‖∇hu‖Ij

and similar relation holds for v. Therefore, using the Cauchy–Schwarz inequality,
the relation h0 < h and the short notation 1 for the constant one-function we
obtain
(43)
∣

∣

∣(ηh ∗ ∇hu, ηh ∗ ∇hv)Ĩj − (∇hu,∇hv)Ĩj

∣

∣

∣

≤
∣

∣

∣

∣

∣

(
c1

2
hs 1
√

h3
0

‖∇hu‖Ĩj · 1+∇hu,
c1

2
hs 1
√

h3
0

‖∇hv‖Ĩj · 1+∇hv)Ĩj − (∇hu,∇hv)Ĩj

∣

∣

∣

∣

∣

≤ c21
4
h2s 1

h3
0

‖∇hu‖Ĩj‖∇hv‖Ĩj‖1‖Ĩj +
c1

2
hs 1
√

h3
0

‖∇hu‖Ĩj
∣

∣

∣(∇hv,1)Ĩj

∣

∣

∣

+
c1

2
hs 1
√

h3
0

‖∇hv‖Ĩj
∣

∣

∣(∇hu,1)Ĩj

∣

∣

∣

≤ c21
4
h2s 1

h2
0

‖∇hu‖Ĩj‖∇hv‖Ĩj + c1h
s 1
√

h2
0

‖∇hu‖Ĩj‖∇hv‖Ĩj

≤ ‖∇hu‖Ĩj‖∇hv‖Ĩj
(

c21
4
h2s 1

h2
+ c1h

s 1

h

)

.

For the estimation of the second term on the right hand side of (42), we use (21)
and obtain that

(44) |(∇hu,∇hv)Ij\Ĩj | ≤ c2h
s−1|(∇hu,∇hv)Ĩj | ≤ c2h

s−1‖∇hu‖Ĩj‖∇hv‖Ĩj .

The inequalities in (43) and (44) give that

∣

∣

∣(ηh ∗ ∇hu, ηh ∗ ∇hv)Ĩj − (∇hu,∇hv)Ij

∣

∣

∣ ≤
(

c21
4
h2s−2 + (c1 + c2)h

s−1

)

(∇hu,∇hv)
2
Ĩj
,

which can be summed up to arrive at the estimate (22). �
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Proof of Lemma 4: We first introduce the function w :
(

−h
2 ,

h
2

)

with

w = ∇hv − {{∇hv}}0 1+ [[∇hv]]0 (H − 1

2
),

where H denotes the Heaviside function. Note that

[[w]] (0) = [[∇hv]] (0) + [[∇hv]]0 · (−1) = 0,

and

limw(0+) = ∇hv(0+)− {{∇hv}}0 1+
1

2
[[∇hv]]0 = 0,

such that w is piecewise polynomial of maximal degree maxk and continuous on
[

−h
2 ,

h
2

]

. We also have that

(45) ∇hw = ∇h∇hv,

where the piecewise derivative is taken in
(

−h
2 , 0
)

∪
(

0, h2
)

. Then using the Newton–
Leibniz formula, the Cauchy–Schwarz inequality, (45), (20) and the inverse inequal-
ity (15) we have the estimate
(46)
∣

∣

∣

∣

∣

1

2hs

∫ hs

−hs

ηh ∗ w
∣

∣

∣

∣

∣

≤ 1

2hs

(

∫ 0

−hs

∣

∣

∣

∣

∫ x

0

∇[ηh ∗ w](t) dt

∣

∣

∣

∣

dx +

∫ hs

0

∣

∣

∣

∣

∫ x

0

∇[ηh ∗ w](t) dt

∣

∣

∣

∣

dx

)

≤ 1

2hs





∫ 0

−hs

√

∫ 0

x

|∇[ηh ∗ w](t)|2 dt

√

∫ 0

x

1 dx +

∫ hs

0

√

∫ x

0

|∇[ηh ∗ w](t)|2 dt

√

∫ x

0

1 dx





≤ 1

2hs





∫ 0

−hs

√

∫ 0

x

|ηh ∗ ∇hw(t)|2 dt

√

∫ 0

x

1 dx +

∫ hs

0

√

∫ x

0

|ηh ∗ ∇hw(t)|2 dt

√

∫ x

0

1 dx





≤ 1

2hs





∫ 0

−hs

√
−x

√

c0
−x

h

√

√

√

√

∫ h
2

−
h
2

|∇h∇hv(t)|2 dt dx

+

∫ hs

0

√
x

√

c0
x

h

√

√

√

√

∫ h
2

−
h
2

|∇h∇hv(t)|2 dt dx





=

√
c0

2hs+ 1
2

√

√

√

√

∫ h
2

−
h
2

|∇h∇hv|2
(

∫ 0

−hs

−x dx +

∫ hs

0

x dx

)

≤
√
c0

2hs+ 1
2

c1

h

√

√

√

√

∫ h
2

−
h
2

|∇hv|2h2s =

√
c0c1

2
h
s− 3

2

√

√

√

√

∫ h
2

−
h
2

|∇hv|2.

Since H − 1

2 is an odd function, the same holds for ηh ∗ (H − 1

2 ) and therefore,
∫ hs

−hs

ηh ∗ (H − 1

2
) = 0,

which can be used to obtain
∣

∣

∣

∣

∣

1

2hs

∫ hs

−hs

ηh ∗ w
∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

1

2hs

∫ hs

−hs

ηh ∗ ∇hv −
1

2hs

∫ hs

−hs

{{∇hv}}0 ηh ∗ 1
∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

{{∇hv}}0 −
1

2hs

∫ hs

−hs

ηh ∗ ∇hv

∣

∣

∣

∣

∣

.
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Therefore, using (46) we get
∣

∣

∣

∣

∣

{{∇hv}}0 −
1

2hs

∫ hs

−hs

ηh ∗ ∇hv

∣

∣

∣

∣

∣

≤
√
c0c1

2
hs− 3

2

√

√

√

√

∫ h
2

−h
2

|∇hv|2.

Similarly, for each grid point γj we have

(47)

∣

∣

∣

∣

∣

{{∇hv}}j −
1

2hs

∫ γj+hs

γj−hs

ηh ∗ ∇hv

∣

∣

∣

∣

∣

≤
√
c0c1

2
hs− 3

2

√

√

√

√

∫ γj+
h
2

γj−
h
2

∇hv2,

which proves the lemma. �
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